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Abstract

This thesis concerns detection and recognition of ground object using data from laser
radar systems. Typical ground objects are vehicles and land mines. For these objects,
the orientation and articulation are unknown. The objects are placed in natural or urban
areas where the background is unstructured and complex. The performance of laser radar
systems is analyzed, to achieve models of the uncertainties in laser radar data.

A ground object recognition method is presented. It handles general, noisy 3D point
cloud data. The approach is based on the fact that man-made objects on a large scale can
be considered be of rectangular shape or can be decomposed to a set of rectangles. Several
approaches to rectangle fitting are presented and evaluated in Monte Carlo simulations.
There are error-in-variables present and thus, geometric fitting is used. The objects can
have parts that are subject to articulation. A modular least squares method with outlier
rejection, that can handle articulated objects, is proposed. This method falls within the
iterative closest point framework. Recognition when several similar models are available
is discussed.

The recognition method is applied in a query-based multi-sensor system. The sys-
tem covers the process from sensor data to the user interface, i.e., from low level image
processing to high level situation analysis.

In object detection and recognition based on laser radar data, the range value’s accu-
racy is important. A general direct-detection laser radar system applicable for hard-target
measurements is modeled. Three time-of-flight estimation algorithms are analyzed; peak
detection, constant fraction detection, and matched filter. The statistical distribution of un-
certainties in time-of-flight range estimations is determined. The detection performance
for various shape conditions and signal-to-noise ratios are analyzed. Those results are
used to model the properties of the range estimation error. The detector’s performances
are compared with the Cramér-Rao lower bound.

The performance of a tool for synthetic generation of scanning laser radar data is eval-
uated. In the measurement system model, it is possible to add several design parameters,
which makes it possible to test an estimation scheme under different types of system de-
sign. A parametric method, based on measurement error regression, that estimates an
object’s size and orientation is described. Validations of both the measurement system
model and the measurement error model, with respect to the Cramér-Rao lower bound,
are presented.
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1
Introduction

In this thesis, detection and recognition of ground objects using laser radar data and per-
formance of laser radar systems are discussed. The focus has been on detection and recog-
nition of vehicles and land mines in outdoor scenes. The objects of interest can be hard to
detect by eye, and automatic methods can support the operator. The methods will work in
situations where the scene is complex, the objects may be partly hidden or camouflaged
and there may be a limited time to perform measurements. For measurement systems and
algorithms operating under these conditions, their performance must be analyzed. In this
thesis, this is accomplished by modeling the scene and the measurement system.

An example of a scene with land mines and other explosive devices is shown in Fig-
ure 1.1. There are wooden sticks, plants and stones in the background that are of similar
shape and size as the searched objects.

In Section 1.1, an overview of the topics discussed in this thesis is given and in Sec-
tion 1.2 the problem is defined. In Section 1.3, an outline of the thesis is given. The main
contributions are summarized in Section 1.4.

1.1 Topics

This thesis concerns some types ofman-made objects. The objects of interest, vehicles
and land mines, are also calledtargets, whereas other (uninteresting) objects in the scene
are calledclutter. The objects and the clutter are embedded in abackground. Usually, the
background is the ground level and all objects that are placed on the ground are regarded
as objects or clutter. The objects, the clutter, and the background build up thescene. In
this case, the obtained laser radar data are noisy and the background is unstructured. The
noise in data originate from noise in transmitter and receiver, atmospheric phenomena as
turbulence and attenuation, and the laser beam’s interaction with the object.

In this section, the main problems discussed in the thesis are described, with refer-

3



4 1 Introduction

Figure 1.1: In this scene there are 12 explosive devices, a trip wire, and a munition
box. From a field test performed by the Swedish Defence Research Agency (FOI).

ences to the attached papers.

1.1.1 Object Detection and Recognition

The definitions of detection and recognition vary between the application fields. In this
thesis,detectionis defined as the process of distinguishing interesting objects from clut-
ter and the background. The object class determination, i.e., separation of buildings and
vehicles, is calledclassification. In the recognitionprocess, the object’s subclass is de-
termined. For example, a vehicle can be recognized as a car or a truck. Also, the de-
termination of the object’s model/make can be included in the recognition process. The
automated process for object recognition is called Automatic Target Recognition (ATR)
in military applications.

Laser radars can produce high resolution data, where object details can be resolved
even at kilometer distances. This can be used for object detection and recognition. Laser
radar systems usually produce both 3D and intensity data describing the scene. If this
information is combined, robust object detection is possible. There are references where
detection is performed on range data and intensity data in parallel, and fused afterward.
A first attempt to land mine detection on combined range and intensity data is presented
in Paper F.

For recognition of complex objects, like vehicles or buildings, the level of detail makes
it possible to identify the major parts of an object. Those main parts, calledfunctional
parts, can be a factory’s chimney, the driver’s compartment of a truck, a vehicle’s door,
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or the barrel of a battle tank. These parts can sometimes vary their orientation relative to
the main part of the object, this is calledarticulation. If the functional parts are identified
or a building of complex shape can be decomposed into pieces that are easier to process,
the recognition task can be simplified. The last step in the recognition process is to match
the object data with models from a library, this is calledmodel matching. If the object’s
functional parts are identified, there is an indication of the object type or identity besides
the model matching. When performing matching, the list of possible models can thus be
reduced. Furthermore, if the object’s articulated parts can be identified, the recognition is
simplified as the number of degrees of freedom is reduced.

In Paper A, a ground object recognition method based on general, scattered 3D laser
radar data is proposed. It is based on the fact that man-made objects of complex shape
can be decomposed into a set of rectangles. The method consists of four steps;

1. Estimation of the object’s 3D size and orientation,

2. Segmentation of the object into parts of approximately rectangular shape,

3. Identification of segments that contain the functional (main) parts of the object,

4. Matching the object with library models.

The distance between the object and the model is minimized in Least Squares (LS)
sense. Functional parts that are subject to articulation are taken into account in the match-
ing. In Paper B a sequential matching is proposed, where the number of functional parts
increases in each iteration. The division into parts increases the probability for correct
matching, when several similar models are available.

From a computer vision perspective, this sequential processing of data is not optimal.
An advantage is the reduction in number of orientations and articulations that need to be
tested for each object-model combination and the number of models that are relevant for
matching. Further, if a matching model cannot be found, the estimated size and orienta-
tion and possibly some identified features can be reported.

Vehicle detection and recognition is a common problem in military applications. There
are also applications in safety or security, for example, traffic monitoring and traffic safety.
Furthermore, when laser radar is used for mapping of urban areas it can be necessary to
detect the vehicles and remove them from the data set, in order to achieve correct maps.
There are enormous amounts of mines and unexploded ordinances around the world, that
are left in and on the ground after civil wars and international conflicts. With a 3D imaging
laser radar the surface-laid devices can be detected. A research goal is to perform the de-
tection in real-time or near real-time. Both international operations and human demining
will benefit from fast systems.

1.1.2 Performance Analysis

In object reconstruction and recognition based on laser radar data, knowledge of the range
value’s accuracy is important. A general 3D imaging laser radar system applicable for
hard-target measurements is modeled in Paper C. The statistical distribution of uncer-
tainties in time-of-flight range estimations is determined for three common estimation
algorithms; peak detection, constant fraction detection, and matched filter. The detection
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performance for various object shape conditions and signal-to-noise ratios is analyzed.
The object range is calculated from the time-of-flight estimation, and properties of the
uncertainty in range estimation are analyzed. Two simple shape reconstruction examples
are shown, and the performance is compared with the Cramér-Rao lower bound.

In Paper D, the performance of a tool for synthetic generation of scanning laser radar
data is evaluated. In the tool it is possible to add several design parameters, which makes
it possible to test an estimation scheme under different types of system design. The mea-
surement system model includes laser characteristics, object geometry, reflection, speck-
les, atmospheric attenuation, turbulence, and a direct-detection receiver. A parametric
method, based on measurement error regression, that estimates an object’s size and orien-
tation is described. Validations of both the measurement error model and the measurement
system model are shown.

1.1.3 Applications

The object recognition method presented in Paper A is in Paper E applied in a multi-
sensor system for ground object recognition. The system is based on a query language
and a query processor, and includes object detection, object recognition, data fusion, pre-
sentation and situation analysis. The object recognition is executed in sensor nodes, each
containing a sensor and the corresponding signal/image processing algorithms. New sen-
sors and algorithms are easily added to the system. The processing of sensor data is
performed in two steps; attribute estimation and matching. First, several attributes, like
orientation and dimensions, are estimated from the (unknown but detected) objects. These
estimates are used to select the models of interest in a matching step, where the object is
matched with a number of object models. Several methods and sensor data types are used
in both steps, and data are fused after each step. Experiments have been performed using
sensor data from laser radar, thermal and visual cameras.

The object recognition method has also been used for scene analysis, which is pre-
sented in Section 3.5. In this application, the contents in two outdoor scenes are analyzed
using data from an airborne laser radar. Methods for ground and tree estimation, building
reconstruction, and vehicle recognition are combined, to detect and recognize the large
objects in the scene.

1.2 Problem Description

Laser radar systems usually return both 3D data and intensity data. In this thesis, the goal
has been to develop detection and recognition methods that use the full potential of this
data. The measurement situation cannot be controlled, and the detection and recognition
methods must handle arbitrary views of the objects. There are different measurement
principles and the sampling schemes and the noise properties differ among them. The
detection and recognition algorithms must therefore be able to handle data with different
properties. The laser radar system and its interaction with the objects in the scene and
the atmosphere is quite complicated. To be able to analyze performance of data and
algorithms, the generation of laser radar data is modeled. To clarify the system properties,
the modeling and performance analysis is presented in a signal processing framework.
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The statistical properties of range estimation errors are analyzed. The performance is
discussed in terms of the Cramér-Rao lower bound, which is computed analytically or
numerically and compared to the actual performance from simulations.

1.3 Outline

Part I contains an overview of laser radar systems, object detection and recognition ap-
proaches and approaches for performance analysis of laser radar imaging systems. Parts
of the material have been presented earlier in [11, 12, 27, 29, 52, 74, 76, 81]. Part II
consists of a collection of papers.

1.3.1 Outline Part I

In Chapter 2, the different types of 3D imaging laser radar systems are described. Prop-
erties of laser radar data are described. Methods for detection and recognition of ground
objects are presented in Chapter 3. The basis for the recognition method is rectangle
fitting, this method is presented first. Work on ground object detection, recognition of
articulated objects, and matching of articulated objects with face models is overviewed.
A scene analysis application, where the recognition method is used, is presented. Finally,
other’s work on vehicle detection, vehicle recognition, and detection and recognition of
other objects are surveyed. In Chapter 4, the work on performance analysis is overviewed,
together with a survey of related work. The models of laser radar systems used in this
thesis are presented. Performance bounds on range and intensity data are presented. The
thesis is summarized on Chapter 5.

1.3.2 Outline Part II

The work on object recognition is presented in Papers A- B and the work on object
detection is presented in Paper F. The analysis of laser radar system performance is
presented in Papers C- D. In Paper E, the object recognition method is applied in a query-
based multi-sensor system.

Paper A: Ground Target Recognition using Rectangle Estimation

A ground object detection method based on 3D laser radar data is presented. The method
handles irregularly sampled 3D data. It is based on the fact that man-made objects of com-
plex shape can be decomposed to a set of rectangles. The method consists of four steps;
3D size and orientation estimation, object segmentation into parts of approximately rec-
tangular shape, identification of segments that represent the object’s functional/main parts
and object matching with CAD models. The method is tested on vehicle data, collected
with four fundamentally different laser radar systems.

Edited version of the paper:

C. Grönwall, F. Gustafsson, and M. Millnert. Ground target recognition us-
ing rectangle estimation.Accepted for publication in IEEE Transactions on
Image Processing, 2006.
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Part of the paper in1:

C. Carlsson and M. Millnert. Vehicle size and orientation estimation using
geometric fitting. InProceedings SPIE, volume 4379, pages 412–423, Or-
lando, April 2001.

C. Carlsson. Vehicle size and orientation estimation using geometric fitting.
Technical Report Licentiate Thesis no. 840, Department of Electrical Engi-
neering, Linköping University, Linköping, Sweden, June 2000.

Preliminary version is published as Technical Report LiTH-ISY-R-2735, Department of
Electrical Engineering, Linköpings Universitet, Linköping, Sweden.

Paper B: 3D Content-Based Model Matching using Geometric Features

An approach to 3D content-based model matching is presented. It utilizes efficient geo-
metric feature extraction and a matching method that takes articulation into account. The
geometric features are matched with the model descriptors, to gain fast and early rejec-
tion of non-relevant models. A sequential matching is used, where the number of func-
tional parts increases in each iteration. The division into parts increases the possibility
for correct matching results when several similar models are available. The approach is
exemplified with a vehicle recognition application, where some vehicles have functional
parts.

Edited version of the paper:

C. Grönwall and F. Gustafsson. 3D content-based model matching using
geometric features.Submitted to Pattern Recognition, 2006.

Part of the paper in:

C. Grönwall, P. Andersson, and F. Gustafsson. Least squares fitting of articu-
lated objects. InWorkshop on Advanced 3D Image Analysis For Safety and
Security, Proceedings of IEEE Conference on Computer Vision and Pattern
Recognition, pages 116–121, San Diego, CA, June 2005.

Preliminary version is published as Technical Report LiTH-ISY-R-2726, Department of
Electrical Engineering, Linköpings Universitet, Linköping, Sweden.

Paper C: Influence of Laser Radar Sensor Parameters on Range Measurement
and Shape Fitting Uncertainties

A model of a general direct-detecting laser radar system applicable for hard-target mea-
surements is presented. The laser radar cross sections, i.e., the impulse response of the
laser beam’s interaction with the object, are derived for some simple geometric shapes.

1The author changed name from Carlsson to Grönwall in August 2001.
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The cross section models are used, in simulations, to find the statistical distribution of
uncertainties in time-of-flight estimations. Three time-of-flight estimation algorithms are
analyzed; peak detection, constant fraction detection and matched filter. The detection
performance for various shape conditions and signal-to-noise ratios is analyzed. Based
on these results, the properties of the uncertainties in range estimation are analyzed. The
detector’s performances are compared with the Cramér-Rao lower bound.

Edited version of the paper:

C. Grönwall, O. Steinvall, F. Gustafsson, and T. Chevalier. Influence of laser
radar sensor parameters on range measurements and shape fitting uncertain-
ties. Submitted to Optical Engineering, 2006.

Preliminary version is published as Technical Report LiTH-ISY-R-2745, Department of
Electrical Engineering, Linköpings Universitet, Linköping, Sweden.

Paper D: Performance Analysis of Measurement Error Regression in
Direct-Detection Laser Radar Imaging

In this paper, a tool for synthetic generation of scanning laser radar data is described
and its performance is evaluated. Data are used for analysis of detection and recogni-
tion algorithms. It is possible to modify or add several design parameters in the tool,
which make it possible to test an estimation scheme under different types of system de-
signs. The measurement system model includes laser characteristics, object geometry,
reflection, speckles, atmospheric attenuation, turbulence and a direct-detection receiver.
A parametric method that estimates an object’s size and orientation is described. Because
measurement errors are present, the parameter estimation is based on a measurement er-
ror model. The parameter estimation accuracy is limited by the Cramér-Rao lower bound.
Validations of both the measurement error model and the measurement system model are
shown.

Edited version of the paper:

C. Grönwall, T. Carlsson, and F. Gustafsson. Performance analysis of mea-
surement error regression in direct-detection laser radar imaging. InPro-
ceedings IEEE Conference on Acoustics, Speech and Signal Processing, vol-
ume VI, pages 545–548, Hong Kong, April 2003.

Paper E: Ground Target Recognition in a Query-Based Multi-Sensor
Information System

A system covering the complete process for automatic ground object recognition, from
sensor data to the user interface, i.e., from low-level image processing to high-level situa-
tion analysis, is presented. The system is based on a query language and a query proces-
sor, and includes object detection, object recognition, data fusion, presentation and sit-
uation analysis. This paper focuses on object recognition and its interaction with the
query processor. The object recognition is executed in sensor nodes, each containing a
sensor and the corresponding signal/image processing algorithms. Promising results are
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reported, demonstrating the capabilities of the object recognition algorithms, the advan-
tage of the two-level data fusion and the query-based system.

Edited version of the paper:

J. Ahlberg, M. Folkesson, C. Grönwall, T. Horney, E. Jungert, L. Klasén,
and M. Ulvklo. Ground target recognition in a query-based multi-sensor
information system.To be submitted, 2006.

Part of the paper in:

M. Folkesson, C. Grönwall, and E. Jungert. A fusion approach for coarse-
to-fine target recognition. InProceedings SPIE, volume 6242, page 62420H,
April 2006.

T. Horney, J. Ahlberg, C. Grönwall, M. Folkesson, K. Silvervarg, J. Fransson,
L. Klasén, E. Jungert, F. Lantz, and M. Ulvklo. An information system for
target recognition. InProceedings SPIE, volume 5434, pages 163–175, April
2004.

E. Jungert, C. Carlsson, and C. Leuhusen. A qualitative matching technique
for handling uncertainties in laser radar images. InProceedings SPIE, volume
3371, pages 62–71, September 1998.

Preliminary version is published as Technical Report LiTH-ISY-R-2745, Department of
Electrical Engineering, Linköpings Universitet, Linköping, Sweden.

Paper F: Some Approaches to Object/Ground Segmentation and Object
Dimension Estimation

A Bayesian approach to object/background segmentation and object data clustering is
proposed. The method uses both 3D and intensity data. An example of land mine detec-
tion is shown. Several approaches to object dimension and orientation estimation, based
on rectangle estimation, are presented. The estimator’s parameter estimation accuracy
and execution time are compared in Monte Carlo simulations. In all approaches we take
into consideration that there are uncertainties in all dimensions in data, i.e., there is an
error-in-variables problem.

Edited version of the report:

C. Grönwall and F. Gustafsson. Approaches to Object/Ground segmentation
and object dimension estimation. Technical Report LiTH-ISY-R-2746, Dept.
Electrical Engineering, Linköpings Universitet, Linköping, Sweden, 2006.
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Papers not included

There are also other publications of related interest that are not included. Parts of their
contents are presented in Part I. The publications are:

G. Tolt, P. Andersson, T.R. Chevalier, C.A. Grönwall, H. Larsson, and A. Wik-
lund. Registration and change detection techniques using 3D laser scanner
data from natural environments. InProceedings SPIE, volume 6396, page
63960A, October 2006.

C. Grönwall, T. Chevalier, Å. Persson, M. Elmqvist, S. Ahlberg, L. Klasén,
and P. Andersson. Methods for recognition of natural and man-made objects
using laser radar data. InProceedings SPIE, volume 5412, pages 310–320,
April 2004.

D. Letalick, J. Ahlberg, P. Andersson, T. Chevalier, C. Grönwall, H. Larsson,
Å. Persson, and L. Klasén. 3-D imaging by laser radar and applications in
preventing and combating crime and terrorism. InNATO RTO SCI Sympo-
sium on Systems, Concepts and Integration (SCI) Methods and Technologies
for Defence Against Terrorism, volume RTO-MP-SCI-158, London, UK, Oc-
tober 2004.

O. Steinvall, L. Klasen, C. Grönwall, U. Söderman, S. Ahlberg, M. Elmqvist,
H. Larsson, and D. Letalick. High resolution three dimensional laser imaging
- new capabilities for the net centric warfare. InProceedings CIMI (Civil och
Militär Beredskap), Stockholm, Sweden, May 2003.

O. Steinvall, H. Olsson, G. Bolander, C. Carlsson, and D. Letalick. Gated
viewing for target detection and target recognition. InProceedings SPIE,
volume 3707, pages 432–448, May 1999.

C. Carlsson, E. Jungert, C. Leuhusen, D. Letalick, and O. Steinvall. Target
detection using data from a terrain profiling laser radar. InProceedings of
the 3rd International Airborne Remote Sensing Conference and Exhibition,
pages I–431 – I–438, Copenhagen, Denmark, July 1997.

C. Carlsson, E. Jungert, C. Leuhusen, D. Letalick, and O. Steinvall. A com-
parative study between two target detection methods applied to ladar data. In
Proceedings of the 9th Conference on Coherent Laser Radar, pages 220–223,
Linköping, Sweden, June 1997.
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1.4 Contributions

The main contributions in the thesis are:

Paper A: An approach to ground object recognition that can handle general, irregularly
sampled 3D data and arbitrary perspective of the object. Articulated parts of the
object are identified. The approach is tested on data from field experiments from
four fundamentally different systems operating in different aspect angles.

Paper B: An iterative, least squares matching of 3D point scatter and face models that
includes outlier rejection is proposed. The matching method is modular and the
object’s articulated parts are connected to the main part in a controlled way. A
penalty function for selection of the number of functional parts is also proposed.

Paper C: The laser radar system is described in a channel model context, which clarifies
the system’s properties from a signal processing view. It is shown by simulations
that the range error can be modeled as Gaussian distributed, with bias and variance
that are functions of object shape and signal-to-noise ratio.

Paper D: The Cramér-Rao lower bound for line estimation under the presence of mea-
surement errors is derived. It is shown in simulations that both the laser radar model
and the measurement error model are close to the Cramér-Rao lower bound.

Paper E: A query-based system for ground object recognition based on multi-sensor data
is demonstrated. It is shown in an example how the two-level fusion and the divi-
sion of the object recognition into two steps improve performance and decrease
computational complexity. The author’s contributions are the attribute estimation
and model matching methods for 3D data, co-development of the computational
model and being the first author of the paper.

Paper F: An approach to Bayesian object/background segmentation and object cluster-
ing is presented. Both 3D and intensity data are used in the approach. Several
formulations of the rectangle fitting problem are presented and compared with re-
spect to parameter estimation accuracy and execution time.



2
Laser Radar Systems

Laser radar systems have been investigated over several decades primarily for military
applications, see for instance [43]. Laser radars are, just as conventional radars (radio
detection and ranging), mainly used for remote sensing. Laser radar is sometimes called
ladar (laser detection and ranging or laser radar) orlidar (light detection and ranging). As
in microwave radar technology, the range to object and background is often obtained by
measuring the time-of-flight for a modulated laser beam from the transmitter to the object
and back to the receiver. Some unique features in laser radar systems are high angular,
range and velocity resolution.

Two main detection schemes can be identified in laser radar systems; coherent and
direct-detection. In coherent detection, the phase information is preserved. The returning
signal is mixed with a local oscillator and the signal at the difference frequency is detected.
These types of systems is common for aerosol measurements, and velocity and vibration
measurements with very high accuracy.

In direct-detection systems, the phase information is lost as the returning signal is sim-
ply collected on a detector. Direct-detection laser radar systems are less complex and are
common in 3D imaging applications. There are several principles for direct-detection 3D
imaging laser radar; scanning, staring and gated viewing. The main measurement princi-
ples are described in Section 2.1. This section is based on the laser radar descriptions in
[52, 74]. In Section 2.2, the data types from those systems are discussed.

2.1 Measurement Techniques

The first laser radar systems weresingle point sensorsand in the 1980’s the single point
sensors were combined with rotating mirrors to achievescanning systems. This was the
first type of 3D imaging laser radar.

13
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A straight-forward method to acquire 3D information of a scene is to scan the object
with a single point detector laser radar. With every laser pulse, a very small part of the
object is illuminated and the time-of-flight of the reflected pulse is stored. Some detectors
give a time-resolved pulse response (full waveform), whereas other detectors only give
the time for the pulse return (above a certain threshold). With some systems it is possible
to store first and last echo, or even more returns, each echo representing a different object
range. There are also line array scanners, where an array of point sensors are used. An
advantage of a scanning system is the possibility to achieve high angular resolution. The
main disadvantage is the long data acquisition time, which prevents the capture of moving
objects.

The development of Focal Plane Array (FPA) detectors with timing capability in each
pixel has made non-scanning 3D imaging laser radars feasible [78, 79]. Thesestaring
systems(flash laser radars) enable the capture of a complete 3D image with just one
transmitted laser pulse. With such a system, the frame rate can be increased to video rate
(50 Hz or 60 Hz), data from moving objects can be obtained. The sensor has the same
size as an ordinary camera, excluding the laser source, which can be fit to the application,
and the data acquisition platform, normally a computer. In short range systems, the laser
can be incorporated into the camera unit itself.

With the Gated Viewing(GV) technique, also called burst illumination, the sensor
can be a simple camera constructed for the laser wavelength, but the shutter gain is syn-
chronized with an illuminating short pulse laser [76]. This enables image collection at
certain range interval in the scene. With an adjustable delay setting, corresponding to the
time-of-flight back and forth to a desired range, the opening of the camera shutter is con-
trolled. This exposes the camera only for a desired range slice, with the slice as deep as
the shutter open time. The delay can be changed through a predefined program, resulting
in a number of slices representing different ranges, i.e., a 3D volume. The set-back of
this system is the power inefficiency, since every range slice image requires a total scene
illumination. The advantage is the low cost and robustness, since rather simple compo-
nents can be used. It has been shown that a rather small set of gated images can give high
resolution 3D images, if the depth information is taken into account [4, 52]. The process
is illustrated in Figures 2.1- 2.2.

From a signal processing point of view, the benefits and drawbacks with laser radar
measurements can be summarized as:

• A laser radar system returns range and intensity data with high angular precision.
This data are, however, noisy and there are sometimes artifacts at borders of ob-
jects. This is a type of aliasing phenomenon, resulting in object samples that are
placed behind and above the object. The returned intensity values in the image are a
function of the object’s surface properties, which can be used to distinguish differ-
ent materials. On the other hand, the returned intensity is a function of all objects
that the laser beam has enlightened. This means that for partly obscured objects,
the returned intensity for an object can vary severely over the surface.

• The active illumination with a laser results in complete independence of ambient
light conditions (such as day or night), and hence the image contrast is very robust
in that respect. On the other hand, the illumination can be detected.
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Figure 2.1: A sequence of GV images collected at four distances. This results in
laser reflections from the foreground, object’s front, entire object and background.
From [52].

Figure 2.2: Two views of an object reconstructed from a sequence of GV measure-
ments. From [52].
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• The short wavelength makes it possible to collect data of high resolution. Details
of the object can be acquired, which is powerful in recognition applications. On the
other hand, when large objects or scenes are measured a lot of data are collected.
This requires fast hardware, large storage capabilities and fast algorithms.

• Due to the short wavelength, laser radars are more sensitive than conventional
radars to atmospheric conditions with high attenuation, like fog, but less sensitive
to rain and snow. This drawback can be partly compensated by the gating technique
[76].

• The laser beam has a small footprint, resulting in that sparse structures can be pen-
etrated. This adds the ability to collect data from objects that are partly hidden
behind vegetation, camouflage nets, curtains, or Venetian blinds.

• The laser radar does not penetrate dense structures, as tree stems, metal surfaces,
roofs, and walls. Those object types do not transmit the particular wavelength. This
means that data are only collected from the parts of the objects that are in the line of
sight from the sensor. This effect is calledself-occlusionand a2.5D representation
of the scene is collected.

2.2 Laser Radar Data

With 3D laser radar a new dimension is added to active imaging. In addition to intensity
and angular coordinates, also range is included in the image. A scanning or staring laser
radar usually gives both an intensity and a range image of the scene. When an object is
measured with these types of a laser radars, a 3D coordinate is retrieved in each sample.
This means that data can be projected to an arbitrary view. In Figure 2.3, the data formats
are shown. It is only a 2.5D presentation of the scene, due to the self-occlusion. To achieve
a full 3D representation of the scene, 2.5D images collected from various positions are
combined. That process is calledregistrationand an approach for registration in forested
scenes is presented in [81]. Registration is not within the scope of this thesis.

In this work, focus is on unstructured point scatter data that give a 2.5D representa-
tion of the object. The data sets come from both scanning and GV systems. Processing
of unstructured point data gives the opportunity to work with high-resolution data, the
drawback is the long processing time for large data sets. Large data sets are common in
the detection phase, where interesting objects are identified. In that phase, the process-
ing time can be decreased if traditional image processing techniques are applied to the
intensity and range images. Once the interesting parts in the scene are identified, the
point scatter data can be used to achieve detailed detection and recognition with higher
accuracy.
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Figure 2.3: A gravel road with mines. From top to bottom: photograph, range data,
normalized intensity data, and range data projected to height profile. Axes in meters.
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3
Ground Object Detection and

Recognition

The amount of research in detection and recognition is vast, even when it is constrained
to applications where laser radar data are used, or to a certain object type. In the applica-
tion types considered here, the scene cannot be controlled during the measurement. The
object’s orientation relative to the sensor and the orientation of articulated parts, if they
exist, are arbitrary. The ground level is not assumed to be known, which means that the
object/ground segmentation problem must be solved. The background is unstructured.
There is also self-occlusion and there may be other objects that partly occlude the object.

The core of the object recognition process is rectangle fitting. The method used in
this work in presented in Section 3.1. There has been work reported on mine detection
using metal detectors together with ground penetrating radars [16], visual sensors [15],
InfraRed (IR) sensors [9, 35, 37, 54, 58] and laser vibrometry [64]. To the author’s knowl-
edge, 3D and intensity laser radar data have not been used for mine detection. Initial work
on mine detection using 3D and intensity laser radar data is reported in Paper F. This
work is shortly described in Section 3.2. The work on recognition of articulated objects
and model matching is overviewed in Sections 3.3- 3.4. In Section 3.5, an approach to
scene analysis is presented. It has been presented earlier in [29] and the object recogni-
tion approach presented in Paper A is applied. There are many applications of vehicle
detection and recognition methods using laser radar data reported. These are surveyed in
Sections 3.6- 3.7. In Section 3.8, object detection and recognition applications in other
areas are presented.

3.1 Rectangle fitting

The basis for the object recognition approach presented in the thesis is rectangle fitting.
The method has been described separately asRotating Calipers[83] and in [10, 13]. A
short description of the method is presented in this section, evaluation of its performance

19
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is found in Paper A, Paper F, and [33].
A straight line in 2D can be described asn1x + n2y − c = 0, whereϕi = (xi, yi)

contains data, the normal vectorn =(n1, n2)
t defines the slope of the line,c is the dis-

tance to origin, andxt is matrix transpose. The object pointsϕi, i = 1, ..., N are inside
or on the side of the rectangle if

Side 1: n1xi + n2yi − c1 ≥ 0, i = 1, ..., N (3.1a)

Side 2: −n2xi + n1yi − c2 ≥ 0, i = 1, ..., N (3.1b)

Side 3: n1xi + n2yi − c3 ≤ 0, i = 1, ..., N (3.1c)

Side 4: −n2xi + n1yi − c4 ≤ 0, i = 1, ..., N (3.1d)

wherentn = 1, andXt is matrix transpose. The normal vector(n1, n2) is orthogonal
to side 1 and side 3 of the rectangle, the normal vector(−n2, n1) is orthogonal to side 2
and side 4 of the rectangle andci is the Euclidean distance between sidei and the inertia
point of the rectangle,i = 1, 2, 3, 4. By introduction of the rotation matrix

R+ =
(

0 −1
1 0

)
,

the parameter vectorθ = (n1, n2, c1, c2, c3, c4)
t, the regression vectorϕ = (ϕ1, ..., ϕN )t,

1 = (1, 1, ..., 1)t (column withN ones), and0 = (0, 0, ..., 0)t (column withN zeros),
(3.1) can be written as

ϕ −1 0 0 0
ϕR+ 0 −1 0 0
−ϕ 0 0 1 0

−ϕR+ 0 0 0 1

 θ ≥ 0. (3.2)

A rectangle that contains all samplesϕ inside or on the rectangle’s edge is found by

min (c3 − c1) (c4 − c2) (3.3a)

subject to 
ϕ −1 0 0 0

ϕR+ 0 −1 0 0
−ϕ 0 0 1 0

−ϕR+ 0 0 0 1

 θ ≥ 0 (3.3b)

ntn = 1. (3.3c)

This rectangle will also contain the convex hull of the data set. This problem is not convex,
as the objective function and the last constraint are not convex. There is a constraint that
limits the number of possible orientations of the rectangle, see Theorem 3.1.
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Figure 3.1: Illustration of the rectangle estimation. A set of samples (dots), the
convex hull (dashed line), and the estimated rectangle (solid line) are shown. The
samples belonging to the convex hull are encircled. The length (l), width (w), orien-
tation (φ), convex hull area (AC), and rectangle area (AR) are indicated.

Theorem 3.1 (Minimal Rectangle)
The rectangle of minimum area enclosing a convex polygon has a side co-linear with one
of the edges of the polygon.

Proof: See [22] for the first proof. The proof is also performed in [62] using angle
calculations and in [10] using linear algebra.

Using this theorem, the number of possible orientations of the rectangle are limited,
only rectangles that have one side co-linear with one of the edges of the convex hull have
to be tested. An example is shown in Figure 3.1. In both [10] and [83] (similar) algorithms
are given for calculation of the minimal area in linear time, i.e.,O (Nv) whereNv is the
number of vertices in the convex polygon. Further, the convex hull can be calculated in
O (N log2 N) time, whereN is the number of samples andlog2 the logarithm function
with base 2, if data are unsorted and inO (N) time if data are sorted.

3.2 Object detection

Early work on vehicle detection, based on 3D data, is presented in [11, 12]. That approach
can only handle vehicles that are placed on a relatively flat surface in open terrain with
clear separation from the background. The rectangle fitting method can also be used for
object/background segmentation, this is applied as preprocessing in Papers A- B. The
slope of the ground surrounding the object is estimated by projections of 3D data. The
3D data are represented by(x, y, z), where(x, y) is position and(z) is range. First the
slope is estimated in(x, z) projection and the data set is rotated so that the background
is flat in that projection, we now have the coordinates(x′, z′). The slope estimation and
rotation is then repeated for the(y, z′) projection. The result is a rotated coordinate system
(x′, y′, z′′), where(x′, y′) is position on a flat surface and(z′′) are height values. When
the ground is flat, the object and ground can be separated by height. An example is shown
in Figure 3.2.

These types of detection and object/background segmentation methods apply for the
simple case with relative flat ground surface and no occluding clutter or background.
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Figure 3.2: Example of rotation of a scene (land mine on gravel road). Top, left:
original range data in (x, y, z) coordinates, top, right: estimated rotation in (x, z)
projection, bottom, right: estimated rotation in (y, z′) projection, bottom, right: final
data set in (x′, y′, z′′) coordinates.
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Figure 3.3: Photograph of two mines on a gravel road.
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Figure 3.4: Range data (left) and normalized intensity data (right) of the mine scene,
axes in meters.

Furthermore, these methods do not take advantage of the intensity information in the data
set.

In Paper F, a Bayesian approach for object/background segmentation is proposed. For
separation of data into object and background samples, and estimation of the variances
of the classes, Gaussian mixture based on Expectation Maximization (EM) is used. A
mixture of two Gaussian functions is fitted to data. These estimates are used as a priori
information in a Bayesian classifier. Bayesian hypothesis testing for two classes is applied
for classification of data into object and background data and clustering of object data.

This approach was tested on a scene with two mines on a gravel road, see Figure 3.3
for a photograph of the scene and Figure 3.4 for range and intensity data. The mixture
of two Gaussian functions fitted to the combined range and intensity data is shown in the
left part of Figure 3.5. In the right part of Figure 3.5, the segmentation and clustering
of data are shown. Both objects are detected and clustered with few miss-classifications.
This is the first result and further studies are needed. For example, higher order Gaussian
mixtures that include position, and more complicated scenes must be investigated. A
detailed description is found in Paper F.
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are shown. Axes in meters.

3.3 Recognition of Articulated Objects

In [10, 13], it was shown that the rectangle fitting method could be used for dimension
and orientation estimation of man-made objects. An example of rectangle fitting of the
mine in Figure 3.2 is shown in Figure 3.6.

The rectangle fitting method has also been used in an approach for recognition of ar-
ticulated objects, see Paper A. In Paper B, a penalty function for the number of functional
parts, and an iterative least squares fitting method with outlier rejection are proposed.

The method handles general, irregularly sampled, scattered, 3D data. It takes ad-
vantage of the 3D structure and that the dimensions are known in laser radar data. The
estimation of initial position and segmentation into functional parts is based on the as-
sumption that man-made objects, like vehicles and buildings, in certain projections are of
rectangular shape. A man-made object of complex shape can be decomposed into a set of
rectangles and in some views the rectangles will describe the functional parts of the ob-
ject. In this application we cannot assume that the object is placed in a certain orientation
relative to the sensor or that the object is articulated in a specific way.
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The object recognition method consists of four steps:

1. Estimate the object’s 3D size and orientation using the rectangle estimation method
described in Section 3.1.

2. Segment the object into parts of approximately rectangular shape. The functional
parts can be found in some of the rectangles.

3. Identify the functional parts by simple geometric comparisons and estimate their
dimensions and orientations.

4. Match the entire object with a wire-frame model. The model’s functional parts are
rotated to the estimated orientations.

The goal with identification and fitting of functional parts for vehicles is to simplify
the model matching. If the object’s parts are identified, matching with model can be per-
formed regardless of the relative position of the functional parts. Different configurations
of a vehicle can be handled in a structural way. If the functional parts of a tank (the barrel
and turret) can be extracted, the hypothesis that the object is a tank is strengthened. When
the object’s functional parts are identified, the recognition can be simplified as the number
of degrees of freedom reduce. Further, for a tank the orientation of the barrel indicates
the tank’s intention, which can be useful in security or military applications.

An example of identification of functional parts for a tank is shown in Figure 3.7.
The segmentation into rectangular parts are performed in top, side, and front/back view
projections. For every projection the segmentation is performed along both the main and
the secondary axis, where the axis are estimated with rectangle fitting. In total, the object
is segmented in six different ways and all rectangles are compared with the library model’s
main parts using geometric rules for dimensions and orientations. The matching with a
face model (CAD model) is shown in Figure 3.8.

3.4 Matching of Articulated Objects with Face Models

The model matching in Paper A is based on global matching of data and model. This
approach can be developed to modular matching, where the articulated parts are matched
in controlled way. Further, to control the number of articulated parts that are valid for the
particular data set, a penalty function is proposed. This work is presented in Paper B and
[27]. First, LS fitting with point correspondence between the data set and the model is
described. After that, the case where point correspondence is not present is described. In
the latter case it is common to use the Iterative Closest Point (ICP) [8]. An extension of
ICP that includes outlier rejection is proposed.

3.4.1 LS Fitting with Point Correspondence

First, the global LS fitting problem of two 3D point scatters with point correspondences
is presented [7]. The problem is then extended to modular LS fitting where the object’s
articulation is treated, as proposed in [27] and Paper B.

Assume that there are two 3D point setsP = (p1, p2, ..., pN )t (N × 3) and
Q = (q1, q2, ..., qN )t (N × 3) that are related byQ = (PR + T) + E, whereR is a
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Figure 3.7: Result of size and orientation estimation, segmentation and node classifi-
cation. Top: side view, short side segmentation. Data are divided into five segments,
where one is identified as a barrel (marked with rhombus). Middle: side view, long
side segmentation. Data are divided into three segments, where one is identified as
a turret (marked with circles). Bottom: the rectangles show the estimated size and
orientation. Identified barrel samples are marked with ’o’ and turret samples with
’x’. Axes in meters.
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Figure 3.8: Matching results, tank (T72) data collected with three different laser
radar systems are matched with the T72 model.

rotation matrix,T is a translation vector andE = (e1, e2, ..., eN )t is noise. The (noise
free) model is represented byQ and the noisy object byP . The noiseei, i = 1, ...N ,
has zero mean, equal variance and the elements inE are independently and identically
distributed (i.i.d.). In the global LS method, the goal is to findR andT that in least
squares sense minimize

V = min
R,T

‖Q− (PR + T)‖22 (3.4a)

subject to RRt = I (3.4b)

detR = 1, (3.4c)

whereV is the Mean Square Error (MSE),‖·‖2 is the Euclidean norm, andI is the identity
matrix. Define the regressorφ and the parameter vectorθ

ϕt =
(

P 1N×1

)
θ =

(
Rt T

)t
,

where1N×1 = (1, 1, ..., 1)t. The minimization problem (3.4) can then be written

V = min
θ

∥∥Q− ϕtθ
∥∥2

2
(3.5a)

subject to RRt = I (3.5b)

detR = 1. (3.5c)

Assume that the functional parts of the object are identified, that the data set can be
divided into these parts, and that it is possible to do the same division with the model.
Further, assume that the object has a main part and on that part, another part is placed and
on that second part a new part is placed, etc. The general case with model and object data
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divided intoJ parts, can be expressed,

Q1 = P1R1 + T1 + E1

Q2 = (P2R1 + T1)R2 + T2 + E2

...

QJ = PJRJ + TJ + EJ

RJ = R1R2 · · ·RJ−2RJ−1

TJ = TJ−2RJ−1 + TJ−1,

where the elements inE = [ E1 E2 · · · EJ ]t are i.i.d. with zero mean and equal
variance. PartPj containsNj samples,N1 + N2 + · · ·+ NJ = N . Defineϕt andθ as

ϕt =


P1 0 0 0 1 0 · · · 0
0 P2 0 0 0 1 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · PJ 0 0 · · · 1

 ,

θ =
(

Rt
1 · · · Rt

J T1 · · · TJ

)t
,

where1 = (1, 1, ..., 1)T (column withNj ones), and0 = (0, 0, ..., 0)T (column with
Nj zeros). Then the modular LS fitting problem can be defined as

V = min
θ

∥∥Q− ϕtθ
∥∥2

2
(3.6a)

subject to RjRt
j = I, j = 1, ..., J (3.6b)

detRj = 1, j = 1, ..., J (3.6c)

This formulation makes it possible to control the interrelations between the different parts
of the object.

An illustration is shown in Figure 3.9. The vertices of a facet model is used as the
point set representing the model and a rotated and translated copy of the model samples
represents the object. The object samples are contaminated with Gaussian noise with zero
mean and variance of 0.01 m2 (on an object of approximately 9.65×3.52×2.49 meter).
In Figure 3.9, the results of global LS fitting (3.5) and the result of modular LS fitting
(3.6) are shown. The MSE is reduced approximately 500 times in this case. The model
samples are represented by the facet model in the figure.

3.4.2 LS Fitting of 3D Points and Face Model

In most cases, two point sets with point correspondence are not available. Instead there
is a point scatter describing the object and the model is a face model, denotedM. It is
then possible to fit the object samples with their projections on the closest facets. Due to
the projections, the fitting problem is a nonlinear problem which can be solved within the
ICP framework. DefineP as the point set describing the object andQ as the point set
describing the model, whereQ is the projection of the elements inP to the closest model
facet, i.e.,

P = Proj(Q|M) .
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Input, MSE: 0.94

Global LS, MSE: 0.020 Modular LS, MSE: 0.00044

Input, MSE: 0.94

Figure 3.9: Geometric fitting of two point scatters with point correspondence. The
two point scatters (top, left), the model point scatter represented by the face model
(top, right). Fitting using global LS (bottom, left) and modular LS (bottom, right).
The MSE of the fit is given.

If the orthogonal projection of an element inP is not on a facet, the projected sample is
set to the closest facet edge. First, the ICP algorithm proposed by Besl and McKay [8] is
presented, then follows an extension with outlier rejection and modular matching.

The original ICP algorithm was presented in [8], in Algorithm 1 it is rewritten in the
notation used in this thesis.

Algorithm 1. Iterative Closest Point

1. For iterationk, calculate the closest points ofP k
j , j = 1, ..., J on the modelM,

Qk
j =Proj

(
P k

j |M
)
, to get point correspondences.

2. Estimate rotationsRk and translationsTk.

3. Calculate the MSE of the estimation error,V k (M), see (3.6).

4. If τ > V k−1 (M) − V k (M), terminate. Otherwise, continue to iterationk + 1.
The thresholdτ is user-defined.

In applications with noisy data an outlier rejection is needed; elements inQ that have
too long distances to the corresponding samples inP will be rejected. The outlier distance
depends on the uncertainty in data and the resolution in the face model. An iterative
algorithm for fitting a 3D point set with a face model, when the number of functional
parts is fixed toJ , is proposed in Algorithm 2.
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Algorithm 2. Modular ICP with Outlier Rejection

1. Estimate the object’s orientation, including orientation of functional parts, and
place the model in similar position. This gives the initial rotationsR0

1, · · · ,R0
J

and translationsT0
1, · · · ,T0

J .

2. For iterationk, calculate the closest points ofP k
j , j = 1, ..., J on the modelM,

Qk
j =Proj

(
P k

j |M
)
, to get point correspondences.

3. Reject outlier elements inQk
j and their corresponding elements inP k

j , j = 1, ..., J .

4. Estimate rotationsRk
1 , · · · ,Rk

J , and translationsTk
1 , · · · ,Tk

J , and calculate the
MSE of the estimation error,V k (M), see (3.6).

5. If τ < V k (M) /V k−1 (M), terminate. Otherwise, continue to iterationk+1. The
thresholdτ is user-defined.

If Algorithm 2 is compared with Algorithm 1, the outlier rejection in step 3 is added
and the termination criterion is relative instead of absolute. The impact of the outlier
rejection is illustrated in Figure 3.10. The data set is simulated using the vertex points
from a model (a T72 chassis), the samples are rotated 10 degrees and translated 0.5 meter
in 3D. Gaussian noise with zero mean and standard deviation 0.05 meter is added. To
simulate outliers, Gaussian noise with zero mean and standard deviation 3 meters is added
to seven samples. Algorithm 2 is applied to 100 data sets of this type, both with an outlier
rejection distance of 1 meter and without outlier rejection. Tests have shown that an
outlier distance of5σ or larger is sufficient, whereσ is the standard deviation of the noise
in input data. Statistics of the root mean square error for the last iteration,

√
V k (M),

in each example are shown in Figure 3.10. The root mean square errors are more than
5 times higher when the outlier rejection is not applied. The final fit for the data set in
the top of Figure 3.10 is shown in the bottom image of Figure 3.10, outlier rejection was
applied.

3.5 A Scene Analysis Application

The ground object recognition approach presented in Paper A, is applied in a query-based,
multi-sensor vehicle recognition system in Paper E. The approach can also be used for
scene analysis [29].

In [29], methods for reconstruction of ground surface, vegetation, buildings, and ve-
hicles are combined to analyze a whole scene. Two examples are presented below. In
both examples, data from an airborne, scanning laser radar system are analyzed. A scan-
ning laser radar and a camera are mounted on a helicopter and they register the scene
in a down-looking mode. In the examples, the 3D data from the laser radar system are
analyzed.

First the bare earth surface is extracted using an active shape model [18, 67]. Trees
and large bushes are then detected and measured [61]. The remaining data are searched
for large man-made objects such as buildings and smaller ones like vehicles. A data
driven approach is used for the building reconstruction [70]. Small clusters of samples of
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Figure 3.10: Example of ICP with outlier rejection. Top: Initial fit. Middle: Statis-
tics of final root mean square error for 100 trials. Bottom: Final fit, outlier rejection
of 1 meter was applied. Axes in meters.
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proper height and extension are examined by the vehicle recognition module [32]. Further
analysis of the remaining, yet unclassified, samples is not included here.

In the first example, see Figure 3.11, there is a T72 tank placed near a building. In
the upper right part there is a container and in the lower right there is a tree. The small
tree is detected and the building is reconstructed. The container’s 3D dimension and
orientation are estimated, but they do not match any model in the model library. On the
tank, however, there are enough samples to detect the barrel and get a positive match with
a low-resolution CAD model of a T72. By estimation of the functional parts of the object,
a better result is achieved in the matching step. The result of the analysis of the scene is
shown in Figure 3.11C.

In the second example, see Figure 3.12, a tank (T72) is partly hidden under a tree.
There are 5-6 trees in the scene. Once the ground surface is estimated and the trees are
classified, it becomes easier to analyze the remaining contents. In this case there are fewer
samples on the tank and none on the barrel. Thus, only the 3D size and orientation can be
estimated.

3.6 Other Approaches to Vehicle Detection

This survey considers different methods for vehicle detection using laser radar data. De-
tection is defined as a process where a number of samples are identified to have the same
features as a typical ground vehicle. Some algorithms of the referred authors can also
distinguish objects from non-objects (rocks, trees, image artifacts etc.). The goal of de-
tection is to identify data sets that will be further analyzed for object classification and
recognition.

The laser radar data originate from staring systems [86], from scanning systems [2,
5, 20, 53, 82, 87, 90], or from simulations [89, 90]. In [60], the type of sensor system
is not described. The resolution of a typical object is usually 100 samples and more,
but in [82] there are typically 10-50 samples. The detection approaches usually assume
forward-looking (or arbitrary) scene perspective, but in [82] down-looking perspective is
considered and in [60] a side-view of the object is assumed. Usually the registration is
from one view of the scene only, although in [5, 86] several views are used to get samples
from most sides of the vehicles.

A laser radar is a sensor with high angular and depth resolution. This usually means
that if large scenes are analyzed, a lot of data have to be processed. In [86], cueing is
solved by analyzing 10% of the data set using spin images [45]. In the spin image method,
local surface descriptions are generated by transformation of 3D surface points to a 2D
representation, called a spin image. The spin image describes the spatial relationship of
each point to all other points. To detect the object, a stack of spin images representing
the scene are correlated with spin images of object models, stored in a database. The
technique is robust to noise and rotation differences. In [89, 90] fast methods that discard
the large part of the data set as non-objects are used. In [53, 60, 87] cueing is assumed to
be performed by another system (sensor or human), and in [2, 5, 20, 82] the problem is
not considered.

Laser sensors typically are subject to dropouts and false alarms, i.e., spurious pixels
have unnatural range values. In [20, 53, 60], the detection process can cope with these
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Figure 3.11: Analysis of a scene containing a tree, a building, a container and a
tank. A: Visual (CCD) image, B: Laser radar height data, C: Reconstruction of the
scene. The tree, the building, the container, and the tank are marked. In the close-up
image of the container the black dots are object samples and the grey dots are ground
samples. The rectangle shows the estimated dimensions (meters) of the container.
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Figure 3.12: Analysis of a scene containing trees and a partly hidden tank (encir-
cled). A: Visual (CCD) image, B: Laser radar height data, C: Reconstruction of the
scene. The contours of the tree crowns and stem positions are marked. The position
of the tank is marked with a black box.
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anomalies, while in [87, 90] this problem is taken care of in a preprocessing step. Most of
the surveyed papers can deal with several objects in the scene and occlusion, except [87]
that assumes that only one object is present in the data set and [82] where occlusion is not
a problem due to the application (traffic flow monitoring in down-looking perspective).
In some approaches matching with database models is included as a part of the detection
process [5, 82, 86]. This results in methods that only can detect objects that are present
in the database. The other methods have a filter that marks objects of similar size, or
other features, as typical objects. For these methods it is possible to detect new types of
vehicles with similar features.

Real time demands are considered in [2, 90]. One of the first steps in the detection
methods is to take advantage of the 3D information in data, by height differentiation
[20, 53, 82], range segmentation [60, 87, 89], edge detection [2, 90], or shape detection [5,
86]. Several of the methods also contain clustering [20, 53, 90] or, specifically, statistical
clustering using connected components [2, 60, 89].

For object detection in open terrain there are robust approaches. The problem with
occluded objects is harder to solve. The spin image method is a robust, promising tech-
nique but rather slow. Change detection has turned out to be faster in execution time [81],
but on the other hand two measurements of the scene at different occasions are neces-
sary. Another interesting approach is combine the 3D and intensity data in the detection
process, for example as in Paper F.

3.7 Other Approaches to Vehicle Recognition

This survey is an extension of the survey in Paper A, parts have also been presented in
Paper B. Several methods or systems for recognition of military ground vehicles based on
laser radar data have been proposed over the years [6, 19, 20, 42, 69, 80, 86, 87, 90, 92],
where [69] and [80] describe different parts of the same system. During the recent years,
recognition of of civilian cars, mainly for traffic monitoring, has also been presented
[39, 82, 91].

The reviewed approaches are applied to data of different resolution and different per-
spectives of the object. In [6, 20, 69, 82, 90, 91, 92], low resolution data are consid-
ered. A typical data set contains up to a few hundred samples, while [82] handles very
low-resolution data (approximately 1.5 points/m2). In [19, 39, 42, 86, 87], there are typ-
ically several hundreds of samples on the object. Usually, the data are collected in a
forward-looking (or arbitrary) perspective, while in [82] down-looking perspective data
are considered, and in [6, 92] side perspective of the vehicle is considered. Data are often
obtained using a scanning laser radar system, which results in irregularly sampled data.
An exception is [86], where the laser sensor works in staring mode, which gives regularly
sampled data. In [42, 69, 92], simulated data is used and in [6] the type of sensor system
is not described. Further, in [39, 42, 69, 86], data are collected from several views, which
results in data that are less self-occluding. The final result is either a determination of
object class (tank, car, truck etc.) [20, 82, 87] or, the more common, object type (tank of
type M60, T72 etc.).

In most cases, the recognition process is divided into two steps. Usually the first step
consists of fast feature extraction or silhouette calculations [19, 87, 90, 91]. The feature
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extraction can retrieve geometrical properties of the object [6, 20, 42, 60, 69], lower-
dimensional properties [82, 92], or more abstract features like spin image representation
[39, 86]. The first step is used to reduce the list of potential objects. Then, the remaining
objects are subject to 3D matching with library models, which usually are represented by
CAD models or extracted from registrations of real objects. In [6, 19, 42, 69, 86, 90, 92],
the model and object are compared using shape fitting and/or silhouette fitting. In [39, 82,
87], the similarity between model and object is analyzed using rule-based reasoning based
on extracted features. In [19, 39, 69, 82], learning approaches are used for the recognition
task. In [20], the sample distribution over the object’s surface is compared with similar
sample distributions generated for models, the orientation of the object relative to the
sensor is used. The comparison is accomplished by aX 2 test.

The methods [6, 19, 42, 69, 86, 87, 90] can handle partly occluded objects. The
problem with articulated vehicle subparts, for example a rotated barrel on a tank, is han-
dled in a general way in [6, 69, 86, 90] by orientation and dimensions estimations. In
[42, 90, 92] one model for each articulated pose is used, resulting in that matching needs
to be performed even when the correct type is recognized. The approach in [92] is further
evaluated on simulated data in [40]. In [19, 20, 82, 87, 91] the problem with articulated
objects is not considered. One reason is that object articulation is not critical when civilian
vehicles are considered.

One challenge in object recognition is to use and analyze the object details that are
present in laser radar data. Another challenge is the recognition of objects that are partly
hidden, i.e., to put the geometrically scattered pieces together into an object. So far, object
recognition has been performed on static objects, as only scanning laser radars have been
available. Vasile et al. [86] report work on stationary objects where data are collected
with a staring system. The staring systems, that collect data in nanoseconds, makes it
possible to use 3D laser radars in tracking applications. With the tools reported above, it
will be possible to track moving objects and their articulations over time.

3.8 Detection and Recognition of Other Objects

Laser range finders and line scanning laser radars have been used for other purposes than
vehicle and mine detection, for example in robot vision and in collision avoidance [41].
In this section, work where 3D and intensity data from laser radars have been used for
detection, classification, recognition, or reconstruction of other objects than vehicles and
land mines are presented.

Low-resolution 3D laser radar data have been used for mapping of sea bottoms [75,
84], and detection of small objects on the sea bottom [85]. In this case the laser system re-
turned the full waveform of each pulse and the detection was performed using parametric
fitting of the waveform.

3D and waveform data can be used for generation of detailed maps of the terrain
and urban areas in a fast manner, compared to traditional photogrammetry. See [47, 67]
for comparison of ground estimation and building reconstruction methods, respectively.
These terrain and urban maps can be used for training and surveillance [71], radio net-
work planning [57], or damage detection and analysis [88]. In [66], outdoor and indoor
mapping are combined for modeling and verification of nuclear plant design. In forestry



3.8 Detection and Recognition of Other Objects 37

applications it is important to estimate the wood contents [61]. Gaussian filtering and
fitting of a second-order parabolic surface were used to detect the individual trees and
estimate their crown diameters and stem positions.

Another area for outdoor and indoor mapping is robot vision. Single point and line
scanning laser radars have been used to support passive imaging. In [14, 23], both range
images and intensity images are analyzed in parallel and fused afterward. The range
images are analyzed using surface fitting and the intensity images’ local statistical distri-
bution are analyzed [14]. In [23], objects are detected in both range and intensity images
using a cascade of simple classifiers.

Passive imaging is common in face recognition. Problems reported with passive imag-
ing is the sensitivity to registration errors, variation in pose and the illumination effects.
In the recent years, face recognition using 3D imaging has been reported with promising
results, see [50] for a survey. Lu et al. [56] propose a system that recognizes faces with
arbitrary pose. Several 2.5D images are combined to retrieve a 3D image of the face.
The recognition process is based on surface matching using ICP for the 3D data and the
intensity images are analyzed using projection techniques (linear discriminant subspace
analysis). In [17], faces are detected using curvature matching of salient facial features.
For recognition, 3D and 2D images of the face are combined and a classifier based on
principle component analysis separates face and non-faces. In [72], 3D models of faces
are constructed using laser radar data. To recognize a person, a range image, of the same
pose as the input range image, is generated from the 3D model. The range images are
matched using correlation.

In industry applications 3D imaging has been used for precise inspection where it is
hard for humans to detect failures, and for repetitive, heavy or dangerous tasks which
are unsuitable for humans. In [63], 3D imaging is used for detection and measurement
of flank wear in a cutting tool machine, and in [65] laser radar data are used for failure
detection in piston production. In these cases, the level of detail is thousands times smaller
than in the other reported applications,µm-precision is necessary. To detect if there is
flank wear present on the tool, a 3D image of the tool is produced and the cross-sections
are analyzed using peak detection. In [65], the authors claim that it is not necessary to
reconstruct the 3D shape. The failures in the pistons are detected using least squares
fitting of key reference points.

In another group of applications, a laser radar is placed on a robot to retrieve robot
vision or support the operator in planning the robot’s operation. 3D and intensity data
have been used for fruit harvesting [44]. The fruit that is collected by the robot is apples
and the signal processing detects primitives typical for spherical objects (convex surfaces,
contours, etc.) in range and intensity data. The primitives are used to be able to cope with
the non-structural background and partly occluded objects. The detected primitives are
analyzed in parallel and finally the fruit is recognized using sphere fitting. Partly occluded
objects are also a problem in a box depalletizing application [48]. The boxes are detected
by their edges and a vertex describing the visual edges of the box. Once stable features
are detected, the box candidates are compared to box templates using geometric fitting.
In the last application, a laser radar scanner is used to build a 3D model of the robot’s
working environment [36]. The working tasks are in environment restoration and waste
management and the scene’s geometry is highly unstructured or uncertain. In this case
spin images and ICP are used to build a reliable 3D model of the working scene.
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The trend is that 3D laser radar systems become less expensive, faster and smaller in
size, which will encourage usage in various fields. When staring laser radars become more
widely available, the measurement technique will find its way into new applications. In
face recognition, the scene in measurement situation can be controlled, but the human may
move during the data capture. With faster sensor systems, this will be less of a problem. In
robot vision for outdoor scenes, ware-house applications, and fruit harvesting, the scene is
less controlled. There are similarities with recognition of vehicles and land mines placed
in urban or natural environments and also, similar signal processing approaches are used.



4
Performance Analysis

When developing signal and image processing methods it is important to have knowledge
of the uncertainty sources in the measurement system. The uncertainty sources are typi-
cally described in error and noise models. Further uncertainties in data can be introduced
during resampling. Once the accuracy in measurement data is modeled, the next ques-
tion is the performance of the overall recognition system, i.e., the accuracy of both the
measurement system and the recognition algorithm that process data.

Performance of laser radar systems is discussed in Papers C- D. Parts of the contents
in this chapter have earlier been presented in [29]. In this chapter, first a survey of methods
for performance analysis of laser radar systems is presented. In Section 4.2, the Cramér-
Rao lower bounds for the cases when data are subject to white Gaussian noise, and the
case for general Gaussian noise are presented. The models for laser radar systems used in
this thesis are presented in Section 4.3. In the last section, Section 4.4, the Cramér-Rao
lower bound expressions for range and intensity data are presented.

4.1 Performance analysis of laser radar systems

Modeling of a complete recognition system is rather difficult, as there are several nonlin-
earities and different statistical distributions involved. The most straightforward way is to
collect thousands of data sets in a field campaign and then run the algorithms on the data
sets. A protocol for evaluation of 3D imaging laser radar systems in field tests is proposed
in [59]. Often complete field tests are too expensive, leading to the more common way
of combining field tests with simulations. Algorithms can be analyzed by benchmarking
using common data sets. This is common in the 2D imaging community, for 3D imaging
open databases are not yet common. To simulate the object recognition process, a model
of the measurement system and a method to analyze the performance of the algorithm are
needed. Usually, an expression of the best possible system performance is wanted.
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In [3], typical measurement uncertainty sources of laser radar systems for industrial
applications are described. The main sources are the electronic components in the trans-
mitter and receiver systems, the laser range finder (in a time-of-flight measuring systems),
and speckles induced at the object’s surface. These sources of uncertainties are, in our
perspective, more applicable when designing a sensor than when using a sensor system
outdoors.

For outdoor applications the sources of measurement uncertainties described in [24,
34, 77] are more applicable. The authors model general direct-detection laser radar sys-
tems, applicable for both scanning and staring approaches. In this case the transmitter is
assumed to be ideal and the main sources of uncertainties are the atmosphere, the object,
and the receiver system. In the atmosphere, the diffraction, turbulence, scintillations, and
attenuation due to aerosols are the main sources. At the object, the object’s geometry,
speckles, and specular and diffuse reflectance affect the laser beam. At the receiver the
main sources of uncertainty are backscatter from the transmitter equipment and aerosols,
solar background radiation, and, finally, the optical and electronic components in the
receiver. A model of a general coherent laser radar for outdoor usage is proposed in
[25, 26]. Gerwe et al. [24] model the properties of the laser radar intensity image, while
in [25, 26, 34, 77] the properties in the range image are modeled. All models are based on
sensor physics and statistical properties of sensors, object interaction, background, and
atmosphere.

Once the measurement system is properly modeled, the performance of the overall
system must be analyzed. Many authors assume or show that their estimation algorithm
is optimal [24, 28, 51, 73], for example in [24, 73] optimal Bayesian-based recognition
methods are proposed. Evaluation of a non-optimal algorithm is presented in [25, 26].
There are various theoretical bounds reported. Among them the Cramér-Rao Lower
Bound (CRLB) is common [24, 26, 28, 34]. The CRLB is described in Section 4.2. In
[51, 73], the Hilbert-Schmidt bound is used. The Hilbert-Schmidt bound gives the lower
bound on the estimation error associated with any estimator that can handle rotations and
translations, it is a generalization of the CRLB. By using statistical detection theory the
performance can be evaluated using Neuman-Pearson’s criterion [25] or the complete data
bound [26].

4.2 The Cramér-Rao lower bound

It is always desirable to understand how a particular estimation scheme performs under a
certain model. If a distribution of the perturbations is defined, a lower bound on the error
covariance of the estimated parameters can be calculated using the Cramér-Rao lower
bound [49, 55]. The CRLB states the lower limit of any minimum variance and unbiased
estimator in terms of its mean square error. The lower limit can be reached if the estimator
is minimum variance and unbiased [49]. For a parameter vectorθ = (θ1, θ2, ..., θK)t, the
CRLB is written

E
(
θ0 − θ̂

)(
θ0 − θ̂

)t

≥ J−1 (θ) ,

whereE(·) is the expectation operator,θ0 is the true value,̂θ its estimate, andJ is the
Fisher Information Matrix (FIM). The FIM is representing the information obtained in
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θ0 θ

Figure 4.1: Model of a general laser radar system. The ellipse to the left symbolizes
the atmospheric affects and the object’s surface structure and shape, which affects
the laser beam. The middle box describes the measurement system and the right box
the algorithm used for data analysis.

data. The CRLB can be calculated analytically or numerically in Monte Carlo simula-
tions.

For a measurement vectorx = (x1, x2, ..., xN )t, the probability density function
for obtainingx given the parametersθ is denotedp(x | θ). For an unbiased estimator,
E(θ̂) = θ, the FIM is aK ×K matrix with [49]

J (θ)ij = −E
∂2 ln p (x | θ)

∂θi∂θj
. (4.1)

For the case whenx is Gaussian distributed but contains bias, i.e.,

x ∈ N (µ (θ) ,Σ (θ)) , (4.2)

the elements in the FIM are given by

J (θ)ij =
(

∂µ (θ)
∂θi

)t

Σ−1 (θ)
(

∂µ (θ)
∂θj

)
+

1
2

tr

(
Σ−1 (θ)

(
∂Σ (θ)

∂θi

)
Σ−1 (θ)

(
∂Σ (θ)
∂θj

))
, (4.3)

where
∂µ (θ)
∂θi

=
(

∂ [µ (θ)]1
∂θi

,
∂ [µ (θ)]2

∂θi
, . . . ,

∂ [µ (θ)]N
∂θi

)
, (4.4)

and

∂Σ (θ)
∂θi

=


∂[Σ(θ)]11

∂θi

∂[Σ(θ)]12
∂θi

· · · ∂[Σ(θ)]1N

∂θi
∂[Σ(θ)]21

∂θi

∂[Σ(θ)]22
∂θi

· · · ∂[Σ(θ)]11
∂θi

...
...

...
...

∂[Σ(θ)]N1
∂θi

∂[Σ(θ)]N2
∂θi

· · · ∂[Σ(θ)]NN

∂θi

 . (4.5)

4.3 Models of Laser Radar Systems

In Figure 4.1, a typical system for object recognition is illustrated. The (unknown) ob-
ject’s features, e.g., length, and orientation, are described byθ. The measurement system,
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Figure 4.2: Left: An airborne laser radar scanner, the scan pattern is shown. Right:
Validation of the models. V ar

(
n0

1 − n̂1

)
as a function of the number of samples N

is shown. Solid: CRLB, dashed: MSE from a simulation of the measurement error
model, dotted: MSE from a simulation of the measurement system.

here a laser radar, registers some phenomena at the object in the variables
ϕi = (x, y, z, I)i, wherei = 1, ..., N are the samples. The analysis method processes the
variables and estimates the features inθ̂.

In Paper D, a model of a down-looking, helicopter-carried, scanning laser radar sys-
tem is analyzed. The laser radar system is connected to a Global Positioning System
(GPS) and the laser samples are fused with the GPS coordinates. Each sample contains
(x, y, z, I), where(x, y) is the position,z is the altitude, andI is the intensity in the re-
turned pulse. This means that the data set corresponds to a 3D mapping of the terrain.
Define the regression vector

ϕ = (x, y, z, I) .

This regression vectorϕ can also be expressed as function of the measurement system

ϕ = f (R,αscan, αpitch) ,

whereR is the slant range distance measured by the laser range finder in a certain scan
angle,αscan, and pitch angle,αpitch. Implicitly, ϕ is also a function of the object’s shape,
atmosphere, receiver, detector properties, etc. This model is in Paper D compared with a
measurement error model for line estimation. The relation between the number of samples
N and the estimation performance of the line orientationn1, is shown in Figure 4.2. The
measurement error model is minimum variance and therefore close to the CRLB limit.
The data from the simulated laser radar system is also close to the CRLB.

In Paper C, the left and middle boxes in Figure 4.1 are described in detail, see Fig-
ure 4.3. This model is used to analyze the uncertainties in range estimation. The laser
signal transmitted from the laser,Ss (x, y, t), is after interaction with the object, the at-
mosphere, and the receiver returned asSr (x, y, t). The factors included in this model are
the object’s shape and surface structure, object-induced speckles (Fspeckle), turbulence-
induced scintillations and beam pointing error (Fscint) due to the atmosphere, laser and
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Figure 4.3: Model of a general, direct-detection laser radar system.

receiver properties (F (t)), the transformation from photons to electrical current in the re-
ceiver (Fph), and the noise sources in the detector (nNEP). The estimated object range is
considered a function ofSr (x, y, t), i.e.,

R̂ (x, y) = f1 (Sr (x, y, t)) . (4.6)

The range data is also used for shape fitting, where the parameter vectorθ describes the
estimated shape:

θ̂ = f2

(
R̂ (x, y)

)
. (4.7)

In Paper C, the range errors generated in different types of receivers are analyzed.
Receivers using peak detection, constant fraction detection, or matched filter are studied.
Measurements on a plane, a cone, a sphere, and a parabola are simulated using the model
in Figure 4.3. As an example, the estimated range errors for a plane are shown in Fig-
ure 4.4. When the slope angle of the plane,φx, increases, the laser beam is broadened
and the range error increases. The properties of the range error vary with the detection
method, with the lowest range error obtained for the matched filter. It is concluded in
Paper C that the estimation of range can be modeled as

R̂ = R0 + ∆R, (4.8a)

∆R ∈ N
(
b (θ) , σ2

R (θ)
)
, (4.8b)

whereR0 is the true but unknown range, the biasb and varianceσ2
R vary with the object’s

shape,θ, and signal-to-noise ratio. If an optimal signal detector, like the matched filter, is
used in the receiver the bias is close to zero.

4.4 CRLB expressions for laser radar data

Let us study the model of a direct-detection laser radar in the CRLB framework a bit
closer. Using the notation of Section 4.3, the intensity estimateÎ is calculated from the
received pulseSr. If the sensor elements in the detector are assumed to be statistically
independent, the intensity values in sensor element(x, y) can be modeled as [24]

Î (x, y) = Po(Sr (x, y, t)) + nI , (4.9a)

nI ∈ N
(
0, σ2

I

)
, (4.9b)
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Figure 4.4: Left: Geometry for the plane surface. Right: The mean, |E (∆R)|, and
standard deviation, std(∆R), of the range error, ∆R, as a function of slant angle,
φx. Solid: peak detection, dashed: constant fraction, dash-dotted: matched filter.

where Po(x) is a Poisson distributed random variable with meanx, andnI is a zero-
mean Gaussian random variable with standard deviationσI . This model is also used for
passive imaging, like visual and IR cameras [68]. The uncertainty in intensity value is
∆I = Î− I0, whereI0 is the true value. The uncertainty in intensity value in pixel(x, y)
can be modeled [24]

∆I (x, y) = Po
(
Sr (x, y, t) + σ2

I

)
− σ2

I ,

and the elements in the FIM is given in [24]

J (θ)ij =
∂Sr(x,y,t|θ)

∂θi

∂Sr(x,y,t|θ)
∂θj

Sr (x, y, t | θ) + σ2
I

, (4.10)

where the denominator is the noise variance in pixel(x, y). The uncertainty in range
estimation in pixel(x, y) is modeled

∆R (x, y) ∈ N
(
b (x, y | θ) , σ2

R (x, y | θ)
)
, (4.11)

and the CRLB expression (4.3) apply.
These expressions give the complete statistical distribution for laser radar data. The

model of the range data give us the opportunity to analyze the performance within the
same framework as passive imaging systems. The expressions of the CRLB are usually
too complicated to compute analytically and instead simulations can be used, see for
example Papers C- D. In Paper D, the range uncertainty was not known and the range data
was achieved using ray tracing calculations on subpixel level for the entire scene. With
this model, the estimated range can be received from (4.3) and applied to simple scenes
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without ray tracing calculations. The proposed statistical model of the range error seems
easy, as it is Gaussian distributed, but the expression of the range uncertainty becomes
complicated if the object or the scene consists of more complex shapes than a plane or
a sphere. A simplification can be to divide the scene into a few surface primitives, and
calculate the bias and variance for these surfaces. This must, however, be subject to
further studies.
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5
Summary

The focus in this thesis is object detection and recognition using laser radar data. A laser
radar captures high-resolution data where details of the objects are resolved. A method
where the parts of the objects are identified is proposed. To analyze the performance,
modeling of laser radar system was performed. Performance issues are discussed in terms
of the Cramér-Rao lower bound.

5.1 Ground object detection and recognition

In Paper F, a Bayesian approach to object/background segmentation and object clustering
is proposed. Both range and intensity data were used simultaneously. The method could
segment and cluster data in an example, while unsatisfactory results were received if only
range or intensity data was used. The results are promising, but the method must be
studied further.

The core in the object recognition method is rectangle matching. Nine approaches to
object dimension and orientation estimation, based on rectangle estimation, are presented
in Paper F. The estimator’s parameter estimation accuracy and execution time are com-
pared in Monte Carlo simulations. The minimization of the rectangle’s area, that is used
in the object recognition method, showed to have good over-all performance.

A ground object detection method based on 3D laser radar data is presented in Pa-
per A. The method handles general, irregularly sampled 3D data. It is based on the fact
that man-made objects of complex shape can be decomposed to a set of rectangles. The
method consists of four steps; 3D size and orientation estimation, object segmentation
into parts of approximately rectangular shape, identification of segments that represent
the object’s functional/main parts, and object matching with CAD models. The method
is tested on vehicle data, collected with four fundamentally different laser radar systems.
The matching of all objects with all models resulted in some confusion within the object
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class. There was no confusion between the three object classes. The method is tested on
data from field experiments, although the number of examples is rather low (33 vehicles
in total), we believe that it is promising.

In Paper B, the interaction between the object recognition method and the model li-
brary is further analyzed. An approach to 3D content-based model matching that utilizes
efficient geometric feature extraction is proposed. The matching method takes articula-
tions into account. The geometric features are matched with the model descriptors, to gain
fast and early rejection of non-relevant models. A sequential matching is used, where the
number of functional parts increases in each iteration. The division into parts increases
the possibility for correct matching results when several similar models are available. An
iterative, modular, least squares method for matching of point scatter and face models
that include outlier rejection is proposed. The method falls within the iterative closest
point framework. The paper also presents a penalty function that is used for selection of
the number of functional parts. The approach is exemplified with a vehicle recognition
application, where some vehicles have functional parts.

5.2 Performance analysis

In Paper C, a model of a general direct-detecting laser radar system applicable for hard-
target measurements is presented. The laser radar cross sections, i.e., the impulse re-
sponse of the laser beam’s object interaction, are derived for some simple geometric
shapes (plane, cone, sphere, and parabola). The cross section models are used, in sim-
ulations, to find the statistical distribution of uncertainties in time-of-flight estimations.
Three time-of-flight estimation algorithms are analyzed; peak detection, constant fraction
detection, and matched filter. The detection performance for various shape conditions and
signal-to-noise ratios is analyzed. The Cramér-Rao lower bound is derived and the detec-
tor’s performances are compared with that bound. The laser radar system is described in
a channel model context, which clarifies the system’s properties from a signal processing
view. The detector with best performance is the matched filter, the time-of-flight estimate
have lower variance and a bias that is close to zero. It is shown that the range error can be
modeled as Gaussian distributed, with bias and variance that are functions of object shape
and signal-to-noise ratio.

In Paper D, a tool for synthetic generation of scanning laser radar data is described
and its performance is evaluated. By analyzing the synthetic data, performance of detec-
tion and recognition algorithms can be performed. In the measurement system model it
is possible to change and add several design parameters, which makes it possible to test
an estimation scheme under different types of system design. The measurement system
model includes laser characteristics, object geometry, reflection, speckles, atmospheric at-
tenuation, turbulence, and a direct-detection receiver. A parametric method that estimates
an object’s size and orientation is described. There are measurement errors present and
thus, the parameter estimation is based on a measurement error model. The Cramér-Rao
lower bound for line estimation under the presence of measurement errors is derived. It
is shown in simulations that both the laser radar model and the measurement error model
are close to the Cramér-Rao lower bound.
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5.3 Applications

A query-based system for ground object recognition based on multi-sensor data is pre-
sented in Paper E. The system covers the complete process for automatic ground object
recognition, from sensor data to the user interface, i.e., from low-level image processing
to high-level situation analysis. The system is based on a query language and a query
processor, and includes object detection, object recognition, data fusion, presentation and
situation analysis. The object recognition is executed in sensor nodes, each containing a
sensor and the corresponding signal/image processing algorithms. Promising results us-
ing infrared and laser radar data are reported, demonstrating the capabilities of the object
recognition algorithms, the advantage of the two-level data fusion, and the query-based
system. The division of the object recognition into two steps improve performance, and
decrease computational complexity. The system’s modular architecture and the computa-
tional model simplify insertion of new algorithms and/or sensor types.
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Notation

Symbols and Operators

I Identity matrix
R Rotation matrix
T Translation vector
1 Column vector with ones, i.e.,1 = (1, 1, ..., 1)t

0 Column vector with zeros, i.e.,0 = (0, 0, ..., 0)t

n Normal vector
R Range between sensor and object
θ Parameter vector
θ0 True (usually unknown) parameter vector
θ̂ Estimated parameter vector
N Length of the observed data set
J Fisher information
N (µ, Σ) Normal (Gaussian) distribution with mean valueµ and covariance matrixΣ
U(a, b) Uniform distribution over the interval[a, b]
Po(x) Poisson distribution with mean valuex
detA Determinant of matrixA
tr A Trace of matrixA
At Transpose of matrixA
A−1 Inverse of matrixA
Ai,j Element in column i, row j of matrixA
min f(x) Minimize
maxf(x) Maximize
Proj(x | y) Projection ofx ontoy
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p(x | y) The probability density function for obtainingx giveny
E(·) Expectation operator
O(·) Ordo operator
log2 The logarithm function with base 2
‖·‖2 Euclidean norm

Abbreviations and Acronyms

2D Two dimensional
3D Three dimensional
i.i.d. independently and identically distributed
ladar laser detection and ranging or laser radar
lidar light detection and ranging
radar radio detection and ranging
ATR Automatic Target Recognition
CAD Computer-Aided Design
CRLB Cramér-Rao Lower bound
EM Expectation Maximization
FIM Fisher Information Matrix
FOI Swedish Defence Research Agency
FPA Focal Plane Array
GPS Global Positioning System
GV Gated Viewing
ICP Iterative Closest Point
IR Infrared
LS Least Squares
MSE Mean Square Error
PDF probability density function
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