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ABSTRACT

Modern equation-based object-oriented modeling languages which have emerged
during the past decades make it easier to build models of large and complex
systems. The increasing size and complexity of modeled systems requires high
performance execution of the simulation code derived from such models. More
efficient compilation and code optimization techniques can help to some ex-
tent. However, a number of heavy-duty simulation applications require the use
of high performance parallel computers in order to obtain acceptable execution
times. Unfortunately, the possible additional performance offered by parallel
computer architectures requires the simulation program to be expressed in a
way that makes the potential parallelism accessible to the parallel computer.
Manual parallelization of computer programs is generally a tedious and error
prone process. Therefore, it would be very attractive to achieve automatic
parallelization of simulation programs.

This thesis presents solutions to the research problem of finding practi-
cally usable methods for automatic parallelization of simulation codes pro-
duced from models in typical equation-based object-oriented languages. The
methods have been implemented in a tool to automatically translate models
in the Modelica modeling language to parallel codes which can be efficiently
executed on parallel computers. The tool has been evaluated on several appli-
cation models. The research problem includes the problem of how to extract
a sufficient amount of parallelism from equations represented in the form of a
data dependency graph (task graph), requiring analysis of the code at a level
as detailed as individual expressions. Moreover, efficient clustering algorithms
for building clusters of tasks from the task graph are also required. One of
the major contributions of this thesis work is a new approach for merging
fine-grained tasks by using a graph rewrite system. Results from using this
method show that it is efficient in merging task graphs, thereby decreasing
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their size, while still retaining a reasonable amount of parallelism. Moreover,
the new task-merging approach is generally applicable to programs which can
be represented as static (or almost static) task graphs, not only to code from
equation-based models.

An early prototype called DSBPart was developed to perform paralleliza-
tion of codes produced by the Dymola tool. The final research prototype is
the ModPar tool which is part of the OpenModelica framework. Results from
using the DSBPart and ModPar tools show that the amount of parallelism of
complex models varies substantially between different application models, and
in some cases can produce reasonable speedups. Also, different optimization
techniques used on the system of equations from a model affect the amount of
parallelism of the model and thus influence how much is gained by paralleliza-
tion.
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Chapter 1

Introduction

In this chapter we introduce the thesis problem and its research areas. We
present thesis work contributions and give an introductory background.

With modern equation-based object-oriented modeling languages it is be-
coming easier to build large and complex models. With this increasing com-
plexity it is crucial to use all possible ways of speeding up simulation execution
time. In this thesis, we solve the problem of automatic parallelization of these
simulation codes. This research problem contains several issues such as clus-
tering, scheduling and identification of parallelism in the code produced from
the object-oriented equation-based modeling language Modelica.

Most contributions in this thesis work are in the area of clustering and
scheduling for multiprocessors and one of the major contributions is a new
method of clustering or merging tasks to create a task (data dependence)
graph, based on simple rules that define a graph rewrite system.

Throughout this work, several contributions in the form of prototype im-
plementations have been made. The earliest prototype parallelized simulation
code from a commercial tool, Dymola, later replaced by a prototype for the
OpenModelica compiler. Additionally, a prototype for clustering and schedul-
ing algorithms was developed in Mathematica.

1.1 Outline

This thesis is outlined as follows.
Chapter two presents automatic parallelization starting with task graphs,

i.e. a fine-grained graph representation of computer programs used for the anal-
ysis. It also presents parallel programming models, scheduling and clustering,
and task merging algorithms to parallelize programs.
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Chapter three presents modeling and simulation using mathematical equa-
tions. This chapter presents the Modelica modeling language, for which the
prototype tools are developed.

Chapter four presents a prototyping framework called DAGS, which is a
software package for writing algorithms related to task graphs, such as schedul-
ing and clustering algorithms.

Chapter five presents the first prototype parallelization tool built which
translated C-code from the commercial Modelica tool Dymola to parallel C-
code. It also presents some discussion and conclusions on why the second
prototype was built.

Chapter six presents the prototype parallelization tool called ModPar,
which is an integrated part of the OpenModelica compiler.

Chapter seven presents a recently developed task merging technique, one
of the major contributions of the thesis work.

Chapter eight presents several application examples using the Modelica
modeling language on which the automatic parallelization tool has been tested.

Chapter nine presents the thesis work results.
Chapter ten presents related work in different areas, e.g. parallel simulation,

automatic parallelization, task clustering and merging, etc.
Chapter eleven presents the future directions of research in different areas.
Finally, chapter twelve presents the conclusions drawn from the hypothesis

and the results.

1.2 The Need for Modeling and Simulation

Modeling and simulation tools are becoming a powerful aid in the industrial
product development process. By building a computer-based model of the
product using advanced tools and languages, and simulating its behavior prior
to producing a physical prototype, errors in the design or in production can
be detected at an early stage in the development process, leading to shorter
development time, since the earlier an error is detected, the cheaper it is to
correct.

Modeling and simulation is also a powerful way of increasing the knowledge
and understanding of complex physical systems, often involving hundreds of
components, ranging from mechanical parts, electrical circuits, hydraulic flu-
ids, chemical reactions, etc. By building and simulating mathematical models
of such a large and complex system, the system can be better understood, its
design flaws detected and corrected and the system can be optimized according
to different criterias.

Until quite recently in the history of modeling and simulation technol-
ogy, mathematical models were built completely by hand. The equations and
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formulas describing the physical behavior of a system described by a model
were written by hand and manually transformed and simplified so that an
executable implementation of the model could be written in an ordinary pro-
gramming language such as Fortran or C. Since most of this work was done
manually, it was expensive to maintain and change mathematical models in
order to adapt them to new requirements. In fact, this process of manual
model development is still in use today, but is gradually being replaced by the
use of more automatic tools.

In this manual approach in use today, the knowledge of the models is typ-
ically divided between different persons possibly at different places. Some
people are responsible for the physical behavior of the model with knowledge
about the equations and variables of the model, others have the technology and
knowledge on how the model equations are implemented in the programming
language used for the simulation of the model. This scattering of knowledge
and technology renders maintenance expensive and reuse of models very diffi-
cult.

In addition to manual implementation in a programming language there
are also graphical composition tools based on manually implemented model
components, such as Simulink [44]. These tools have the underlying causality
of the model components fixed, for instance always calculating the torque
and angular velocity of an electrical motor given its source voltage as input.
These limitations make the model components less reusable since changing the
causality, i.e., what is input and what is output, forces users to totally rewrite
(or redraw) their models.

To remedy these problems, object oriented equation-based modeling lan-
guages such as Modelica [48] have been developed. By using an object oriented
modeling language it is possible to describe the physical behavior of individual
objects e.g. by using Modelica classes, corresponding to models of real physical
objects. Modelica classes can then be instantiated as objects inside so called
composite objects and connected together to form larger models. By modeling
each physical object as an entity (or object) combined with the possibility of
reusing objects through inheritance, a true object oriented modeling approach
is obtained.

Moreover, if the modeling language is equation-based, the reuse opportu-
nities increase even further. By describing the physical behavior of an object
with equations, the causality (i.e., the direction of the ”data flow”) through
the object is left unspecified. This makes it possible to use the component
both in input and in output contexts. For instance, an electrical motor can
both be used as a traditional motor giving rotational energy from an electrical
current or as a generator transforming rotational energy into electrical energy.
The causality can be left to the tool to find out, based on the computation
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needs of the user.

1.2.1 Building Models of Systems

A system can be many things. Websters dictionary defines a system as ”a reg-
ularly interacting or interdependent group of items forming a unified whole”.
In computer science, a system can also be defined in several different ways.
However, in the context of this thesis, a system can be seen as an entity taking
some input, having an internal state, and producing some output. Tradition-
ally, in for instance control theory, a system is depicted as in Figure 1.1.

H(t)
u(t) y(t)

Figure 1.1. A control theory point of view of a system as a function H(t)
reacting on an input u(t) and producing an output y(t).

The modeling process starts by choosing a formalism and granularity or
level-of-detail for the model. This means that the level of detail in the model
must be chosen by the modeler. For instance should a model of a tank sys-
tem be made using discrete-time variables, using for instance queuing theory
for describing handling of discrete packets of material of fluid, or by using
continuous-time variables, using differential equations. The modeler also needs
to choose the correct approximation of the model. For instance, should an elec-
trical resistor be modeled using a temperature dependent resistance or should
it be made temperature independent, etc. These choices are different for each
usage of the model, and should preferably be changed for each individual case
in an easy manner.

All these design choices determine the complexity and accuracy of the
model compared to the real world. These choices also indirectly influence the
execution time of the simulations, a more detailed model will usually take
longer time to simulate.

As an example, let us consider a resistor which for many applications can
be modeled using Ohms law:

u = R i (1.1)

where u is the voltage drop over the resistor and i is the current through the
resistor, proportional to the voltage by the resistance, R.
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However, in some cases a more advanced and accurate model might be
needed, for instance taking a possible temperature dependence of the resistance
into consideration [33]:

u = R0(1 + α(T − 20))i (1.2)

where T is the temperature and α is the temperature coefficient.
Equation 1.2 involves both more variables and a more expensive computa-

tion compared to Equation 1.1. For this simple case the two models are not
dramatically different, but in other more complicated cases a more accurate
model could mean replacing a linear equation with a non-linear, resulting in a
substantial increase in computational cost for simulating the model.

1.2.2 Simulation of Models

Once the system has been modeled, it can be simulated to produce time varying
variable values in the model and typically produce a visualization of the values
as plots. These plots are then used to draw conclusions about the system, e.g.
extrapolations of the model or to verify it against measured data.

For instance, if we consider the equation for a mass connected to a spring
and a damper, as depicted in Figure 1.2, it has the following form:

mẍ + kẋ + cx = 0 (1.3)

where x is the position of the body, m is its mass and c and k are the spring
and damping constants, respectively.

c

m

x

k

Figure 1.2. A body mass connected to a fixed frame with a spring and a
damper.

A simulation of this small system together with a starting condition of
x(0) = 1 will result in a time varying dataset plotted in Figure 1.3. The
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system has been simulated for 20 seconds, and shows a damped oscillation of
the position of the body.

From this plot we can e.g. draw the conclusion that the chosen damping
coefficient is sufficiently large to reduce the oscillation to 10 percent within
approximately 20 seconds.

5 10 15 20
t

-0.75

-0.5

-0.25

0.25

0.5

0.75

1

x@tD

Figure 1.3. The plot of the position of the body resulted from the simulation.

1.3 Introduction to Parallel Computing

Parallel computing is concerned with execution of computer programs in par-
allel on computers with multiple processing units. The goal is to execute the
program faster compared to executing the same program on a single computer
or processing unit. For this to be achieved, several issues must be considered.

• Efficient parallel architectures are essential to build efficient parallel com-
puters with high speed communication between different processors or
functional units. These are often realized by a combination of hardware
and software.

• Parallel programming languages and application packages are needed to
be able to construct computer programs for these parallel machines.

• Automated tools that construct parallel programs from different kinds
of applications help users in the parallel programming task, rendering
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it easier to focus on their main problem instead of performing manual
parallelization.

The following sections give short introductions to these three areas.

1.3.1 Parallel Architectures

Parallel computing involves execution of computer programs on computers
with a parallel architecture. Parallel architectures range from a processor
with several functional units that can be executed independently in parallel
up to a multiprocessor computer with thousands of processors communicating
through an interconnection network.

Typically a parallel computer is a multiprocessor computer with some way
of communication between different processors. There are basically two kinds
of parallel computer architectures. A parallel computer can consist of N pro-
cessors communicating through a shared memory, a so called shared memory
architecture as depicted in Figure 1.4. In the figure each processor has a cache
to speed up memory accesses to the shared memory bank. An example of
such architecture is the SGI Origin 3800 computer at NSC (National Super
Computer Center) [53] which has 128 processors that communicate through a
128 GB shared memory, connected to a shared bus.

...
P0 P1 P2 PN

cache cache cache cache

Shared Memory

Figure 1.4. A shared memory architecture.

The second major kind of parallel architecture is a distributed memory ar-
chitecture. They have a distributed memory, typically divided into one local
memory for each processor, and communicates through a communication net-
work. Linux cluster computers fall into this category, like for instance the
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Monolith cluster at NSC [50], having 200 PC computers connected through a
high speed SCI interconnection network [73]. The Monolith cluster computer is
actually a combination of distributed and a shared memory architecture since
each computer node contains two processors, sharing the common memory of
the computer node. Figure 1.5 shows a distributed memory architecture.

Communication Network

P0 P1 P2 PN

mem mem mem mem

...

Figure 1.5. A distributed memory architecture.

Writing computer programs for these two architectures can be done using
two different programming models, as we shall see in the next section.

1.3.2 Parallel Programming Languages and Tools

Writing computer programs for parallel machines is very complex. The pro-
grammer needs to consider issues like dividing the computational work into
parallel tasks and their dependencies, distribution of the data to the proces-
sors, communication between tasks on different processors, etc. For a shared
memory architecture the explicit sending of data need not be programmed but
there are other problems instead. For instance, what happens if several pro-
cessors are writing to the same memory location? Some of these programming
tasks are greatly simplified by appropriate support in programming languages
and tools.
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There are several programming languages and extensions to programming
languages for supporting parallel programming. For instance, when writing a
parallel program for a distributed memory machine one has to explicitly insert
send and receive instructions to communicate the data from one processor to
another. MPI (Message Passing Interface) [45] is a wide-spread standardized
API for such tasks with both commercial high quality implementations [71]
and open source implementations [85]. Another similar message passing library
is PVM [64], which basically provides the same functionality as MPI but has
some additional support for dynamically adding processors.

Below is a small MPI program for execution on two processors. The pro-
gram reads data from a file that is processed element-wise in some manner, thus
it can be parallelized easily by dividing the data between several processors
and executing the data processing in parallel. The first two calls (MPI Init

and MPI Comm Rank) initialize the MPI system and sets the rank variable to
the processor number. Each processor will execute the same program with a
different rank integer value. Thus, the next part of the code makes a condi-
tional selection based on this processor number. Processor 0 reads some data
from a file and then sends half of this data to processor 1. The MPI Send

function takes

• a pointer to the data

• the size of the data

• the type of data, which must be a type declared in MPI, e.g. MPI REAL

or MPI INTEGER

• the destination process

• a message tag, to be able to distinguish between messages.

• a processor group, in this case the default group of all processors,
MPI COMM WORLD

Similarly, the MPI Send call must be received on the other processor using the
MPI Recv function. It has similar arguments and an additional argument for
setting status information on the received data.

int main( int argc, char**argv)

{

int tag1=1,tag2=2; // Two separate tags:

// tag1 - message from P1 -> P0

// tag2 - message from P0 -> P1

int rank;
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int *data, size;

MPI_Status status;

MPI_Init(&argc,&argv);

MPI_Comm_rank(MPI_COMM_WORLD,&rank);

if (rank == 0) { //Proc 0

size = read_data(data); // Read data from file

MPI_Send(data,size/2,MPI_REAL,1, // Send to 1

tag1,MPI_COMM_WORLD);

process_data(data+size/2);

MPI_Recv(data,size/2,MPI_REAL,1, // Recv from 1

tag2,MPI_COMM_WORLD,&status);

save_data(data,size); // Save the data to file

} else if (rank == 1) { // Proc 1

MPI_Recv(data,size/2,MPI_REAL,0, // Recv from 0

tag1,MPI_COMM_WORLD,&status);

process_data(data);

MPI_Send(data,size/2,MPI_REAL,0, // Send to 0

tag2,MPI_COMM_WORLD);

}

MPI_Finalize();

return 0;

}

When programming using MPI (or PVM or similar) the programmer must
explicitly insert all the send and receive commands for all processes. This is an
error prone and cumbersome task, which can often lead to deadlocks, missing
receive or send calls, etc. Hence, writing parallel programs using a distributed
memory programming model with message passing is an advanced program-
ming task which requires an experienced programmer. However, parallel pro-
gramming mistakes are common even among experienced programmers.

When considering shared memory architectures one can use programming
language extensions such as OpenMP [54], where Fortran or C++ code can
be annotated with instructions how to execute loop iterations as well as other
constructs in parallel. An alternative is to use a thread library and program
your parallel application using threads and semaphores, for instance using
Posix threads [76].

Thread programming also requires advanced and experienced programmers
to avoid deadlocks and other thread programming specific pitfalls. The same
goes for programming using OpenMP e.g. when declaring shared memory vari-
ables. The programmer must himself guarantee that different processes do not
conflict when accessing these variables (depending on what the architecture
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allows). For example, below is a C program with an OpenMP directive stat-
ing that the for-loop can be executed in parallel. By issuing this compiler
pragma the programmer guarantees that there are no dependencies across the
iterations of the loop.

int main()

{

int i;

double Res[1000];

#pragma omp parallel for

for (i=0 ; i<1000; i++) {

huge_comp(Res[i]);

}

}

There are also tools for automatic parallelization of program code. For
instance, most Fortran compilers have special flags for automatically paral-
lelizing the program. The compiler will then analyze loops to detect when
they can be executed in parallel, and generate parallel code for such loops.

For instance, lets consider a program written in Fortran that performs an
element-wise multiplication of two vectors.

do i=1,N

v[i]=a[i]*b[i];

end do

This piece of program code is quite trivial to parallelize. The automatic paral-
lelization will split the loop and schedule execution of part of the loop iterations
on each processor. This can be performed since there are no data dependen-
cies between different iterations of the loop, making it possible for the different
iterations of the loop to be executed independently of each other. For more
complex loops a data dependency analysis must be performed to investigate
which iterations of the loop can be executed in parallel. Many techniques have
been developed to transform loops and data layouts to increase the amount of
parallelism in such loops [46, 14].

1.3.3 Measuring Parallel Performance

Once a parallel program has been constructed, either using automatic paral-
lelization tools or by manual programming, it is executed on a parallel ma-
chine. However, we are also usually interested obtaining information about
the efficiency of the parallel execution.
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The execution time of the parallel program is not a suitable metric to
measure the efficiency of parallel programs in an independent way. Instead
the term relative speedup is used, defined as [25]:

Srelative =
T1

TN
(1.4)

where:

• T1 is the execution time for running the parallel program on one processor
and

• TN is the execution time for running the parallel program on N proces-
sors.

This speedup is called relative because the same program is used for measur-
ing both the sequential and parallel time. However, there might also exist
a more efficient sequential implementation of the program. Therefore, there
is also a definition of absolute speedup where the sequential execution time
is measured on the most efficient sequential implementation instead of using
the same parallel program also for the one processor case. The definition of
absolute speedup is thus:

Sabsolute =
Tseq

TN
(1.5)

where:

• Tseq is the execution time of the most effective sequential implementa-
tion.

• TN is the execution time of the parallel program for N processors as
above.

Since a sequential version of the simulation code exist for all models targeted
by the tool presented in this work, e.g. the code produced by the OpenModelica
compiler, the speedup definition used throughout the rest of this thesis can
be viewed as the absolute speedup, even though the OpenModelica compiler
might not produce the most effective sequential code.

Another commonly used term in parallel computing for measuring parallel
performance is the efficiency of a parallel program. The relative efficiency is
defined as:

Erelative = Srelative/P (1.6)

and the corresponding absolute efficiency is similarly defined as:

Eabsolute = Sabsolute/P (1.7)
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The efficiency of a parallel program indicates how much useful work is
performed by the processors. Ideally, for linear speedup the efficiency is one,
normally however, it is below one. For instance, if each processor in the
execution of a parallel program spends 10 percent of its time communicating
data instead of performing computational work, the efficiency of the parallel
program becomes 0.9.

Another observation regarding the performance of parallel programs is Am-
dahl’s law. It states that a parallel program that has a constant fraction 1/s of
its work executed by a sequential piece of program code will have a maximum
possible speedup of s. For instance, if a parallel program has a sequential
part taking 10 percent of the one-processor execution time, the maximum
speedup is 10. This law is especially important in the context of this thesis
work since the parallelization of simulation code as performed here will leave
an un-parallelized sequential part of the parallel program.

1.3.4 Parallel Simulation

Efficient simulation is becoming more important as the modeled systems in-
crease in size and complexity. By using an object-oriented component based
modeling language such as Modelica, it is possible to model large and complex
systems with reasonably little effort. Even an inexperienced user with no de-
tailed modeling knowledge can build large and complex models by connecting
components from already developed Modelica packages, such as the Modelica
Standard Library or commercial packages from various vendors. Therefore,
the number of equations and variables of such models tend to grow since it is
easier to build large simulation models when using object-oriented component
based languages such as Modelica. Thus, to increase the size of problems that
can be efficiently simulated within a reasonable time it is necessary to exploit
all possible ways of reducing simulation execution time.

Parallelism in simulation can be categorized in three groups:

• Parallelism over the method
One approach is to adapt the numerical solver for parallel computation,
i.e., to exploit parallelism over the numerical method. For instance,
by using a Runge-Kutta method in the numerical solver some degree
of parallelism can be exploited within the numerical solver [67]. Since
the Runge-Kutta methods can involve calculations of several time steps
simultaneously, parallelism is easy to extract by letting each time step
calculation be performed in parallel. This approach will typically give a
limited speedup in the range 3-4, depending on the choice of solver.

• Parallelism over time
A second alternative is to parallelize a simulation over time. This ap-
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proach is however best suited for discrete event simulations and less
suitable for simulation of continuous systems, since the solutions to con-
tinuous time dependent equation systems develop sequentially over time,
where each new solution step is dependent on the immediately preceding
steps.

• Parallelism over the system
The approach taken in this work is to parallelize over the system, which
means that the calculation of the modeled system (the model equations)
are parallelized. For an ODE (or a DAE) this means parallelizing the
calculation of the states, i.e., the functions f and g (see Equation 3.5
and 3.6). It can also mean for an DAE to calculate the Jacobian (i.e.,
the partial derivatives) of the model equations, since this is required by
several DAE solvers.

The simulation code consists of two separate parts, a numerical solver and
the code that computes new values of the state variables, i.e., calculating f in
the ODE case or solving g in the DAE case. The numerical solver is usually
a standard numerical solver for solving ODE or DAE equation systems. For
each integration step, the solver needs the values of the derivatives of each
state variable (and the state variable values as well as some of the algebraic
variables in the DAE case) for calculation of the next step. The solver is nat-
urally sequential and therefore in general not possible to parallelize. However,
the largest part of the simulation execution time is typically used for the cal-
culation of f and g. Therefore, we focus on parallelizing the computation of
these parts. This approach has for example successfully been used in [2, 26].

When the simulation code has been parallelized, timing measurements on
the execution time of the simulation code are performed.

1.4 Automatic Parallelization

By automatic parallelization we mean the process of automatically translating
a program into a parallel program to be executed on a parallel computer. The
first step in this process, referred to as parallelization, is to translate the source
program into a data dependence graph (or task graph). The data dependence
graph consists of nodes that represent computational tasks of the program
and edges representing the data sent between tasks. In this research a fined
grained task graph is built from individual scalar expressions of equations from
the simulation code, or from larger tasks such as solving a linear or non-linear
system of equations. This step is quite straight forward and do not require
any deeper analysis.
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The next step of the process is task scheduling for multi processors. This
process maps the task graph onto N processors by giving each task a starting
time and processor assignment. This step can also include building clusters or
merging of tasks to simplify the scheduling process. In this research, clustering
or merging of the task graph prior to multi processor scheduling is essential
to overcome the otherwise poor performance of scheduling of the kind of fine
grained task graphs produced. This is also where the main contribution of the
thesis is made.

The final step in the automatic parallelization process is to generate the
parallel program from the scheduled task graph. This includes creating code
for the computation of the tasks and inserting code for sending of messages
between tasks that are allocated to different processors, as given by the edges
of the task graph. In this work, C-programs with MPI-calls as communication
interface is produced by the parallelization tool.

1.5 Research Problem

The research problem of this thesis work is to parallelize simulation code in
equation-based modeling and simulation languages such as Modelica. The par-
allelization approach taken is to parallelize over the system, i.e., parallelizing
the equations given by the Modelica model.

The problem can be summarized by the following hypothesis:

Hypothesis 1
It is possible to build an automatic parallelization tool that translates auto-
matically generated simulation code from equation-based simulation languages
into a platform independent parallel version of the simulation code that can be
executed more efficiently on a parallel rather than sequential computer.

Hypothesis 1 says that from an equation-based modeling language, such
as Modelica, it is possible to automatically parallelize the code and obtain
speedups on parallel computers. The tool should be efficient enough to ensure
that producing the parallel code is possible within reasonable time limits. The
parallel code should also be efficient, i.e., the parallel program should run
substantially faster compared to the sequential simulation code. Finally, the
parallel code should be platform independent so that it can easily be executed
on a variety of different parallel architectures.

The following sections split the research problem stated in Hypothesis 1
into three subproblems.
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Parallelism in Model Equations

The most important problem that needs to be solved to verify the hypothesis
is how parallelism can be extracted from the simulation code, i.e., the model
equations. Earlier work investigated the extent of parallelism in simulation
code at three different levels [2] for an equation-based modeling language called
ObjectMath [83, 47].

The highest level where parallelism can be extracted is at component level.
Each component of a large complex system usually contains many equations.
The computational work for each component can potentially be put on one
processor per component, with communication of the connector variables in
between processors. However, earlier work [2] has demonstrated that in the
general case there is typically not enough parallelism at this level.

The middle level is to extract parallelism at the equation level, i.e., each
equation is considered as a unit. This approach produces better parallelism
compared to extracting parallelism at the component level, but the degree of
parallelism is in general not sufficient [2].

The third level is to go down to the sub-equation level, where we consider
parallelism between parts of equations like for instance arithmetic operations.
At this level, the greatest degree of parallelism was found among the three
levels [2].

However, compilation techniques for optimization of the code generated
from equation systems has improved since earlier work (ObjectMath [83]), re-
sulting in a more optimized sequential code. Therefore, parallelism is harder
to extract in this case compared to previous work. Thus, the research problem
of extracting parallelism from simulation code generated from highly opti-
mized model equations still remains to be solved. Also, even if parallelism
is extracted, the problem of clustering (a part of the multiprocessor schedul-
ing problem) has become even more important for obtaining speedups, since
processor speed has increased more than communication speed during recent
years. The clustering problem is one of the key issues in the research problem
presented in this thesis.

Clustering and Scheduling Algorithms

Clustering and scheduling algorithms are two important parts of the solution
to the multiprocessor scheduling problem which is at the core of any auto-
matic parallelization tool. Clustering algorithms deal with creating clusters of
tasks designated to execute on the same processor, while scheduling algorithm
assigns tasks to processors.

The results, i.e the speedups achieved in earlier work in automatic paral-
lelization of ObjectMath models [2] were not good enough, due to bad clus-
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tering techniques. Therefore, the research problem of performing an efficient
clustering of such simulation code still also remains unsolved. The scheduling
(including clustering) of task graphs for parallel machines has been studied
extensively in this and other work. Efficient algorithms with a low complexity
should be used in order to fulfill Hypothesis 1. Task replication has to be
used to better exploit the sometimes low amount of parallelism that can be
extracted from the simulation code at the sub-equation level, i.e., looking at
expressions and statements in the generated C-code.

Note that it is of substantial practical importance that the scheduling al-
gorithms used have a low time complexity, so that a parallel program can be
generated within reasonable time.

Cost Estimation

Another research problem is to estimate the cost of each task in the task
graph built internally by the parallelization tool, see Section 6.4.1. The costs
of some tasks can be determined with high accuracy, for instance the cost of
an arithmetic operation, or a function call to any standard math function.
More complex tasks, e.g. the task of solving a non-linear system of equations,
can prove difficult to estimate accurately. The problem is to estimate such
tasks in a convenient and general way, so that combined with the scheduling
algorithm, it will produce an accurate estimation of the actual speedup that
can be achieved when the parallel program is executed on a parallel computer.

A related research problem that also influences the scheduling algorithm is
which parallel computer model (i.e parallel computational model of commu-
nication and computation time) should be used, see Section 2.2. If the model
is too simple and unrealistic the difference between estimated speedup and
measured speedup will be too large. However, if the parallel model is too com-
plicated the scheduling algorithm might increase in computational complexity
since it has too many parameters to consider.

1.5.1 Relevance

The relevance of the research problem stated in Hypothesis 1 can be motivated
in several ways. First, modeling and simulation is expanding into new areas
where earlier it was not possible to model and/or simulate a given problem.
However, with modern modeling techniques, such as object oriented modeling
languages combined with advanced combined graphical and textual modeling
tools, it is now possible to model larger and more complex models. This
is a strong motivation for why new methods of speeding up the execution
time of simulations are important, since larger and more complex models will
otherwise require unacceptable long simulation time.
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Moreover, by using modern state-of-the-art modeling tools and languages
the modeling and simulation area is opened up to new end-users with no
advanced knowledge of modeling and simulation who will probably have even
less knowledge of parallel computing. This makes an automatic parallelization
tool highly relevant if the tool is to become widely used by the modeling and
simulation community.

Finally, as indicated above, there is still theoretical work to be done re-
garding better algorithms for the clustering of fine grained task graphs that
are typically produced in this work. For instance, new scheduling and cluster-
ing algorithms adapted for a more accurate programming model are needed
to increasing the performance of parallel programs, as is further discussed in
Chapter 11.

1.5.2 Scientific Method

The scientific method used within this work is the traditional system-oriented
computer science method. To validate the hypothesis stated in Hypothesis 1,
a prototype implementation of the automatic parallelization was built. Also,
theoretical analysis of the scheduling and clustering algorithms used can be
used for validating the hypothesis. The newly designed and adapted scheduling
and clustering algorithms described in the following chapters have also been
implemented in this tool. The parallelization tool produces a parallel version
of the simulation code that is executed on several parallel computers. Mea-
surements of the execution time are collected from these executions. When
comparing the parallel execution time with that of a simulation performed on
a sequential processor (which is preferably a single processor on the parallel
computer) an exact measure of the achieved speedup is gained.

Finally, the hypothesis can be validated from the measurements from exe-
cutions of the generated code and the automatic parallelization tool, together
with the theoretical analysis performed on the scheduling and clustering algo-
rithms,

1.6 Assumptions

This research work is based on the several assumptions collected in this section.

The automatic parallelization approach taken in this work only consid-
ers static scheduling of parallel programs, i.e., we do not consider dynamic
scheduling of tasks. This means that the parallelization tool can, during com-
pile time, determine on how many processors and in which way the parallel
program is executed.
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Furthermore, the scheduling and task merging algorithms in this work as-
sumes non-preemptive tasks, i.e., that once a task has started its execution it
is not interrupted or delayed by other tasks. It executes until its work is com-
pleted. Each task starts by receiving its data from its immediate predecessors
tasks (i.e., its parents) and once it has finished its computation it sends its
data to the immediate successor tasks.

The parallelization approach, including the scheduling and the task merg-
ing algorithm, requires that the program can be described using a task graph.
It must be possible to build a data dependency graph of the program in the
form of a task graph. This restriction means that the program flow can not
depend on input data to the program. Such programs are referred to as obliv-
ious programs. However, the research work also discusses how this scope can
be partly extended by introducing malleable tasks, which are tasks that can
be executed on more than one processor (the number of processors for such
tasks can be determined at runtime), giving at least some dynamic flexibility.

1.7 Implementation Work

This research work evolved through several prototype implementations. Fig-
ure 1.6 below presents the different prototypes and their relationship. The first
automatic parallelization tool called DSBPart was parallelizing the C-code gen-
erated by the Dymola tool. This tool was later replaced by the ModPar tool in
OpenModelica, to gain more control over solvers and optimization techniques.
The DAGS task graph prototyping tool was developed in parallel with ModPar
to experiment on clustering, scheduling, and task merging algorithms.

1.8 Contributions

The main contributions of this research include a task merging method based
on a graph rewrite system where tasks are merged in a task graph given as a
set of graph rewrite rules. This method shows promising results in merging
tasks particularly in fine grained task graphs to reduce its size and increase
granularity so that it can be better scheduled using existing scheduling algo-
rithms.

Another contribution is the automatic parallelization tool itself, which is
integrated into the OpenModelica compiler. It can successfully and automat-
ically parallelize simulations from Modelica models and among the results are
speedup figures of executing simulation for up to 16 processors.

A third contribution is insights and experiences in writing compilers using
the RML language, based on Natural Semantics. The pros and cons of using
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prototyped algorithms

OpenModelicaDymola

DSBPart ModPar

DAGS

Figure 1.6. The three different implementations made in this thesis work
and how they relate.

such language for writing something as advanced as a compiler are discussed.

Other contributions include a prototype environment for designing task
scheduling algorithms in the Mathematica tool and contributions of the design
of the Modelica language.

1.9 Publications

Parts of this work has been published in the following papers.

Main Author

• Peter Aronsson and Peter Fritzson. A Task Merging Technique for Par-
allelization of Modelica Models. (Conference paper) In Proceedings of
the 4th International Modelica Conference, Hamburg, Germany, March
7-8, 2005.

• Peter Aronsson, Peter Fritzson. Automatic Parallelization in Open-
Modelica (Conference paper) Proceedings of 5th EUROSIM Congress
on Modeling and Simulation, Paris, France. ISBN (CD-ROM) 3-901608-
28-1, Sept 2004.

• Peter Aronsson, Levon Saldamli, Peter Bunus, Kaj Nyström, Peter Fritz-
son. Meta Programming and Function Overloading in OpenModelica
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(Conference paper) Proceedings of the 3rd International Modelica Con-
ference (November 3-4, Linköping, Sweden) 2003

• Peter Aronsson, Peter Fritzson. Task Merging and Replication using
Graph Rewriting (Conference paper) Tenth International Workshop on
Compilers for Parallel Computers, Amsterdam, the Netherlands, Jan
8-10, 2003

• Peter Aronsson, Peter Fritzson. Multiprocessor Scheduling of Simulation
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International Modelica Conference March 18-19, 2002, DLR, Oberpfaf-
fenhofen, Germany

• Peter Aronsson, Peter Fritzson, Levon Saldamli, Peter Bunus. Incremen-
tal Declaration Handling in Open Source Modelica (Conference paper)
In Proceedings, SIMS - 43rd Conference on Simulation and Modeling on
September 26-27, 2002 at Oulu, Finland.

• Peter Aronsson, Peter Fritzson. Parallel Code Generation in MathMod-
elica / An Object Oriented Component Based Simulation Environment
(Conference paper) In Proceedings, Parallel / High Performance Object-
Oriented Scientific Computing, Workshop, POOSC01 at OOPSLA01,
14-18 October, 2001, Tampa Bay, Fl. USA

• Peter Aronsson, Peter Fritzson. Clustering and Scheduling of simulation
code from equation-based simulation languages (Conference paper) In
Proceedings, Compilers for Parallel Computers CPC2001, Workshop, 27-
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Additional Co-authored Papers

• Peter Fritzson, Peter Aronsson, H̊akan Lundvall, Kaj Nyström, Adrian
Pop, Levon Saldamli, and David Broman. The OpenModelica Model-
ing, Simulation, and Software Development Environment. In Simulation
News Europe, 44/45, December 2005

• Peter Fritzson, Adrian Pop, Peter Aronsson. Towards Comprehensive
Meta-Modeling and Meta-Programming Capabilities in Modelica (Con-
ference paper) 4th International Modelica Conference (Modelica2005),
7-9 March 2005, Hamburg, Germany

• Kaj Nyström, Peter Aronsson, Peter Fritzson. Parallelization in Mod-
elica (Conference paper) 4th International Modelica Conference, March
2005, Hamburg Germany
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eling and Simulation Framework for the Grid (Conference paper) Pro-
ceedings of the 45th Conference on Simulation and Modelling, (SIMS’04)
23-24 September 2004, Copenhagen

• Peter Fritzson, Vadim Engelson, Andreas Idebrant, Peter Aronsson, H̊akan
Lundvall, Peter Bunus, Kaj Nyström. Modelica A Strongly Typed Sys-
tem Specification Language for Safe Engineering Practices (Conference
paper) Proceedings of the SIMSafe 2004 conference, Karlskoga, Sweden,
June 15-17, 2004

• Peter Fritzson, Adrian Pop, and Peter Aronsson. Towards Comprehen-
sive Meta-Modeling and Meta-Programming Capabilities in Modelica.
In Proceedings of the 4th International Modelica Conference, Hamburg,
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• Peter Fritzson, Peter Aronsson, Peter Bunus, Vadim Engelson, Levon
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• Peter Aronsson. Automatic Parallelization of Simulation Code from
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Chapter 2

Automatic Parallelization

This chapter describes tools and techniques for automatically parallelize pro-
grams. This includes data structures for representing programs, analysis tech-
niques and algorithms, clustering and scheduling algorithm and code genera-
tion techniques.

2.1 Task Graphs

To analyze and detect what pieces of a program can be executed in parallel
an internal representation of the program code is needed. Source-to-source
restructurers commonly use Abstract Syntax Trees (AST) as internal repre-
sentation of computer programs together with other data structures for spe-
cific program optimizations. For instance, to perform global optimization a
program dependence graph is used and for instruction scheduling a data de-
pendency graph with nodes being individual CPU instructions can be used.

In automatic parallelization a task graph can be used for the analysis of
programs. A task graph is a Directed Acyclic Graph (DAG), with costs asso-
ciated with edges and nodes. It is described by the tuple

G = (V, E, c, τ) (2.1)

where

• V is the set of vertices (nodes), i.e., tasks in the task graph.

• E is the set of edges, which imposes a precedence constraint on the tasks.
An edge e = (v1, v2) indicates that node v1 must be executed before v2

and send data (resulting from the execution of v1) to v2.
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Figure 2.1. Task graph with communication and execution costs.

• c(e) gives the cost of sending the data along an edge e ∈ E.

• τ(n) gives the execution cost for each node v ∈ V .

Figure 2.1 illustrates how a task graph can be represented graphically. Each
node is split by a horizontal line. The value above the line represents a unique
node number and the value below the line is the execution cost (τ). Each edge
has its communication cost (c) labeled close to the edge.

A predecessor to a node n is any node in the task graph that has a path to
n. An immediate predecessor (also called parent) to a node n is any node from
which there is an edge leading to n. The set of all immediate predecessors of
a node n is denoted by pred(n), while the set of all predecessors of a node n
is denoted by predm(n). Analogously, a successor to a node n is any node in
the task graph that has a path from n to that node. An immediate successor
(also called child) is any node that has an edge with n as source, and the set
of all immediate successors of a node n is denoted by succ(n). Similarly the
set of all successors is denoted succm(n).

A join node is a node with more than one immediate predecessor, illus-
trated in Figure 2.2(a). A split node is a node with more than one immediate
successor node, see Figure 2.2(b).

The edges in the task graph impose a precedence constraint: a task can
only start to execute when all its immediate predecessors have sent their data
to the task. This means that all predecessors to a node has to be executed
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Figure 2.2. Graph definitions

before the node itself can start to execute. In the case when an adjacent node
executes on the same physical processor no sending of data is required.

Since the task graph representation is used in this research problem as an
input for the scheduling and clustering algorithms the research problem can
be generalized to partition any program that can be translated into a task
graph. Thus, the algorithms and results given in this thesis can be useful for
scheduling sequential programs of any type of scientific computations, given
that the programs can be mapped to a task graph.

2.1.1 Malleable Tasks

Sometimes it can be useful to model a task that can be executed on several
processors as a single task. For instance a task that has no internal static
representation in the form of a task graph but has a parallel implementation
that can run on several processors could be represented as a malleable task.
A malleable task nm is a task that can be executed on one or on several
processors. It has an execution cost function taking the number of processors
into consideration, see Equation 2.1.1. This function is always decreasing, since
the execution time when increasing the number of processors is decreasing1

τ(nm) = τm(P ) (2.2)

Here P is the number of processors the task will execute on.
By introducing malleable tasks into task graphs one can generalize the

usage of task graph in static scheduling, where the task graph is built at
compile time and mapped onto a fixed number of processors. With malleable
tasks scheduling decisions that must be delayed until runtime, i.e., dynamic

1If the execution time does not decrease by adding more resources/processors, the lowest
execution time is gained by only using a subset of the allocated processors.



26 CHAPTER 2. AUTOMATIC PARALLELIZATION

scheduling, can still be partly handled by a static scheduling approach. The
prerequisite being that the number of processors for each malleable task can
be set during static analysis.

In this thesis work, malleable task are used for solving linear and non-linear
systems of equations, see Chapter 6.

2.1.2 Graph Attributes For Scheduling Algorithms

Scheduling algorithms map the task graph onto a set of processors by using
values, or attributes, mostly associated with the nodes of the task graph. Some
attributes are used by several algorithms. Others are specific to one particular
algorithm. This section defines a subset of such attributes commonly used in
the literature.

The most important attribute of a task graph is its critical path. The
critical path of a task graph is its longest path. The length is calculated by
accumulating the communication costs c and the execution costs τ along a path
in the task graph. For instance, the critical path in Figure 2.1 is indicated by
the thick edges of the task graph, which has a critical path length of 32. The
term parallel time is also often used for the critical path length [7, 81, 88],
and is used as a measure of the optimal parallel execution time. Another term
used for the critical path is the dominant sequence, used in for instance [88].

The level of each task, i.e., of each node in the graph, is defined as:

level(n) =

{

0 , pred(n) = ∅
max

k∈pred(n)
(level(k) + τ(k) + c(k, n)) , pred(n) 6= ∅

(2.3)

The level of a node is thus the longest path (following edges in opposite direc-
tion) from the node itself to a node without predecessors, and accumulating
execution costs and communication costs along the path. The level can also
be defined in the inverse way as in Equation 2.4 and is then referred to as the
bottom level. In these cases the first level definition is referred to as the top
level.

blevel(n) =

{

0 , succ(n) = ∅
max

k∈succ(n)
(level(k) + τ(k) + c(k, n)) , succ(n) 6= ∅

(2.4)

The relation between the critical path and the level attribute is that for a
node on the critical path, the successor with the maximum level will also be
on the critical path.

Another pair of important attributes used in many scheduling algorithms,
with some varieties regarding the definitions, are the earliest starting time and
latest starting time of a node. Other references use different names, such as
ASAP (As Soon As Possible) time and ALAP (As Late As Possible) time [87].



2.1. TASK GRAPHS 27

We use the terms est(n) and last(n) and the definitions found in [17], which
will later be used when explaining the TDS algorithm in Section 2.5.1.

est(n) =

{

0 , pred(n) = ∅
min

k∈pred(n)
max

l∈pred(n),k 6=l
(ect(l), ect(k) + ck,n) , pred(n) 6= ∅

(2.5)

ect(n) = est(n) + τ(n) (2.6)

fpred(n) = max
k∈pred(n)

(ect(k) + ck,n) (2.7)

lact(n) =







ect(n) , succ(n) = ∅
min (min (last(k) − cn,k, min(last(k))))

k∈succ(n),k 6=fpred(n) k∈succ(n),k=fpred(n) , succ(n) 6= ∅

(2.8)

last(n) = lact(n) − τ(n) (2.9)

• est(n) is the definition for the earliest starting time for node n, which
means the earliest possible starting time of a node, considering the prece-
dence constraint and the communication costs. It is defined in Equa-
tion 2.5.

• ect(n) is the earliest completion time for node n, which is defined as the
earliest starting time plus the execution time of the node. The definition
of the earliest starting time assumes a linear clustering approach, i.e.,
if the first predecessor of a node is scheduled on the same processor as
the node itself, then the rest of the predecessors to the node will not
be scheduled on the same processor. This is why the definition, see
Equation 2.6, takes the maximum value of the ect value of one successor
and the ect value plus the communication cost for another successor.

• last(n) is the latest (allowable) starting time of a node n, i.e., the latest
time a node has to start executing to fulfill an optimal schedule, as
defined in Equation 2.9.

• lact(n) is the latest allowable completion time for a node n, i.e the latest
time a node is allowed to finish its execution. The definition is found in
Equation 2.8.

• fpred(n) is the favorite predecessor of a node n, see Equation 2.7, used
in the TDS algorithm. It is the predecessor of a node which finishes
execution last among all predecessors, thus should be put on the same
processor as the node itself to reduce the parallel time.
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The difference of the latest allowable starting time and the earliest starting
time of a task is sometimes referred to as the scheduling window for the tasks.
If the window is large the scheduler has many alternatives of scheduling that
particular task. However, if the scheduling window is small, as for tasks on the
critical path, the scheduler has less opportunity of moving that task around
in time when trying to schedule the task graph.

2.2 Parallel Programming Models

Creating parallel programs, whether it is performed automatically by a tool or
manually by a developer or a team of developers, is an complicated and error-
prone process. It is often difficult for a developer to estimate the structural
or computational complexity of the parallel program he/she has written. By
having a parallel programming model to follow, the programmer can be guided
both in the design and the implementation of his/her parallel program, and
obtain a model over the complexity of the program with regards to time and
memory consumption for different multiprocessor architectures as well as for
problem instances of varying size.

There are several factors to consider, when choosing a parallel programming
model. For instance, how complicated should the model be? Each model
is a simplification of the real world. Some programming models which are
particularly simple may give large errors in comparison to real world examples.
For manual parallel program development one must also consider how easy
the model is to comprehend and use for implementation of parallel programs.
Since parallel programming is complicated and error prone, it is important
that the programming model be simple enough to minimize the effort needed
for developers to implement and understand their parallel programs.

The parallel programming models are also important for automatic par-
allelization. Many of the programming models also include a cost model for
the computational complexity of the program. These cost models are com-
monly used in parallelization tools to guide the decisions of the scheduling
and clustering algorithms.

The following sections present some of the most common parallel program-
ming models.

2.2.1 The PRAM Model

The Parallel Random Access Machine (PRAM) model [24] is a simple pro-
gramming model and also the most popular one, at least if one considers pub-
lications of multiprocessor scheduling algorithms. Its popularity is due to its
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simplicity, all global data is instantly available on all processors. This is a pow-
erful simplification which can lead to large errors when comparing the model
with reality. The PRAM model divides a parallel computation into a series of
steps, where each step can be either a read or write operation between local
and shared memory or an elementary operation with operands from the local
memory. There are also model refinements within the PRAM model based
on the strategy taken when two processors access the same shared memory.
For instance, the PRAM-Concurrent Read, Concurrent Write (CRCW) model
allows both concurrent reads and concurrent writes of shared memory. Con-
current writes to the same memory address leads to conflicts. These can be
resolved in different ways, for instance by giving each processor a priority and
letting the processor with the highest priority write to the memory address.

The greatest advantage, and the reason for the popularity of the PRAM
model, is its simplicity. However, simplicity is also its major drawback. The
communication cost is neglected, which often leads to large differences between
the model and the reality.

2.2.2 The Logp Model

The Logp model [15] is more sophisticated than the PRAM model. Its name
is composed from the four parameters of the model.

• Latency, L
The latency is the fixed size independent time delay involved when send-
ing a message from one processor to another. For instance, when sending
data between two processors connected through an Ethernet based net-
work, one term of the latency is proportional to the length of the physical
cable connecting the two computers.

• Overhead, o
The overhead of sending a message between two processors is the extra
time needed for preparing the sending of the message. Such prepara-
tions can be for instance be copying of data into send buffers, calling of
send primitives in a communication API, etc. This parameter can vary
depending on the underlying architecture. For instance, if the commu-
nication is performed by a co-processor the overhead is lower compared
to the case when the communication must be handled by the main pro-
cessor itself. During the overhead period of time, the processor is busy
and can not perform other tasks.

• Gap, g
The gap is defined as the time interval between two consecutive sends (or
receives) of messages. This parameter can be motivated if for instance
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a co-processor handles the communication and it is busy some period
of time after a message sending request has been received. During that
time, additional requests have to be postponed, thus giving a gap time
between consecutive sends.

• Processors, p
The last parameter defines how many processors the problem is parti-
tioned for.

The model also includes a capacity limit on the connecting network. A maxi-
mum of ⌈L/g⌉ messages can be sent between processors at the same time.

2.2.3 The BSP Model

In the Bulk-Synchronous Parallel (BSP) model [82] all tasks (processors) syn-
chronize at given time steps. Between these steps each processor performs
individual work only on local data. At each synchronization step, global com-
munication between processors occur. The time between two synchronization
steps is called a super-step. The BSP model defines a computer as a set of com-
ponents, each consisting of a processor and local memory, connected together
through a network. The BSP model has the following parameters:

• P
The number of processors.

• l
The cost of performing a barrier synchronization is given by the param-
eter l.

• g
The parameter g is associated with the bandwidth capacity. It is defined
such that g · h is the time it takes to communicate (i.e., either send or
receive) h messages.

The total execution cost of a super-step, using the parameters above, is
l + x + g · h, where x is the maximum execution cost among the processors
within the super-step and h is the maximum number of messages sent or
received by one of the processors.

2.2.4 The Delay Model

The models mentioned so far have a stronger focus on data parallel programs
than task parallel programs. For task parallel programs there is a simple
model called the Delay model, which corresponds to the task graph model
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described earlier in Section 2.1. Some authors instead use the term macro
data flow model, for instance in [81]. The delay model has a task graph where
a communication cost, i.e., a delay cost, is associated with each edge. This
model is the most common for scheduling and partitioning of task graphs, even
if alternative models for scheduling and clustering algorithms are starting to
appear in literature, like for instance the Logp model.

2.3 Related Work on Task Scheduling and Clus-

tering

During the past three decades extensive research has been made in the area
of scheduling and clustering of parallel programs for execution on multipro-
cessor architectures. Early research in the area focused on simple parallel
programming models with many restrictions on the models. Over the years,
these early restricted models have become more precise and therefore also
more complicated. More efficient scheduling and clustering algorithms have
also been developed. The following two sections introduce some of the many
scheduling and clustering algorithms found in literature and explain common
techniques used in these scheduling and clustering algorithms.

2.4 Task Scheduling

A task scheduling algorithm traverses the task graph (a directed acyclic graph,
DAG), as defined in Section 2.1. The output of the algorithm is an assignment
of each node n ∈ V to a processor, and a starting time of each node i.e., a
partial order of the nodes in the graph. The general case of the task scheduling
problem has been proved to be NP-complete [80], thus it is often required to
use heuristics in scheduling algorithms.

The scheduling problem usually has some other constraints except for the
task graph itself. Many scheduling algorithms assume that once a task has
started executing it will continue until its termination, i.e., so called non-
preemptive scheduling. The opposite, that a task can be interleaved with
execution of other tasks or even migrate to other processors, is called preemp-
tive scheduling. In this thesis we only consider the first case, non-preemptive
scheduling.

Some classes of scheduling algorithms can schedule the DAG for any given
number of processors, whereas other algorithms require an unlimited number
of processors. An unlimited number of processors as a requirement means
that the number of processors available can not be specified as an input to
the algorithm. Thus the processor requirement varies over different problem
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instances. This is often referred to as scheduling for a set of virtual processors.
There are even algorithms for a specific number of processors, e.g. there exist
a polynomial time optimal scheduling algorithm for two processors [13].

2.4.1 Classification

There are many ways to classify task scheduling algorithms. One classifica-
tion scheme that covers a broad area is given in [12]. It gives a hierarchical
categorization of the algorithms, see Figure 2.3. At the top classification level,
algorithms belong to one of two categories, local scheduling or global schedul-
ing. Local scheduling involves scheduling of tasks locally on one processor,
while global scheduling considers the scheduling problem involving multiple
processors. Furthermore, global scheduling can be subdivided into static and
dynamic scheduling. In this work we have so far only considered static schedul-
ing, i.e., the scheduling takes place at compile time. Static scheduling is further
sub-categorized into optimal and suboptimal scheduling.

The suboptimal category contains two subcategories, heuristic and approx-
imate scheduling. The difference between the two is that heuristic scheduling
algorithms tend to use heuristic parameters to control the scheduling behav-
ior whereas approximate scheduling algorithms instead can use a more ad-hoc
method of finding a good enough solution. Approximate scheduling algorithms
can be of four different kinds: enumerative, graph-theory, mathematical pro-
gramming, and queuing theory. These four classifications are also used for
subdividing the optimal static scheduling algorithms.

The contributions in this thesis mainly belong to the graph theory sub-
optimal category.

2.4.2 List Scheduling Algorithms

The list scheduling technique has been extensively studied in the literature [28,
36, 65, 66, 74]. The list scheduling algorithms belong to the heuristics category
in the classification scheme given in section 2.4.1. Thus, list scheduling is a
suboptimal static scheduling technique. This is illustrated when studying list
scheduling in closer detail.

All list scheduling algorithms keep a list of tasks that are ready to be
scheduled, often called the ready-list. The ready-list contains all task nodes
that are free, which means that all predecessors of the node already have
been scheduled. In each step of the algorithm, a heuristic assigns a priority
to each task node in the ready list and chooses one of the nodes with the
highest priority value to be scheduled for execution on one of the processors.
A common parameter that is included in the heuristic is the (bottom) level of
the node, see Equation 2.4. If the bottom level of a node has a high value,
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Figure 2.3. An hierarchical classification scheme of task scheduling algo-
rithms.

there are many computations to be performed after the node has finished its
execution. Therefore, that task node should be given a higher priority when
choosing task nodes from the ready list, compared to another task node with
a much lower level value.

When a task node has been scheduled it is removed from the ready list
and potential successor nodes to the scheduled task node are added. The
algorithm terminates when the ready list is empty, i.e., all task nodes have been
scheduled. For instance, consider the example in Figure 2.1 to be scheduled
using a list scheduler. Figure 2.4 shows how it could be scheduled and how
the ready queue gets populated with new task nodes ready to be scheduled.

Note that list scheduling is a compile-time scheduling technique, i.e., all
scheduling is performed before execution starts. There are also dynamic tech-
niques very similar to the list scheduling, like for instance dynamic load balanc-
ing and dynamic list scheduling algorithms. They often have a load-balancing
heuristic that tries to balance the execution load among all processors of the
parallel computer.

The ERT Algorithm

One well-known list scheduling algorithm is the Earliest Ready Task (ERT)
algorithm [36]. As for all list scheduling algorithms the algorithm starts by
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putting all tasks without any predecessors in the list of tasks ready to sched-
ule. The next step in the algorithm is to calculate (for each processor) the
earliest starting time (called ready time) for all tasks in the ready list. This is
done by taking the maximum finishing time F (k) added to the communication
time among all parents of the task. This calculation is shown in Equation 2.10
according to [36]. In the ERT algorithm, the communication cost is divided
into two parameters: the first parameter is the size of the message sent be-
tween tasks, d(k, n) in Equation 2.10. The second parameter, tcomm(Pi, Pj),
is the time per data size unit required to send one message from processor
Pi to processor Pj . Finally, the Alloc function in Equation 2.10 performs the
allocation of a task, returning a processor number.

X(n, Pi) = max
k∈pred(n)

(F (k) + d(k, n) ∗ tcomm(Alloc(k), Pi)) (2.10)

However, the calculation of the ready time X(n, Pi) above can not always
be fulfilled, since no check if the processor is available is performed, i.e., it is
not known whether the processor already have a task scheduled for execution
at that point in time. Therefore, once the ready time has been calculated for
all processors(X(n, Pi)), the real ready time is calculated by considering if
each processor is available or not, as performed in Equation 2.11.

R(n, Pi) = max(Avail(Pi), X(n, Pi)) (2.11)

Then, the processor giving the earliest starting time is calculated for each task,
see Equation 2.12 (m is the number of processors).

R(n) = min
j∈{1,..,m}

R(n, Pj) (2.12)

Once all these calculations have been performed, the task to choose from
the ready list can be calculated. We simply choose the task from the ready
list with the minimum value for R, and allocate it to the processor for which
that minimal value was achieved. Thus, the ERT algorithm is greedy in the
sense that is always selects the task which has the minimal ready time.

The complexity of the ERT algorithm is shown in [36] to be O(mn2), for
m processors and n tasks in the task graph.

The ERT algorithm has some heterogeneous features. The communication
costs between processors can be set individually, allowing for a somewhat more
flexible network. It is however uncertain if the algorithm performs well for real
heterogeneous multiprocessor systems, since different processor speeds is not
supported.
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2.4.3 Graph Theory Oriented Algorithms with Critical

Path Scheduling

Another category of static scheduling algorithms is the group of graph theory
oriented algorithms. In this class of algorithms we find techniques such as
critical path scheduling [60] and several clustering approaches [16, 39].

The critical path scheduling technique identifies the critical path of the task
graph, see Section 2.1.2. Then it schedules all task nodes on the critical path
on one processor. After the nodes on the critical path have been scheduled
onto the same processor, the communication costs between the nodes on the
critical path becomes zero. Hence, after the scheduling of the nodes on the
critical path, a new critical path will appear in the task graph. The algorithm
will then schedule this critical path onto the next processor, and so on.

2.4.4 Orthogonal Considerations

The classification scheme presented in section 2.4.1 does not cover all aspects
of scheduling algorithms. There are some features that are orthogonal to the
classification scheme. However, these considerations are important in this work
and are therefore explained in detail below.

Task Replication

One approach for improving the efficiency of a scheduling algorithm that has
increased in popularity over the past decade is to employ task replication as
a means of reducing the communication cost [17, 34, 41, 58]. The use of
task replication to reduce the total execution time of a parallel task graph is
illustrated in Figure 2.5.

For certain applications where the cost of communication is far from negli-
gible, replicating a task to several processors can decrease the execution time
significantly [34]. A drawback of using task replication in a scheduling algo-
rithm is that it increases the time complexity of the algorithm. The increase
can be substantial. For instance, the CPFD algorithm[34] has a time complex-
ity of O(n4).

Granularity

An important metric for task graphs with communication costs as defined
in 2.1 is the granularity of the graph. The literature also contain variants of
the definition of granularity [34, 40, 56]. For instance, another variant is to
take the average values for the communication and execution costs. Other
authors use the term Communication to Computation Ratio (CCR) instead
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Figure 2.5. Using task replication to reduce total execution time.

of granularity [34]. The granularity g is defined by Equation 2.13, i.e., the
maximum execution cost of a node divided by the minimum communication
cost of an edge:

g =
max

n∈V
τ(v)

min
e∈E

c(e)
(2.13)

This definition has some limitations. It does not allow communication
costs to be zero (which gives infinite granularity). Therefore, several alter-
native definitions are available, taking the average values instead of min and
max, calculating granularity for each task node of the graph, etc. ’However,
in this research problem, the definition works fine since we do not consider
communication costs to be zero for any edge. Note that scheduling algorithms
might set communication cost to zero but that does not affect the original task
graph, for which the granularity is defined.

The granularity factor is an important metric for task graph scheduling.
A fine grained task graph, i.e., when the granularity value is low due to large
communication costs and small execution costs, the scheduling algorithm must
take a large responsibility for preventing communication when possible. One
approach might be to apply task replication to prevent communication. An-
other way of handling the problem is to increase the granularity of the task
graph. One such method is called grain packing. Grain packing is a method
for increasing the granularity of the task graph by merging tasks [31], see also
Section 2.6.
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Task Graphs With Fixed Structure

Many scheduling algorithms have certain properties for specific structures of
task graphs. For instance, a common structure of a task graph is a task graph
that is an out-tree. Out-trees have one node with no predecessor, the successors
of the node are all independent, each of them with their own independent
successors, and so on. Scheduling and clustering algorithms can for instance
take advantage of such task graphs not having join nodes, and thereby perform
a better schedule compared to arbitrary task graphs.

2.5 Task Clustering

Task clustering algorithms perform part of the work of a scheduling algo-
rithm. A cluster is a set of tasks, designated to execute on the same processor.
The goal of a task clustering algorithm is to reduce the critical path of the
scheduling algorithm by explicitly assigning nodes to clusters, reducing the
communication costs to zero for edges with both nodes in the same cluster.

The execution order within the cluster does not necessarily need to be
determined, except of course that it must fulfill the precedence constraints
imposed by the edges of the task graph. The algorithm does not determine
when the nodes in the cluster starts to execute. Thus, in order to achieve
the same function as a task scheduling algorithm, a task clustering algorithm
needs to be followed by a second phase, which usually is a simple list scheduler.

However, some clustering algorithms can constrain the scheduling order
by introducing additional data dependency edges in the task graph, giving
the scheduling algorithm that follows task clustering an easier problem to
solve. One such algorithm is the DSC algorithm, explained in further detail
in Section 2.5.3.

2.5.1 TDS Algorithm

The TDS (Task Duplication based Scheduling) algorithm is a linear clustering
algorithm, with task replication [17] Linear clustering means that the algo-
rithm only assigns one predecessor of a node to the cluster containing the
node itself. Thus, the clusters form linear paths through the task graph. Due
to the linear clustering technique of the TDS algorithm, it needs to be fol-
lowed by a second scheduling or mapping phase that maps the assignments to
physical processors.

The first step in the TDS algorithm is to calculate the earliest starting time
(est) and the latest allowable starting time (last), and some other additional
parameters for each node is the task graph. Among these parameters is a
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favorite predecessor assignment for each node. The favorite predecessor is the
predecessor with the maximum ect (earliest completion time) value plus the
communication cost, defined in Equation 2.7.

The linear clustering is performed by following the favorite predecessors
(fpred) of the nodes backward up through the task graph, and assigning the
collected tasks among the traversed path to a processor.

When following predecessors up through the task graph, eventually a node
which has already been assigned to a processor will be considered. The TDS
algorithm will then check if the task is critical or not. A task is x is critical for
a predecessor task, y if Equation 2.14 is fulfilled. This constraint says that a
predecessor task y is critical to a task x if the effect of placing them onto two
different processors will invalidate the latest allowable starting time of task x
since the communication cost cx,y will have to be considered, increasing the
latest allowable starting time (last(x)).

last(x) − lact(y) < cx,y (2.14)

The TDS algorithm will only replicate tasks that are critical, keeping the
number of replicated tasks low. If the favorite predecessor has already been
assigned to a processor, and it is not critical, the algorithm will follow another
predecessor when traversing the task graph upwards.

The computational complexity of the TDS algorithm is O(n2) for a task
graph with n tasks. If a cost relationship between the execution costs of tasks
and the communication costs of edges is fulfilled the TDS algorithm produces
the optimal schedule on an unlimited number of processors. However, this
cost relationship is in practice only fulfilled for coarse grained task graphs.
This makes it less suitable to be used directly on the fine grained task graphs
produced by the automatic parallelization tool in this research.

2.5.2 The Internalization Algorithm

A task clustering algorithm called internalization is presented in [81]. The
internalization algorithm is a task clustering algorithm which traverses all the
edges of the task graph and checks if internalizing the two tasks associated with
an edge will cause an increase in the total parallel execution time. Internalizing
two task means assigning them to the same processor, i.e., putting them into
a common cluster. This also means that the communication cost between the
two tasks are zero.

The edges are first sorted in descending order of communication cost.
Hence, the most costly edge is considered first. The algorithm checks if the
parallel time decreases when the edge is internalized. If so, the clustering of
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the two nodes is performed, otherwise not. This step is followed by a recal-
culation of the parallel time, along with calculation of other task attributes,
after which the algorithm continues with the next iteration.

The complexity of the internalization algorithm is O(n2), for a task graph
containing n nodes.

2.5.3 The Dominant Sequence Clustering Algorithm

Another task clustering algorithm specially designed for a low time complexity
is the Dominant Sequence Clustering (DSC) algorithm [88]. Similar to the
internalization algorithm it starts by placing each node in its own cluster. It
subsequently traverses all nodes in a priority based manner, merging clusters
and zeroing the communication label of edges as long as the parallel time of
the task graph does not increase. Zeroing an edge means that the clusters
where the two nodes resides are merged, hence making the communication
cost of the edge reduced to zero, i.e., the same as internalization of two tasks
as described in Section 2.5.2 above.

The simplified version of the algorithm (DSCI)is given in Figure 2.6. The
first step is to calculate the blevel for each node. The blevel is the longest path
from the node to an exit node, i.e., a node with no successors. Similarly, the
tlevel is the longest path from a node to a top node, which is a node without
any predecessors. This calculation is performed for all entry nodes of the task
graph.

algorithm DSCI(G = (V, E, τ, c) : graph)
Calculate blevel for all nodes
Calculate tlevel for each node n where pred(n) = ∅
Assign each node to a cluster
UEG = V, EG = ∅
while UEG 6= ∅ do

nf = free node with highest priority from UEG

Merge nf with the cluster of one of its predecessor such that tlevel(nf )
decreases in a maximum degree. If tlevel(nf ) increases, do not perform the merge.
Update priority values for the successors of nf

UEG = UEG − {nf}
EG = EG + {nf}

end while

Figure 2.6. The simplified DSC algorithm, DSCI. UEG is the set of remaining
nodes and EG is the set of already completed nodes.

When the initial calculations have been performed, the main loop of the
algorithm can start. The first line of the loop identifies a free node with the
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highest priority.

A free node is a node for which all its predecessors already have been con-
sidered in earlier iterations, i.e n is free iff k ∈ EG, ∀k ∈ pred(n). This
terminology is the same as is used for list scheduling algorithms, see Sec-
tion 2.4.2.

The priority which is used for selecting a task in the first step of the loop
is defined in Equation 2.15.

PRIO(nf ) = tlevel(nf) + blevel(nf) (2.15)

Once a task node has been chosen, the clusters of the predecessors of the
node are considered for merging. The algorithm merges the cluster associated
with the chosen node, nf , with the cluster of the predecessor which will reduce
the parallel time to a maximum degree. The parallel time, PT is defined as:

PT = max
v∈V

PRIO(n) (2.16)

However, if the merge results in an increase of the parallel time, the merge
operation is aborted, leaving the cluster associated with nf as a unit cluster,
and the next iteration is performed.

The merging of two or more clusters means that all the nodes in each of the
clusters are put together into the same cluster. Additionally, when the merge is
performed, the edges between nodes in the same cluster are zeroed, i.e., their
communication cost become zero. The merge operation is also responsible
for adding pseudo edges such that each cluster has a determined schedule.
Figure 2.7 illustrates the addition of a pseudo edge. In order for the algorithm
to determine a schedule a pseudo dependency edge is added between task nodes
2 and 3, forcing the scheduler to schedule task 2 before task 3.

Finally, the algorithm terminates when all tasks have been examined, re-
sulting in a clustered task graph.

In [88] the initial version of the DSC algorithm is presented (also shown
in Figure 2.6) and weaknesses of that algorithm are identified, after which an
improved algorithm is designed. One weakness identified is that the initial
version of the DSC algorithm does not work well for join nodes. A join node is
a node with several incoming edges, i.e., several predecessors. The initial DSC
only clusters a join node with one of the predecessors. However, the optimal
solution could include merging several predecessors together with the node.

Also, the initial version was improved to consider partially free nodes as
being subject of selection when choosing nodes. A partially free node is a
node that has some of its predecessors considered, but not all. The reason for
considering these nodes is that if a partially free node that lies on the critical
path is not considered before other nodes, the non-critical path nodes could
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Figure 2.7. The addition of pseudo edges when performing a DSC-merge. By
adding an edge from task node 2 to task node 3 the schedule becomes evident:
Task 2 is executed before task 3.

be merged such that the critical path is not reduced to a maximum degree,
see [88] for details.

One drawback with the DSC algorithm is that the clusters formed by the
algorithm do not imply that the nodes can be merged in a strong meaning, i.e.,
merged such that all communication of the merged task is performed before
and after the computation of the merged task. By merging nodes we normally
mean that the execution parts of the nodes to be merged are accumulated into
one task, with the all of the communication taking place strictly before and
strictly after the execution of the accumulated task. The DSC algorithm does
not support this. Instead the communication of data between a task inside
a cluster to a task outside the cluster must be performed immediately after
the execution of the task residing in the cluster. The clustered task graph in
Figure 2.8, also found in [88] shows this problem. The data produced by node
1 needs to be sent immediately to node 3, which belongs to another cluster.

The reason for the merge problem being a potential a drawback is that for
task graphs with high granularity value, a real merge including communication
is required to cluster several messages together. For fine-grained task graphs,
the communication cost is dominated by the latency. Thus, by merging several
messages together large improvements can be made. Related work of task
merging is discussed in more detail in the next section.

2.6 Task Merging

Task merging is stronger in the way tasks are joined compared to task clus-
tering. When tasks are clustered, they are only determined to be executed on



2.6. TASK MERGING 43

1

2 3

4

5

6

7

1

6 1

1

2

1

1

3

2

0.5

4

1
2.5

2.5

Figure 2.8. A task graph clustered by the DSC algorithm

the same processor, which means that the communication cost between tasks
belonging to the same cluster are zero. However, the communication of mes-
sages between tasks of the cluster and other clusters is still performed at the
task level. As soon as each individual task has executed, it individually sends
the messages to each of its successor tasks.

Task merging, on the other hand, performs a complete merge of the tasks,
by joining the work performed by each individual task into a single work item
and composing the in-going messages to the tasks in the cluster into a single
message, and the outgoing messages into another single outgoing message.
Figure 2.9 shows how a merge is performed. The cluster of tasks is merged
into a new task graph that still is a DAG.

The merging strategy can only preserve the DAG properties of the task
graph if some constraints are put on which tasks that can be merged. Since
the task graph can not contain any cycles, merging of two nodes that introduce
a cycle is not allowed. For instance, task a and c in Figure 2.10 is not allowed
to be merged, since that will introduce a cycle in the resulting task graph.

2.6.1 The Grain Packing Algorithm

A combined scheduling and task merging technique called grain-packing is
presented in [31, 32]. The grain packing algorithm is designed to handle fine
grained task graphs, i.e., task graphs with high granularity. The grain-packing
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Figure 2.9. An example of task merging.

algorithm is a complete scheduling algorithm, i.e., it schedules a fine grained
task graph onto a fixed number of processors.

The algorithm is divided into four steps, as explained in [32]:

• Building a task graph
The first stage is to build a fine grained task graph. This approach in
[32] builds the task graph at the expression level, as is done in this thesis
work.

• Scheduling
The fine grained task graph is then scheduled using a scheduler for a
fixed number of processors. In [32] a scheduling algorithm called Dupli-
cation Scheduling Heuristic (DSH) is used. The DSH algorithm has a
complexity of O(n4), where n is the number of tasks.

• Grain-packing
After the scheduling algorithm has executed, a grain packing algorithm
analyzes the schedule and tries to merge tasks together in order to reduce
the parallel time. The grain-packing also includes task replication, i.e.,
replicating grains from other processors to further reduce execution time.
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Figure 2.10. Merging of two tasks (here task a and task b) that introduce a
cycle is not allowed.

• Code generation
Finally, code generation is performed based on the grains (merged tasks)
from the previous step.

The advantage of the grain-packing technique is that since the scheduling
algorithm works on the fine grained task graph, all possible kinds of parallelism
can be exploited. Thereafter, refinements of the schedule are performed, re-
sulting in a suitable grain size.

One disadvantage is that since the grain-packing is performed after schedul-
ing, the scheduling algorithm works on the large task graph which is only re-
duced after scheduling [32]. Therefore the quite computationally expensive
scheduling algorithm becomes the bottleneck of the scheduling problem. In
this thesis we propose to perform task merging prior to scheduling instead to
reduce the computational work of the scheduling algorithm.

2.6.2 A Task Merging Algorithm

In [7] a task merging algorithm is presented. The input to the algorithm is a
fine grained task graph, from which the algorithm produces a new task graph
which has a higher granularity value and fewer tasks. The complexity of the
task merging algorithm, or code partitioning algorithm which is the term used
in [7], is O(e · n3) for a task graph with n nodes and e edges.

The basic idea in the algorithm is to repeatedly choose a pair of tasks to
merge by using a heuristic. The parallel time, i.e., the length of the critical
path, is calculated provided the two tasks are merged. If the parallel time has
decreased since the last iteration, the merge is approved and the algorithm
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continues by choosing two new nodes using the heuristic. The heuristic is
based on a number of criterias. The most important criteria is that only
tasks connected by an edge will be subject to a merge operation. This is
obvious, since a merge of two tasks connected by an edge will not produce a
loss in parallelism in the resulting task graph, since the two tasks are already
sequential because of the edge.

Additional criterias are for instance if the edge connecting the two chosen
tasks belongs to the critical path of the task graph, or if the merge of the
edge connecting the two tasks introduces a cycle in the resulting task graph.
Introducing cycles can not be allowed. Therefore a merge of two tasks causing
a cycle can not be performed.

2.7 Conclusion

There is much related work in the literature on scheduling and clustering of
task graphs for multiprocessor architectures. When considering fine grained
task graphs with low granularity values (according to the definition of gran-
ularity given in Section 2.4.4), task clustering and task merging algorithms
are needed. Ordinary scheduling algorithms designed for coarse grained task
graphs does not work well for fine grained task graphs that are targeted in
this work. One such coarse grained approach, also targeting simulation code,
is described in [84].

Clustering and task merging algorithms often consist of several phases with
a normal scheduling algorithm as the final phase. Therefore, scheduling algo-
rithms combined with task clustering or task merging algorithms are needed
for scheduling a fine grained task graph for a multi processor architecture.

2.8 Summary

Automatic parallelization deals with the difficult task of trying to generate
parallel programs automatically from sequential computer programs. This is
performed by analyzing a sequential program and build a data dependency
graph of the program called a task graph. The task graph is given costs for
communication between tasks and execution costs of the tasks themselves.

Thereafter the multiprocessor scheduling problem deals with how to map
the task graph onto a parallel processor architecture by using several tech-
niques. First, a task clustering or task merging algorithm can be applied to
make the task graph more suitable and easier to schedule. In this phase the
number of processors is typically unlimited.
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The second phase is then to schedule the task graph onto a fixed number
of processors using any of the large number of scheduling algorithms presented
in the literature.

However, for fine grained task graphs most scheduling algorithms fail or
perform poorly. This is where this thesis work contributes by providing a
method of merging tasks and increasing the granularity in a task graph such
that after wards, any of the well-known scheduling algorithms can be used.
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Chapter 3

Modeling and Simulation

This chapter describes modeling of complex dynamic systems using equation
based languages such as Modelica and how these systems can be simulated.

3.1 The Modelica Modeling Language

This work uses powerful modeling and simulation technology for dynamic and
complex physical systems of several application domains. The best representa-
tive for this technology is the new modeling language Modelica [49], a modern
object oriented equation-based modeling language well suited for modeling of
large and complex physical systems using differential and algebraic equations
(DAEs).

3.1.1 A First Example

A trivial Modelica model with two variables and two ordinary differential equa-
tions (ODE) is given in Figure 3.1. The corresponding mathematical formu-
lation of the equations for this model is presented in Equation 3.1- 3.4.

ẋ(t) = 4y(t) − x(t) (3.1)

ẏ(t) = −2x(t) (3.2)

x(0) = 5.2 (3.3)

y(0) = 0 (3.4)

The variables are of the built-in type Real. The x variable has an optional
modification (start=5.2) of the start1 attribute, setting its initial value to 5.2

1Start values for variables in Modelica specify guesses for their initial values when the
simulation starts. Here this is at time=0, used to specify the initial conditions
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compared to the default value of 0 for Real variables. The y variable has its
start value set to zero. After the variable declarations, an equation section
follows, specifying the two equations of the model. The der operator specifies
the derivative of a variable.

The solution from a simulation of a Modelica model contains a number of
functions of time. For each variable, and each derivative, a sequence of values
for different time steps is returned from the execution of the simulation. These
variables can then be plotted, or processed in other ways. For instance, the
value curve of the x and y variable from simulating the ODE model for ten
seconds is plotted in Figure 3.2.model ODE

Real x(start=5.2);

Real y(start=0);equation
der(x)=4*y-x;

der(y)=-2*x;end ODE;

Figure 3.1. A small ODE example in Modelica.

3.1.2 Basic Features

The basic building block in the Modelica modeling language is the class. Ev-
erything in Modelica is a class or instance of a class. For example, the model
definition above is in fact a so called restricted class using the keyword model
instead of class. Restricted classes are classes with imposed restrictions. For
instance, the restricted class connector can not contain any equations and the
restricted class package can only contain other classes and constants. Classes
can be instantiated inside other classes, enabling an hierarchical modeling
methodology. The end user can build complex models by instantiating classes
to create objects inside user defined model definitions and connecting these
objects together.

For example, consider the class definition of TinyCircuit below. It con-
tains declarations of two instances, named R1 and G. Each instance is also given
a corresponding comment, which is used as documentation. Modelica has sup-
port for documentation as part of the language (the grammar) on several places
in the syntax, e.g. at instance declarations, equations, and enumerations, etc.model TinyCircuit
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Figure 3.2. The plot of the solution variable x and y after simulating for 10
seconds.

Resistor R1 "The resistance in the Circuit";

Ground G "The ground element (V=0)";end TinyCircuit;

The TinyCircuit model is far from a complete model, since we only cre-
ated two instances, but did not relate these to each other in any way. Each
instance is a variable which in turn can contain other variables and constants
(parameters), e.g. a resistor contains current and voltage variables and a re-
sistance R parameter. There is not yet any relation between the variables
of instance R1 and the variables of instance G. We therefore make a new at-
tempt at forming a simple circuit model, also using inheritance. A graphical
representation of this model is also shown in Figure 3.3.model TinyCircuit2extends TinyCircuit;equationonnet(R1.n,G.p);end TinyCircuit2;

This model inherits the instances (and equations) from the model TinyCircuit.
The next part of the model definition is an equation clause, where a connect
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Figure 3.3. The TinyCircuit2 model in a graphical representation.

equation creates coupling equations from the Resistor component R1 with
the Ground component G, by referencing their internal connector components
n and p respectively.

The connectors are instances of a restricted class called connector, which
together with the connect operator constitutes the connection mechanism for
Modelica components. Instances of connector classes constitute the interfaces
of a component, i.e., how it connects to the outer world. A connector instance
contains variables used for communicating with other components. For in-
stance, when building models of electrical components a connector class for
electrical properties is needed. The Modelica standard library (MSL) [48] con-
tains two connector classes for simple electrical components (one for positive
pins and one for negative pins). The positive pin class definition is:onnetor PositivePin

SIunits.Voltage v;flow SIunits.Current i;end PositivePin;

The electrical connector contains two variables, the voltage and the current.
When two or more connectors are connected using a connect equation, the
corresponding non-flow variables of the connectors are set equal. But if a



3.1. THE MODELICA MODELING LANGUAGE 53

connector variable is prefixed with the flow keyword, these connector variables
are instead summed to zero. Thus, the voltages are set equal and the currents
are summed to zero in electrical connections, corresponding to Kirchhoff’s
laws.

Since many simple electrical components have two pins, this information
is collected into a class called OnePort2, which is a base class for electrical
components with two pins:partial model OnePort

SIunits.Voltage v;

SIunits.Current i;

PositivePin p;

NegativePin n;equation
v = p.v - n.v;

0 = p.i + n.i;

i=p.i;end OnePort;

The partial keyword indicates that the model (class) is an abstract class,
i.e., does not have a complete set of equations and variables and therefore can
not be simulated by itself since only partial information is given. This can
be determined by looking at the variables (v, i, p.i, p.v, n.i, n.v) and
the equations. There are five variables but only three equations, which makes
the system unsolvable (no unique solution can be found). The OnePort model
contains two variables for keeping the ”state” of the electrical component, the
current through the component and the voltage drop over it. It also contains
two connectors, which are instances of connector classes, one for the positive
pin (p) and one for the negative pin (n).

The OnePort base class can be inherited by many electrical components,
for instance an inductor, defined in the Modelica Standard Library as:model Inductorextends OnePort;parameter SIunits.Inductance L=1;equation

2The term OnePort is used by specialists in the electrical modeling community to denote
components with two physical connection points. This term can be confusing since the
ordinary English language meaning of port is as a kind of communication or interaction
point, and OnePort electrical components obviously have two ports or interaction points.
However, this contradiction might be partially resolved by regarding OnePort as a structured
port containing two subports corresponding to the two pins.
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L*der(i)=v;end Inductor;

or Resistor, defined as:model Resistorextends OnePort;parameter SIunits.Resistance R=1;equation
v=R*i;end Resistor;

Once the basic electrical components have been described, which already
are provided in the Modelica Standard Library, most basic electrical circuits
can easily be modeled. For instance, the simple electrical circuit in Figure 3.4
has the following Modelica definition:model DAECircuit

Resistor R1(R=100);

Resistor R2(R=470);

Capacitor C1(C=0.0001);

Inductor L1(L=0.001);

Ground Ground;

SineVoltage V(freqHz=50,V=240);equationonnet(V.p, R1.n);onnet(R1.n, C1.n);onnet(C1.p, R2.n);onnet(R2.n, Ground.p);onnet(L1.p, Ground.p);onnet(L1.n, R1.p);onnet(L1.n, R2.p);onnet(V.n, Ground.p);end DAECircuit;

This model constitutes a complete Modelica model in the sense that it has
as many variables as equations and can therefore be simulated.

Arrays

Modelica also has support for multidimensional arrays. It is for example pos-
sible to declare an array of ten Real numbers as follows:
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Figure 3.4. An electrical circuit resulting in a DAE problem.model Array1

Real[10] x=fill(0,10);end Array1;

The fill function is a built-in function, here used to create an array of
size 10 containing zeros.

However Modelica allows dimensionality on all components, not just the
built-in types. It is therefore possible to make arrays of components and
connect these together using a for equation. First, if we consider a model with
5 connected resistors that inherits a OnePort, giving the model two electrical
connector instances, p and n, as shown graphically in Figure 3.5, it can be
written as:model FiveSerialResistorsextends OnePort;

Resistor r1,r2,r3,r4,r5;equationonnet(p, R1.p)onnet(r1.p, r2.n);onnet(r2.p, r3.n);onnet(r3.p, r4.n);
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Figure 3.5. An electrical circuit resulting in a DAE problem.

By instead making an array of components and write a for equation that
expands into corresponding connect equations a more flexible model with
varying number of resistors is achieved:model SerialResistorsextends OnePort;

Resistor Rx[n](eah R=1);parameter Integer n=10;equationfor i in 2:n-1 looponnet(Rx[i].p, Rx[i+1].n)end for;onnet(Rx[1].p, p);onnet(Rx[n].n, n)end SerialResistors;

The third line on the model above has an array of Resistor instances of
size n, which is a parameter to the model, defined one line 4. This example
shows that it is possible to use a variable before it is declared in Modelica.
The Resistor declaration on line 3 has a modifier (eah R=1). A modifier
in Modelica can be a simple change of value on e.g. a parameter, or it can be
more powerful constructs, such as changing a local class definition or changing
the type of a declaration. In the modifier to the array of components (each
R=1) the each keyword is used to give each component element of the array the
modifier R=1. The equation section consist of a for loop that loops trough all
interleaving connections making a connection between each subsequent pair of
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components. The two ends of the chain of components is finally connected to
the interface of the component (n and p).

Creating arrays of components in Modelica is a powerful modeling tech-
nique for describing discretized one-dimensional PDEs (Partial Differential
Equations) using Modelica by making a discretization of the PDE into an
ODE/DAE in its length dimension. This can be used in several different mod-
eling domains, like for instance heat transfer, thermo-fluid and mechanical
domains. This modeling capability is important in the context of this thesis,
since it often leads to substantial opportunities for parallelization. The mod-
eling technique can also be used for two- and even three dimensional PDEs
that are discretized and translated into ODE/DAEs.

Functions

Functions are a fundamental part of the Modelica language. A Modelica func-
tion has a similar syntax as a class with input and output formal parameters
and a function body starting with the algorithm keyword. A Modelica func-
tion can not contain equations and is side-effect free,i.e., a function is always
produces the same outputs given the same input argument values. This prop-
erty is important when performing equation optimizations later on, to be able
to move the function call around when sorting equations, etc.

A Modelica function typically looks like this:funtion scalarProdinput Real u[:];input Real v[size(u,1)];output Real res;proteted
Integer i;algorithm
res:=0;for i in 1:size(u) loop
res:=res+u[i]*v[i];end for;end scalarProd;

This function, performing a scalar product between two vectors, takes two
vectors (u and v) of the same size as input. The size of the first vector u is
arbitrary (using ’:’ for any size), but the second input parameter has the same
size as the first one. This function only gives one parameter as output value
of the function, even though Modelica allows several output parameters. The
function also has a local variable, defined in a protected section. The function



58 CHAPTER 3. MODELING AND SIMULATION

body is defined in an algorithm section. Here it consists of two statements,
one assignment and a loop, which itself includes (the accumulative) statement
of calculating the scalar product.

Modelica functions is a necessity for modeling in a convenient way. They
can be used for table lookup, interpolation of measured data, linear algebra
calculations, conversion functions, etc.

It is also possible to have external functions in Modelica. The current
specification allows interfacing with Fortran77 and C. To declare an exter-
nal function in Modelica the external clause is used, instead of the usual
algorithm section:funtion dgesv "Solve real system of linear equations "+

"A*X=B with a B matrix"input Real A[:, size(A, 1)];input Real B[size(A, 1), :];output Real X[size(A, 1), size(B,2)]=B;output Integer info;proteted
Real Awork[size(A, 1), size(A, 1)]=A;

Integer ipiv[size(A, 1)];external "FORTRAN 77" dgesv(size(A,1), size(B,2), Awork,

size(A,1), ipiv, X,

size(A,1), info);end dgesv;

This function declares the dgesv external function from the LAPACK li-
brary, which solves a system of linear equations on the form A*X=B for a matrix
B.

Since Modelica functions are part of almost all models, they are important
in the automatic parallelization tool as well.

3.1.3 Advanced Features for Model Re-Use

To enhance the component based modeling approach and to attract end users
to re-use already developed classes, the Modelica language has several features
for allowing reuse of classes.

• Inheritance
A class can inherit equations and variables from a base class. Local
classes are also inherited, making them accessible from the scope of the
subclass.
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• Redeclarations
The type of an instance can be replaced by a new type using redeclara-
tions. A redeclaration in a class can ,by using a redeclare modifier, be
replaced by a new declaration with the same name. This is illustrated
in the circuit example below.

Redeclaration allows for later usages of a class to reuse the structure but
replacing the type of the component. This is useful to increase the re-use
by allowing to replace a component with a compatible (subtype of) one.
For instance, by declaring a resistor component in a small circuit replace-
able it can later on be redeclared to have the type TemperatureResistor
which then is a refinement of the Resistor model giving a more accurate
model. Thus, redeclarations is one way of controlling the level of detail
of the model.

• Modifications
A class or an instance of a class can be modified using a list of mod-
ifications, changing e.g. parameter values, constants, variables or even
local classes in that class (see redeclarations above). However, the most
common modification is to change a parameter constant value, like for
example the inductance(L) of an electrical inductor.

Below these three language constructs are presented. The first two classes
illustrated the inheritance mechanism using the extends construct. Both in-
stances and equations are inherited in Modelica.reord ColorData

Real red;

Real blue;

Real green;end ColorData;lass Colorextends ColorData; // Standard Inheritanceequation
red + blue + green = 1;end Color;lass SmallCircuit

replaceable Resistor R1;end SmallCircuit;lass circuit // Redelaration
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MiniCircuit tempcircuit1(redelare TempResistor R1);end circuit;lass SmallCircuit2

Resistor R1(R=3); // Instantiation with modificationend C;

The next two classes show how redeclarations of variables are done. The
circuit model redeclares the Resistor R1 component in the tempcircuit in-
stance using a redeclare modifier. The last class in the example shows a
standard parameter modification in Modelica, replacing the default for R by
R=3, which is the most common usage of modifiers.

3.2 Modelica Compilation

The Modelica compilation process performed by a Modelica compiler basically
consists of two parts, compiling to flat equation form followed by compilation
and optimization of the equations. The first part translates the Modelica
model code from its textual form to a set of equations and variables. The
second stage performs transformations and optimizations on these equations to
finally produce efficient code for simulation of the Modelica model. Figure 3.6
presents the different stages of a Modelica compilation.

3.2.1 Compiling to Flat Form

When the model has been described as Modelica source code it can be fed
to a Modelica compiler. The Modelica compiler performs type checking, in-
heritance, instantiation, etc., breaking down the hierarchical object-oriented
structure into a flat Modelica class. The flat model contains all variables de-
fined in the model such as state variables, parameters, constants, auxiliary
variables, etc., along with all equations of the model. These equations con-
stitute the complete set of equations from all components and their subcom-
ponents, along with equations generated from all the connect equations. The
complete set of equations is either a system of Ordinary Differential Equations
(ODE) or a system of Differential Algebraic Equations (DAE), depending on
the model structure.

An ODE system on explicit form can be expressed as:

Ẋ = f(X, t) (3.5)

where X is the vector of all state variables. A DAE system on implicit form
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Figure 3.6. Compilation stages from Modelica code to simulation.

is expressed as follows:
g(Ẋ, X, Y, t) = 0
h(X, Y ) = 0

(3.6)

where

• X is the vector of state variables

• Ẋ is the vector of derivatives of the state variables

• Y is the vector of algebraic variables

• t is the time variable

When the DAE system is on an implicit form the equation system first has to
be converted to explicit form by solving for the derivatives and the algebraic
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variables, if it is going to be numerically solved by an ODE solver. Alter-
natively, the DAE system can be solved directly by a DAE solver such as
DASSL.

For example, the equations generated from flattening the DAECircuitmodel
are shown in Figure 3.7. Equation 1-4 originates from the Resistor instance
R1, 5-8 from R2, etc. Equation 23-25 are generated from the two connect equa-
tions connecting C1, R1 and V together. The number of equations from the
DAECircuit are 33, resulting in a differential algebraic system of equations,
corresponding to Equation 3.6.

As just mentioned, a DAE system can also be solved by a DAE solver.
In that case the model equations are often given on their residual form (i.e.,
as functions f and g in Equation 3.6 above. The DAE solver then internally
solves all variables for one iteration. In this case, it can also have use for the
Jacobian of the model equations as mentioned in Chapter 1.

3.2.2 Compilation of Equations

After the flattening phase of Modelica compilation, several optimizations on
the resulting set of equations can be performed. By reducing the number of
equations (and variables) in the problem, the execution time of the simulation
will be reduced. Modelica compilers generating efficient code, e.g. OpenMod-
elica [6] or Dymola [19], will perform several equation oriented optimizations,
like reduction of the size of the equation system by removing algebraic equa-
tions, sorting of the equations¸ as well as using other techniques to reduce
sizes of equation systems. Some of these different techniques are explained in
briefly below.

Simplification of Algebraic Equations

Simplification of algebraic equations involves removing simple equations like
a = b, where the variable b can be removed from the equation system and
all references to it can be replaced by a. These variables are algebraic vari-
ables and most of these simple equations are generated from connect equa-
tions. Therefore they are quite many in the flat set of equations in a Modelica
model, due to the object oriented way of modeling. Thus the size of the equa-
tion system can normally be substantially reduced by eliminating these simple
equations.

The equations used for simplifications can also have a more complicated
structure, like for instance a = −b or a = 1/b. Many of the variables computed
from those equations are not interesting to store in the simulation result either,
making them completely redundant to calculate.
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No. Equation Origin

1 R1.v = R1.p.v − R1.n.v OnePort
2 0 = R1.p.i + R1.n.i OnePort
3 R1.i = R1.p.i OnePort
4 R1.R ∗ R1.i = R1.v Resistor
5 R2.v = R2.p.v − R2.n.v OnePort
6 0 = R2.p.i + R2.n.i OnePort
7 R2.i = R2.p.i OnePort
8 R2.R ∗ R2.i = R2.v Resistor
9 C1.v = C1.p.v − C1.n.v OnePort
10 0 = C1.p.i + C1.n.i OnePort
11 C1.i = C1.p.i OnePort
12 C1.i = C1.C ∗ der(C1.v) Capacitor
13 I1.v = I1.p.v − I1.n.v OnePort
14 0 = I1.p.i + I1.n.i OnePort
15 I1.i = I1.p.i OnePort
16 I1.L ∗ der(I1.i) = I1.v Inductor
17 Ground.p.v = 0 Ground
18 V.v = V.p.v − V.n.v OnePort
19 0 = V.p.i + V.n.i OnePort
20 V.i = V.p.i OnePort
21 V.src.outPort.signal 1 = V.src.p offset 1

+(iftime < V.src.p startT ime 1then0else

V.src.p amplitude 1 ∗ sin(2 ∗ V.src.pi

∗V.src.p freqHz 1 ∗ (time − V.src.p startT ime 1)
+V.src.p phase 1)) SineVoltage

22 V.v = V.src.outPort.signal 1 SineVoltage
23 C1.n.i + R1.n.i + V.p.i = 0 Connect
24 R1.n.v = C1.n.v Connect
25 V.p.v = C1.n.v Connect
26 C1.p.i + Ground.p.i + I1.p.i + R2.n.i + V.n.i = 0 Connect
27 Ground.p.v = C1.p.v Connect
28 I1.p.v = C1.p.v Connect
29 R2.n.v = C1.p.v Connect
30 V.n.v = C1.p.v Connect
31 I1.n.i + R1.p.i + R2.p.i = 0 Connect
32 R1.p.v = I1.n.v Connect
33 R2.p.v = I1.n.v Connect

Figure 3.7. The complete set of equations generated from the DAECircuit

model.

BLT Transformation

The BLT transformation is a sorting technique to transform a system of equa-
tions into Block Lower Triangular form, which will identify blocks of inter-
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dependent equations that form simultaneous subsystems of equations. This
technique will (together with the index reduction technique discussed later in
this chapter) transform a DAE system into an explicit ODE part that calcu-
lates the derivatives and an algebraic part that calculates algebraic variables.

This BLT sorting is done on a bipartite graph representation of all equa-
tions and variables by identifying strongly connected components in that graph.
A bipartite graph is a graph that has two kinds/sets of nodes (vertices) and
edges only going from a node in the first set to nodes of the second set. The
vertices of the bipartite graph in the BLT sorting are of two types: equation
vertices and variable vertices. The edges, which are connecting two vertices of
different types, connect variables to equations. Each variable in an equation
is connected to its equation node. As an example, we will consider a small
Modelica model, BLTExample below:model BLTExample

Real s1,s2;

Real x,y;equation
der(s1) = s2*s1;

der(s2) = s1+x;

x = 5 + y;

y = time;end BLTExample;

When performing the BLT sorting it is important to distinguish between
what is considered to be known and what is solved for. The sought variables
are the derivatives of the state variables and the algebraic variables, whereas
the state variables themselves are assumed to be known (their initial values
are known from initial conditions and their values at the next time step can
be computed by the solver from the current value and the derivative) and so
are parameters and constants and the built-in variable time.

Therefore, the bipartite graph representation of the equations from the
model BLTExample becomes as presented in Figure 3.8. The first equation
contains the unknown variables der(s1) since both s1 and s2 are known
(they are both states). Therefore there is only one edge connecting equation
node 1 with the variable node of der(s1). The second equation has two
connecting edges, one to der(s2) and the other to x. The later is present
since x is an algebraic variable, it has no derivative operator among the set
of equations. The third variable only contains the variable y which is also an
algebraic variable, whereas the time variable is considered known.

The result from the BLT algorithm applied to the equations in the BLTExample
model becomes in the form of assignments:
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der(s1)

x

der(s2)

y

eqn2

eqn1

eqn3

eqn4

Figure 3.8. The bipartite graph representation of the equations in the
BLTgraphfig example.

der(s1) := s2*s1;

y := time;

x := 5+y;

der(s2) := s1+x;

The BLT transformation gives a unique representation of the total system
of equations as a number of subsystems of equations [29], where some of the
subsystems can be solved analytically while others constitute systems of equa-
tions that in some cases can be solved analytically and in other cases need to
be solved using numerical solvers.

The BLT algorithm is also responsible of solving the causality problem
of Modelica models by sorting the obtained subsystems of equations in data
dependency order. Due to the a-causal modeling capability of Modelica, this
step is needed. Other languages which only have causal modeling capabilities,
i.e., all equations are already written on assignment form, do not need to
perform BLT transformation on their equations.

Index Reduction

Index reduction is a technique to reduce the index of a system of equations [57].
The index of a DAE corresponds to the maximum number of times an equa-
tion has to be differentiated such that the DAE can be written on explicit
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form in the DAE system, which is referred to as the underlying ODE. Some
numerical solvers can handle equation systems of index one or two. However,
if the equation system has an index higher than what the chosen numerical
differential solver can handle, the index needs to be reduced. For instance,
models of mechanical systems typically are index 3 problems. Also if a uni-
form simulation code where solvers can be switched without recompilation is
preferred, the index of the equation system must be reduced to zero, such that
simple ODE solvers can be used. There are also other reasons for reducing the
index, explained in Section 3.2.3 below.

As an example of the index reduction technique, lets consider a model of a
pendulum of length L with a mass m in a gravitational field g parallel to the
y axis, see Figure 3.9. If we use a Cartesian coordinate system, with variables
x and y, we get the following equations.

mẍ = −xF/L (3.7)

mÿ = −yF/L − mg (3.8)

x2 + y2 = L2 (3.9)

x

m

F

L

g
y

Figure 3.9. A pendulum with mass m and length L

Equations 3.7 and 3.8 constitute the Newtons law for the body with mass
m, where F is the force along the pendulums direction. Equation 3.9 gives the
constraint on the length of the pendulum.

This system of three equations with three unknowns (x, y and F ) is a higher
index problem, since in order to solve it we need to differentiate Equation 3.9.
By differentiating it once we get the equation

x ẋ + ẋ x + y ẏ + ẏ y = 0 (3.10)
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which still is not solvable together with the equations 3.7 and 3.8, using an
ODE solver. However, if we differentiate it once more (after simplification) we
get

x ẍ + ẋ ẋ + y ÿ + ẏ ẏ = 0 (3.11)

This equation together with equations 3.7 and 3.8 is a solvable system using
an ODE or DAE solver.

The index reduction algorithm is an integrated part of the BLT sorting
algorithm. Thus differentiation of equations can be performed while producing
the BLT sorting.

Related to the index reduction algorithm is the dummy derivatives method [].
When two or more state variables are present in an equation forming an al-
gebraic constraint of the states, and this equation needs to be differentiated,
the original algebraic constraint of the states is lost since we now have the dif-
ferentiated version of the equation. This imposes a problem for the numerical
solvers and the phenomenon of drift can occur. For instance, considering a
simple electrical circuit with two capacitors in parallel will form an equation
system where the two voltage drops over the respective capacitor (u1, u2 forms
an algebraic constraint over the states (u1 = u2), see Figure 3.10. The index
reduction algorithm will then replace this equation with the differentiated one
((̇u1) = (̇u2)). The numerical solution to this problem will then not constrain
the two states u1 and u2 to be identical and the two states can drift apart.

The dummy derivatives method will in our circuit example choose one of
the derivatives, e.g. der(u1) as a dummy derivative and transform it into an
algebraic variable. Note that this will also change the state variable u1 to an
algebraic variable. As a result, the constraint equation is no longer an algebraic
constraint between two states, since one of the states has been transformed
into an algebraic variable.

Tearing of Equation Systems

Tearing of equation systems is a technique for optimizing the performance
of solving equation systems [22]. The tearing technique breaks a system of
simultaneous equations into two or more subsystems by inserting a new dummy
variable (or several dummy variables) v new that is assigned to the old value of
a selected variable v, which is the variable used to break the equation system as
a whole. By instead using the new variable in place of the old for the remaining
equations of the system, constituting the second part, the complete system
is torn apart. The main advantage is that solving the two parts separately
and iterate until a stable solution is found can be less computational work
compared to solving the complete equation system. Figure 3.11 illustrates
how two subsystems are torn apart using a tearing variable, v.
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Figure 3.10. Two capacitors in series form an algebraic constraint between
states.

v

v
subsystem 2

subsystem 1

Figure 3.11. The tearing technique applied to a system of equations to break
it apart in two subsystems.
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However, an alternative to the tearing technique could instead be to use
parallel solving techniques for the numerical solution of these equation sys-
tems. There exist both parallel implementations of numerical solvers for linear
systems of equations and for non-linear systems of equations. Which of this
method to use depends on the size of the equation system and on the efficiency
of the parallel implementation of the linear systems solver.

Mixed Mode Integration

Mixed mode integration is a method for breaking apart an equation system
and using several numeric solvers together instead of one [72]. For the fast
dynamics of the equation system, i.e., the equations that are stiff, an implicit
solver is used. A stiff equation system is a system containing both fast mov-
ing dynamics as well as slow dynamics, making the equation system much
harder to solve numerically, thus smaller step-size and more computationally
demanding solvers need to be used. For the slow states of the system, a more
efficient explicit solver can be used, with longer step sizes because of the slow
dynamics. When using an implicit solver, a non-linear equation system has to
be solved in each time step, which is time consuming. However, by only using
an implicit solver on the parts that really need it, i.e., on the stiff parts of the
system, the non-linear equation system is reduced in size, and a speedup is
achieved. This method also has a potential for revealing more parallelism in
the code since the parts that are broken apart will become more independent
of each other.

Inline Integration

Inline Integration is an optimization method that inserts an inline expansion
of the numerical solver into the equation system parts [21]. By doing so,
and again performing BLT transformations, etc., a substantial speedup in
simulation time can be achieved. As an example, consider a simple equation:

der(x) = −x + y; (3.12)

If we use the backward difference formula of order one, we get:

xt+1 = xt + h ∗ (−xt + yt) (3.13)

This equation is added to the equation system as an algebraic variable, i.e., x
is no longer a state variable in the new DAE system.

The inline integration method has successfully been combined with mixed
mode integration to further reduce simulation time [72]. There are cases when
inline integration does not work well. For instance, for stiff systems where
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small step sizes and/or more robust solvers are required, the inline integration
method does not always work.

3.2.3 Code Generation

When all desired optimizations have been performed on the system of equa-
tions, code is finally generated. The generated code corresponds to the cal-
culation of the right hand side of Equation 3.5, i.e., the calculation of f . For
the DAE case, i.e., equations on the form as given in Equation 3.6, the sub-
systems of equations that are on explicit form are generated in the same way
as for the ODE case, with assignment statements of arithmetic expressions
to variables. But for the subsystems of equations which are on implicit form
this does not work. Instead, code that solves the subsystems numerically is
generated and/or linked with a numerical solver.

In order to freely choose between different solvers, ranging from ODE
solvers like explicit or implicit Euler to advanced multi-step solvers like DASSL,
code for calculating the underlying ODE is generated. This means that the
simulation code will contain a function in e.g. C or Fortran for calculating
the derivatives given the state variables and algebraic variables. As explained
above, this function is not always purely ”mathematical” and can contain sub-
systems of equations that are solved using numerical solving techniques. The
index of the model equations have also been reduced to zero such that an ODE
solver can be used. This means that the capabilities in more advanced solvers
like DASSL of solving e.g. index one problems is not used to its full extent.
However, the advantage of reducing the index to fully exploit the choice of
numerical solver is often more important. But it is even more important for
other reasons.

For hardware in the loop real time simulations it is of uttermost importance
to be able to use a simple fixed step ODE solver. In real time simulations
the solver must be able to calculate new values for the states within a fixed
deadline. Therefore, a fixed step size solver must be used, since multi-step
solver often can not guarantee a deadline of the calculations of the states. By
reducing the index in combination with other equation optimization techniques
such as tearing and inline integration, etc., the performance of the simulation
code also increases. This makes the approach more advantageous for hardware-
in-the-loop real time simulations.

3.3 Simulation

As already mentioned, the simulation process for Modelica models, based on
a DAE formalism, involves numerical solution of differential-algebraic equa-
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tions. Even though certain simple differential equations could be solved sym-
bolically, such simple equations seldom occur in real applications. Therefore,
a generic method using numerical solvers for differential equation solution is
used. There exist many different solvers for numerical solution of differential-
algebraic equations, ranging from the simple explicit Euler to advanced solvers
having features like variable step size, etc.

The explicit Euler method for the numerical solution to an initial value
problem calculates time varying variables at time t + h by using the variable
values and their derivatives at time t. The time increment h is called the
step size, see Figure 3.12. The explicit Euler uses the Equation 3.5 directly
to calculate the values at the next time step. Equation 3.5 is presented again
below for convenience for the reader.

Ẋ = f(X, t) (3.14)

x[t + h]

t t + h

x[t]

Figure 3.12. Solution of differential equation using explicit Euler.

Below follows pseudo code for the explicit Euler method. The simulation
time is incremented by the fixed step value h until the stop time of the simu-
lation is reached:

for ( t = start ; t <= stop; t += h) {

X[t+h] = X[t] + h*f(X,t);

}

The implicit Euler approach instead calculates the next step by an equa-
tion which involves solving a linear equation for Xt+1, i.e., the function call f
contains time t + 1.

Numerical solvers can take the value of the state variables at several points
in time as input to the numerical solution. If there are more than one point
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in the solution scheme, the numerical solver is called a multi-step solver, i.e.,
at each calculation it take values from several earlier steps into consideration.

Numerical solvers have different stability criteria and different error esti-
mates, depending on their approximation scheme. For example, the simple
explicit Euler method is not very stable and has an error estimate of O(h).

Figure 3.13 presents some of the most common solvers, including error
estimates.

Solver Approximation Error
Explicit Euler xn+1 = xn + hf(ẋn, xn, t) O(h)
Implicit Euler xn+1 = xn + hf( ˙xn+1, xn+1, t) O(h2)
Runge Kutta xn+1 = xn + 1

6 (k1 + 2k2 + 2k3 + k4, t) O(h4)
k1 = hf(ẋn, xn, t)

k2 = hf(ẋn + k1

2 , xn + h
2 , t)

k3 = hf(ẋn + k2

2 , xn + h
2 , t)

k4 = hf(ẋn + k3, xn + h, t)
DASSL (Uses Backward Difference Formula, BDF) -

Figure 3.13. A few common numerical solvers for differential equations.

3.4 Simulation Result

The simulation results in a number of functions of time, each function being
represented by a data set, i.e., its value at a number of points. These functions
represent the numerical solution to the (time varying) variables of the simu-
lation model. These sets are typically used for analysis of the model, by for
instance visualization like 2D or 3D plots, or perhaps by filtering or processing
the data by e.g. Fourier analysis, low pass filtering, etc.

For large simulation models the amount of data generated by the simu-
lation can be huge. Storing all simulation data from the models might not
be possible or even needed. The Modelica compiler will limit the number of
needed variables by performing alias analysis to detect which variables are
equal. Furthermore, it can also be sufficient to only store the state variables
and their derivatives from a simulation to reduce the number of variables in the
simulation result. However,the size of the simulation results might still be a
problem. For such occasions, lossless compression techniques can be employed
to compact the simulation result to a manageable size [23]. This is especially
important in the context of automatic parallelization of large models.
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3.5 Summary

Modeling and simulation has been used for decades to gain a better under-
standing of physical systems by building mathematical models of these systems
and then performing simulations on these models. New modeling languages
such as Modelica advances the modeling capabilities by introduction of object
orientation, a-casual modeling, efficient compilation techniques and fast simu-
lation. This expands the modeling and simulation area and opens up for new
kinds of modeling needs, such as full system simulations.

The Modelica modeling language enables a modeler to graphically com-
pose highly complex models by composition of predefined components defined
in standard libraries, or to write or components as a library developer. In ei-
ther case, the language uses object oriented features such as inheritance, class
parameterization and object instantiation to enable component reuse to speed
up the modeling process. Thus, the modeling process is substantially faster in
a language such as Modelica, since a modeler does not need to write all model
code from scratch.

Once the model is finished, the process of performing simulations and val-
idating the model starts. From the Modelica code a flat set of equations
is generated. These equations are translated into efficient C code which is
connected to a numerical solver for differential equations. This code is then
executed to perform the simulation of the model. After that follows the pro-
cess of analyzing the data from the simulations, perhaps using visualizations
such as 2 dimensional plots or 3D animations.

Most of this chapter relates to this research work. The Modelica lan-
guage is itself extending modeling and simulation to areas such as full system
simulation, where a complete system is simulated, often consisting of several
modeling domains such as e.g. electrical, mechanical and thermal. Due to the
large size of such full system models it is is especially relevant to achieve faster
simulations.

Many of the presented equation optimization techniques also help in speed-
ing up the execution of simulations and some of the techniques, such as inline-
integration, tearing, and in fact also the basic BLT sorting help us to identify
and increase the amount of parallelism the resulting simulation code.
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Chapter 4

DAGS - a Task Graph

Scheduling Tool in

Mathematica

This chapter present DAGS, a task graph package for the computer algebra
and programming language Mathematica [86]. This tool has been used as an
experimental framework for investigating scheduling, clustering and task merg-
ing algorithms. Through this thesis work, several prototypes have been made.
After the first prototype tool, DSBPart, presented in detail in chapter 5, the
implementation of the DAGS tool started. Later on, the prototypes imple-
mented in the DAGS tool was implemented in OpenModelica in the ModPar
tool, which is presented in chapter 6. The major reason for presenting this
prototype in this chapter is that several implementation details that also affect
the ModPar tool is presented in this chapter.

4.1 Introduction

Throughout this thesis work there has been a need for experimentation on
scheduling and clustering algorithms on task graphs. Therefore an experi-
mental framework where such algorithms could be implemented in a fast and
efficient manner was desired. For this purpose the computer algebra system
Mathematica, which also is a very excellent functional programming language
was used. Mathematica provides an interactive and incremental functional
programming environment which enables fast prototyping of algorithms like
scheduling and clustering algorithms for task graphs, much like what is pro-
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vided in other programming environments for functional languages such as lisp
or Haskell [].

The user interface in Mathematica is a hierarchical structured document
called notebook consisting of cells, where program code can be mixed with
text and graphics. Cells can be evaluated which means that the program code
in the cell is sent to the computational kernel in Mathematica for evaluation,
like issuing a command in any shell based computational tool (like Matlab or
Maple). The mixture of program code, text and graphics in a notebook makes
Mathematica a very powerful literate programming environment. Figure 4.1
shows the Mathematica notebook containing the program code and examples
for the DAGS package. The figure shows a test section of the document for
the implementation of the TDS [17] algorithm in the framework. The first
program code cell in the Testing section calls the function BuildDag which
takes a list of edges. Each edge is represented as a list of two task identifiers.
The second cell evaluates and returns the variable Nodes to verify that the
BuildDag function succeeded and built the task graph with in this case ten
nodes, 1 to 10.

Then follows two cells for setting up the execution cost and communication
cost for the TDS algorithm, and after that the TDS algorithm is called.

The final cell shows which processors each task is assigned to using the
function TDSAlloc.

4.2 Graph Representation

There already exist a graph package in Mathematica called Combinatorica [62]
that allows several different graph representations such as adjacency list and
incidence matrices. For our purposes an adjacency list representation would be
preferable especially for task merging algorithms, see Chapter 7. The reason
for this is that when having to delete and add edges and nodes the adjacency
list representation of a graph is best suited.

However, the Combinatorica package uses a standard Mathematica list
for each adjacency list and such list must be copied every time an element
is added, which makes this implementation quite expensive for large graphs.
Therefore there was a need for a more efficient implementation using linked
lists in Mathematica.

Below are some Mathematica code for linked lists and standard lists (rep-
resented as arrays in Mathematica). First a standard Mathematica list:

lst={1,2,3,4};
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Figure 4.1. The Mathematica notebook for the DAGs package.
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If we want to add an element to the list we use Append which copies the entire
list:

lst2=Append[lst,5];

As an alternative we can use linked lists, first creating an empty list.

lst={};

and adding an element by:

lst={1,lst};

Lets add one more and then traverse the list to extract the elements using the
built in function Flatten:

lst={2,lst};

elts=Flatten[lst];

elts will then have the value

{1,2}

We have implemented a graph representation using linked lists as adja-
cency lists and giving each vertex of the graph a unique integer as identifier.
Attributes of the graph as set by defining functions on these identifiers. For
instance, to set the execution cost of task 1 to 4.5 we evaluate:

ExecCost[1]=4.5;

giving the function ExecCost a value for task 1. The advantage of using
functions as attributes is that it is efficient to retrieve the values later on in
Mathematica and that we can easily issue default values. For instance, if we
would like to set all execution costs of all nodes in the graph to one we can
evaluate:

ExecCost[_]=1;

The underscore here means that any argument to the function will be matched,
thus always returning cost one. However, the function definition for argument 1
is still valid, returning the cost 4.5 for task 1. This is achieved by Mathematica
having overloading of functions. A function can thus have several definitions,
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and when evaluating a function call in Mathematica the function with the
most specific matching pattern will be used. Thus, for our execution cost
example above if the execution cost for the Integer value 1 (i.e., task 1 of the
task graph) is evaluated the result will be the first function definition which
has the most specific pattern that matches.

4.3 Implementation

The implementation consist of several parts, the graph primitives, scheduling
algorithms, clustering algorithms and the task merging algorithm presented in
Chapter 7.

4.3.1 Graph Primitives

The implementation contains the graph representation itself, along with prim-
itives for retrieving information about the graph. Table 4.2 gives a list of these
primitives.

Name Description

AddEdge[{a,b}] Add an edge from node a to nodeb
AllEdges[] Return a list of all edges
BuildDag[lst] Builds a new graph given a list of edges
Children[node] Return a list of all immediate successors of

node
ClearDag[] Clears the graph definition removing all edges

and nodes
EdgeQ[{a,b}] Returns True if edge exists, otherwise False

Nodes Contains a list of all nodes of the graph
Parents[node] Return a list of all immediate predecessors of

node
RemoveEdge[{a,b}] Remove edge from graph

Figure 4.2. Graph primitives in the DAGs package.

4.3.2 Scheduling Algorithms

In the DAGs package we have implemented several scheduling algorithms,
such as the TDS algorithm and the ERT algorithm. For the ERT algorithm
we also made a simple Gannt chart layout of the schedule, see Figure 4.3.



80
CHAPTER 4. DAGS - A TASK GRAPH SCHEDULING TOOL IN

MATHEMATICA

T1 T2 T3 T5 T9 T10

T4 T6 T8

T7

Figure 4.3. DAGs notebook showing a Gannt schedule from the ERT algo-
rithm.

Such graphical objects can easily be created in Mathematica by using a set of
predefined graphical objects, such as lines, circles and polygons.

4.3.3 Clustering Algorithms

The DAGs package also includes an implementation of the Dominant Sequence
Clustering (DSC) algorithm, see Section 2.5.3. 1 The implementation contains
both the simplified version of the DSC algorithm, which is called using the
function DSCI, and the final version as described in Yang’s thesis [88], called
using the function DSCFinal.

Figure 4.4 shows the notebook cells for testing of the DSCFinal function
using the test graph from Yang’s thesis.

4.3.4 The Task Merging Algorithm

The perhaps largest individual part of the DAGs package is the experimental
implementation of the task merging algorithm using graph rewrite systems,
see Chapter 7. The method was first implemented in this framework and
thereafter translated into C++ for use in the ModPar tool, see Chapter 6.

1We made some experimental attempts to introduce task replication into the DSC algo-
rithm, but these attempts were abandoned since this could not be done in an intuitive and
controlled way. I.e., without affecting the complexity of the algorithm and without having
a balanced task replication scheme.
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Figure 4.4. The notebook cells for testing the DSC algorithm.

4.3.5 Loading and Saving graphs

The implementation also contains a set of interfacing functions for loading and
saving graphs in different formats. The main usage of these functions is to be
able to import existing graphs and also to export graphs to graph visualization
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tools. Figure 4.5 shows the available commands for importing and exporting
of graphs in the DAGs package.

One import function that is available is importing from the Standard Task
Graph Set (STG) [77], which consist of a large set of randomized task graphs
of different sizes. It also includes a few task graphs from real application
examples. The STG comes in two variants, one with communication costs and
one without.

Name Description

GenerateDOT[filename] Output task in Graphviz format
GenerateVCG[filename] Output task in VCG format
ReadSTG[filename] Read the graph using STG format from file
ShowGraph[filename] Shows a graphical representation of the graph

using the Graphviz toolset

Figure 4.5. Graph primitives in the DAGs package.

4.3.6 Miscellaneous Functions

There are also some additional miscellaneous functions available in the DAGs
package. Some of these are needed for the scheduling and clustering algorithms,
like the tlevel function whereas others are used for the testing of algorithms,
such as the butterfly task graph building function BuildButterFlyDAG. Fig-
ure 4.6 shows a summary of these functions.

Name Description

BuildButterFlyDAG[n] Generate a task graph for a butterfly calcula-
tion of order n

CalcualteGranularity[] Calculates the granularity of a task graph, us-
ing CommCost, ExecCost, B and L attributes

tlevel[n] Calculate the top level of a node

Figure 4.6. Graph primitives in the DAGs package.

Lets look at the definition of the BuildButterFlyDAG function.

BuildButterFlyDAG[i_Integer] :=

If[i == 1,

Return[{{1, 3}, {1, 4}, {2, 3}, {2, 4}}],

Module[{b1, b2},

b1 = BuildButterFlyDAG[i - 1];
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b2 = BuildButterFlyDAG[i - 1];

Return[MergeButterFly[i, b1, b2]]

]

]

The function is recursive building a butterfly task graph of order n by
combining two butterfly task graphs of order n − 1 in the MergeButterFly

function. The base case is a butterfly of order 1 which consists of the graph
shown in Figure 4.7(a). For instance, the butterfly task graph of order two
is constructed by combining two task graphs of order 1 and add some more
nodes for the next level of the butterfly graph, along with connecting edges
between the new level and the two sub-task graphs of the underlying level (of
order 1). All this is performed in the MergeButterFly function, defined as:

MergeButterFly[i_, b1_, b2_] :=

Module[{b1n = b1, b2n = Max[b1] + b2, b3,

b1top, b2top, edges1, edges2},

b3 = Range[(i)2^(i) + 1, (i)2^(i) + 2^i];

b1top = Take[Sort[Union[Flatten[b1n]]], -2^(i - 1)];

b2top = Take[Sort[Union[Flatten[b2n]]], -2^(i - 1)];

edges1 = Thread[List[Join[b1top, b2top], b3]];

edges2 = Thread[List[Join[b2top, b1top], b3]];

Return[Join[b1n, b2n, edges1, edges2]];

]

The result of the MergeButterFlyDAG is a list of edges that can be used to
construct the graph using the BuildDag function.

4.4 Results

We have implemented an efficient task graph framework that can interactively
and efficiently handle large task graphs in the Mathematica framework. Fig-
ure 4.8 shows the execution time for building graphs of different sizes (executed
on a laptop PC with 2GHz Pentium Mobile processor), clearly demonstrating
that the complexity of building a graph is linear in time. Mathematica pro-
vides an interactive environment where incremental programming can speed
up prototyping of algorithms and computer program as well as providing good
documentation support using literate programming.

Out task graph tool uses an efficient graph representation based on linked
lists, the so called adjacency list graph representation. It also allows attributes
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(b) A butterfly task graph of order 2

Figure 4.7. Butterfly task graphs generated using the DAGs package.

of tasks to easily be defined using the powerful function definition and pat-
tern matching concept of Mathematica, allowing the setting of attributes for
individual nodes or even groups of nodes, etc.

Number of edges Execution time

100 0.01 s
1000 0.06 s
10000 0.531 s
100000 4.28 s
1000000 42.6 s

Figure 4.8. Execution times for building graphs using the BuildDag function
on a 2GHz Pentium Mobile PC.

4.5 Summary

In this chapter we have presented a graph toolkit for task graphs and schedul-
ing and clustering algorithms working on such graphs implemented in the
Mathematica tool. This toolkit enables us to fast prototyping and experi-
mentation but still being able to write highly efficient (for interpreted code )
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algorithms in a functional programming language.
We have implemented several scheduling and clustering algorithms in this

framework and also have several possibilities of importing and exporting task
graphs to formats like STG, VCG and Graphviz.

The most important experimentation and prototyping usage has been done
when developing the task merging algorithms presented in this thesis. These
algorithms were first developed in this framework.
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Chapter 5

DSBPart - An early

parallelization Tool

Prototype

DSBPart is our first prototype developed for automatic parallelization of Mod-
elica simulations. It started as a master thesis project and was continued in this
PhD project. This chapter describes the tool and the parallelization approach
taken. It also presents results and lessons learned during its development.
Parts of this chapter have been published e.g. in [4].

5.1 Introduction

Earlier work on parallelization of simulation code from mathematical models
started at the Programming Environments Laboratory (PELAB) at Linköping
University for models in a language called ObjectMath [47, 83, 52]. One of the
findings from this research was that all potential parallelism initially should be
considered, resulting on the building task graphs at the sub-equation level [2].
The ObjectMath language effort was after its fourth generation transferred
into the joint effort of the next generation modeling language Modelica. The
Modelica language is based on experience and ideas from a large number of
earlier languages, including ObjectMath, Omola, Dymola, etc.

The automatic parallelization of Modelica models started as a master thesis
work in 1999 by an effort to automatically parallelize the simulation code from
the commercial tool Dymola [19]. This prototype was named DSBPart which
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is an abbreviation for DSBlock1partitioning. This work was never finished and
the prototype served as a starting point for this PhD work.

5.2 Overview

Figure 5.1 gives an overview of how the parallelization tool DSBPart is used. It
also shows the normal compilation of Modelica models to sequential simulation
code. The input to the parallelization tool is a sequential program consisting of
automatically generated C-code with macro calls, the so called DSBlock code.
The format of this code is presented in detail in section 5.3. Internally, the
tool builds a task graph, applies a scheduling algorithm and generates code for
parallel execution. These different phases of the parallelization tool are shown
in Figure 5.2. The code is compiled and linked with platform independent
message passing libraries and numerical solver libraries. The executable can
then be executed on a parallel computer.

Model
(.mo)

sequential
C code

C compiler

Modelica
Compiler

Parallelizer

C compiler

sequential
executable

parallel
executable

Solver
lib

Parallel
C code

MPI
lib

Figure 5.1. An overview of the automatic parallelization tool and its envi-
ronment.

1DSBlock is the intermediary C code format originally developed at DLR used by Dymola
at that time.
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Parser

Task Graph
Builder

Scheduler

Code
Generator

Symbol
Table

Debug &
Statistics

Figure 5.2. The internal architecture of the DSBPart tool.

The following sections present the different parts of the tool in some detail.

5.3 Input Format

The input to the tool is the sequential simulation code generated from a Mod-
elica compiler, in our case Dymola [19] producing the DSBlock code format.
The simulation code performs calculation of the right hand sides, i.e., the func-
tion f in Equation 3.5 or solving Ẋ om the equation system in Equation 3.6
on page 61. The code is generated C-code with macros. The syntax of the
C-code is a limited subset of the C language. Therefore, writing a parser for
parsing the C-code is less complicated than writing a complete parser for the
C programming language. However, each macro must also be parsed by the
tool.

The subset of the C language that is needed is:

• Expressions
Most parts of the generated simulation code consist of expressions built
of arithmetic operations on constants and variables. The code typically
also contains function calls, e.g. the standard math functions like sin,

cos and exp are frequently used.

• Statements
The statements found in the code are mostly assignment statements,
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where scalar variables or array elements with a constant index are as-
signed large expressions. However, some of the macro calls need also be
treated as statements. For instance the macro call for solving a linear
system of equations (SolveLinearSystemOfEquations) is treated as a
statement, even if it after macro expansion corresponds to a complete
block of statements.

• Declarations
The code can also contain declarations of temporary variables, used in
the expressions and as targets for the assignment statements.

• Blocks
In some cases, the code contains blocks of statements, i.e., a new scope
is opened with the ‘{’ character and closed with the ’}’ character, with
a sequence of statements in between. The reason for having such local
blocks is for instance to be able to use local variables.

• Miscellaneous
The simulation code can also contain some miscellaneous C language
constructs, like if statements.

The parallelization tool uses Bison [18] to generate a parser. The lexical
analyzer is generated by the Flex tool [61]. The parser calls a set of functions
for building the task graph, described in the next section.

5.4 Building Task Graphs

A fine grained task graph is built, while parsing the input file. For each
arithmetic expression, function call, macro statement, etc. a task node is
created. Data dependence edges are created between pairs of two tasks from
each definition (i.e., assignment) of a variable in one task to the corresponding
use of the variable in another task.

As an example, we use a simple model with only one variable:model SmallODEparameter Real a=3.5;parameter Real b=2.3;

Real x;equation
der(x)=-a*x+b/(time+1);end SmallODE;
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Parts of the generated simulation code in DSBLock format for the SmallODE

example appears as follows:

#define der_x Derivative(0)

#define x State(0)

#define a Parameter(0)

#define b Parameter(1)

...

der_x = a * x + divmacro(b,"b",Time+1,"Time+1");

...

From this code a task graph as shown in Figure 5.3 is built.

div

x a derx b time

1

* +

+

10

0 0 0 0 0

1

2 1

1

Figure 5.3. The task graph produced from the simulation code for the
SmallODE example, on page 90.

First, when the definitions of the variables in the code, (der x, a and
b) are parsed, a task for each variable definition is created. These tasks are
definition nodes, hence their execution cost is zero. A symbol table keeps track
of the tasks that define the value of a given symbol. For instance, the variable
name der x points to the define task for the variable der x, see Figure 5.3.

When the statement (that assigns to the variable der x) is parsed, task
nodes for the division macro, the two additions and the multiplication are cre-
ated. For instance, when the multiplication task is created, the two operands
are looked up (i.e., the definition tasks for a and x are accessed) and edges be-
tween the operand tasks and the multiplication task are created. The symbol
table entry to the variable der x is updated, so that subsequent reads of the
same variable will connect data dependence edges to the new task instead of
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the definition task of the der x variable. For scalar values the communication
costs associated with the edges are set to the cost of sending one scalar value
between processors. In the example we use the cost of 100 units, e.g could be
100 microseconds, for a communication of one variable.

5.4.1 Second Level Task Graph

The task graph built while parsing is not suitable as input to a scheduling al-
gorithm. There are several reasons for this. First, many scheduling algorithms
assumes a single entry, single exit task graph. This means that the task graph
should only have one entry node (a node without any predecessors) and one
exit node (a node without any successors).

Second, since a lot of definition nodes are created, one for each variable
defined in the simulation code, and these nodes have no computational cost,
they could preferably be joined into one task. This task could be the single
entry task of the task graph.

Third, some constructs in the simulation code must be sequentialized and
performed atomically as one unit of execution without being divided. Mod-
elica when-statements is an example of such constructs. The following model
illustrates the problem:model DiscreteWhendisrete Real a(start=1.0);disrete Integer b;

Real x(start=5);equation
der(x) = -x;

b = integer(x);when (b==2) then
a=2.3;

reinit(x,4);end when;end DiscreteWhen;

The DiscreteWhen model has two discrete-time variables a and b and
one continuous-time variable x. A discrete-time variable only changes value
at certain points in time, at events, whereas continuous-time variables may
change at any point in time. The when equation is a discrete event handling
construct in the Modelica language. It triggers at a specific event, specified
by the code b==2, i.e., when the discrete variable b equals two. At the event,
two instantaneous equations become active, resulting in the execution of two
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corresponding statements to solve these equations. The first one sets the
discrete variable a to the value 2.3, and the second one reinitializes the state
variable x with the new value 4. The generated simulation code for the when
equation has the following structure2:

beginwhenBlock

whenModelicaOld(b0_0 == 2, 0)

a0_0 = 2.3;

endwhenModelica()

endwhenBlock

To solve these three problems related to the task graph built from parsing
the simulation code a second task graph is built, where each node in the
new task graph can contain one or several tasks from the first task graph.
Figure 5.4 illustrates the relationship between the two task graphs. The first
task graph contains all arithmetic operations, function calls, etc., and the
second one is built by clustering together tasks from the first task graph. This
is an important reason for why the second task graph is built. For some
scheduling algorithms to work well, the granularity of the task graph, defined
in Equation 2.13, must have a low value. This is for instance true if the
scheduling algorithms only considers linear clustering, i.e. never scheduling
several immediate predecessors of a node on the same processor. This can be
achieved by running grain packing or clustering algorithms on the original task
graph, resulting in a new task graph which is coarser than the original one.

5.4.2 Implicit Dependencies

The simulation code also contains implicit dependencies, not visible by parsing
the simulation code with its macros unexpanded. Such code can for instance
be initialization macro calls for matrices and vectors used by code sections
for solving a system of equations. This means that information about these
special macros, and their implicit dependencies, must be known by the tool,
and that additional pseudo dependencies must be added to the task graph.

An example of implicit dependencies is given in Figure 5.5. The code
fragment solves a non-linear equation system. In this case the implicit de-
pendencies makes the whole code fragment sequential. For instance, the first
macro ( NonLinearSystemOfEquations) declares several variables used in the
macros that follow and must hence be first in the code fragment. The sequen-
tialization of the code fragment is also motivated by the opening of a new scope
with the ’{’ character, which forces the tasks inside the scope to be executed
atomically.

2The when equation is split internally by Dymola and the reinit equation is treated
elsewhere in the code. Therefore the reinit code is not present in the generated code.
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First task graph

Second task graph

Figure 5.4. The two task graphs used in the tool.

5.5 The Full Task Duplication Method

The parallelization method implemented in the DSBPart tool is called the Full
Task Duplication Method, FTD [3]. It is especially suited for task graphs with
high granularity numbers, in the range 100− 1000. This approach means that
clusters are built around each leaf node of the task graph, i.e., a task without
any successors, by collecting all predecessors of the leaf node. Hence, the
resulting clusters contain all tasks needed by the computation of the leaf task
node. Each cluster contains a tree traversal of the task graph originating from
the leaf node, following all edges upwards in the tasks, as depicted in Figure 5.6.
This simple approach also corresponds to performing a data partitioning of
the simulation code to several processors, i.e. a well known parallelization
technique. However, it still used the complete data dependency graph (the
task graph) to perform this partitioning.

When the clustering has been made, a second phase limits the number of
clusters until it matches the number of processors. This merge strategy is
performed in three steps.

• First the maximal cluster size is determined. This value is a measure
of the speedup that can be achieved by parallelizing the code using the
FTD approach, assuming that as many processors that are needed are
available.

• Secondly, clusters are merged in a load balancing manner by repeatedly
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...

{ /* Non-linear system of equations to solve. */

const char*const varnames_[]={"Pipe.Ploss[1]"};

NonLinearSystemOfEquations(Jacobian__, residue__, x__, 1, 1, 1,

154);

SetInitVector(x__, 1, Pipe_Ploss_1, Remember_(Pipe_Ploss_1, 0));

Residues;

SetVector(residue__, 1, Pipe_mdot_2-

ThermoFluid_BaseClasses_CommonFunctions_ThermoRoot(

divmacro(50*Pipe_Ploss_1*Pipe_mdot0*Pipe_mdot0,

"50*Pipe.Ploss[1]*Pipe.mdot0*Pipe.mdot0",Pipe_dp0,

"Pipe.dp0"),

Pipe_mdint*Pipe_mdint));

{ /* No analytic Jacobian available*/

SolveNonLinearSystemOfEquations(Jacobian__, residue__, x__);

Pipe_Ploss_1 = GetVector(x__, 1);

EndNonLinearSystemOfEquations(residue__, x__);

/* End of Non-Linear Equation Block */ }

...

Figure 5.5. Simulation code fragment with implicit dependencies, e.g. be-
tween SetInitVector and Residues.

merging clusters as long as the size does not exceed the maximum clus-
ter size. This phase substantially reduces the number of clusters to a
reasonable value, making the next phase less time consuming.

• Finally, clusters are merged until the processor requirement is met by
merging the two clusters with the largest number of common nodes. This
approach is greedy, since it will try to minimize the maximum cluster
size.

Figure 5.7 shows an algorithmic description of the FDT method. Step 0
in the algorithm creates the clusters by collecting the predecessors of each
exit node. Step 1 through 3 correspond to the three steps described above.
The clusters are described in the algorithm as list data structures where each
element is a set of nodes. The input to the algorithm is a task graph as defined
earlier in 2.1, and the number of processors. The algorithm returns a list of sets
mergedClLst, where each element in a set contains the nodes to be executed
on one processor.
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Figure 5.6. Applying full duplication (FTD) to a task graph.

Since the FTD algorithm duplicates all necessary tasks (which is done in
the first step when collecting all predecessors for a task), there will be no
communication between slave processors during the computation of the right
hand side. Therefore, the communication that occurs is only between slave
processors and the master processor. The master processor will send the state
variables to each slave processor, either by broadcast or by individual message
sending. After the slaves have finished their execution they will send individual
messages back to the master processor, which will update the variables before
the numerical solver is executed again.

With this simplified message sending strategy a simple but yet accurate cost
model can be used, see Equation 5.1. Here clmax is the maximum execution
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algorithm FTD(G: Graph (V, E, c, τ ), N:Integer)
clLst, mergedClLst : list of S ⊆ V

maxSize : Integer

clLst:=emptyList()
mergedClLst:=emptyList()
0. ∀n ∈ V | pred(n) := ∅ do

clLst:=addElt({n, predecessors(n)},cl)
1. maxSize := max∀S∈cl(

P

n∈S
τ (n))

2. mergedClLst = addElt( (clLst(1) ∪ . . . ∪ clLst(i))
, mergedClLst) |

P

n∈clLst(1)∪...∪clLst(i) τ (n) < maxSize

while length(mergedClLst) > N do

3.find S1, S2 ∈ mergedClLst |
P

n∈S1∪S2
τ (n) = min(

P

v∈Si∪Sj
τ (v))

∀i, j ∈ {1 . . . , length(mergedClLst)}
mergedClLst := delElt(S1, mergedClLst)
mergedClLst := delElt(S2, mergedClLst)
mergedClLst := delElt(S1 ∪ S2, mergedClLst)

end while

Figure 5.7. An algorithmic description of the FTD Method.

cost of a cluster, L is the latency of the communication network, and B is
the bandwidth of the network. The variable n is the maximum size of the
messages needed to be sent, thus giving an overestimation of the total cost.

Cp = clmax + 2 ∗ (L + n ∗ B) (5.1)

5.6 Conclusions

Despite some results, the DSBPart prototype was eventually abandoned for
several reasons. The most important reason was that the parser became more
and more complicated. In order to capture all variables and data necessary
to build the correct task graphs, eventually a complete C-parser would have
to be written. Also, new versions of Dymola meant changes in the generated
C-code, which meant that the DSBPart tool had to be updated as well.

Another reason for abandoning the prototype was that the OpenModel-
ica environment was emerging as a viable alternative, which would allow the
parallelizer to also have more control over the equation optimizations and the
solver code. This was not possible using Dymola, where the compiler was only
available as a binary executable.

A third reason for building a new prototype was that the old one was not
flexible enough and based on low level C-programming. With a new prototype
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one could use C++ standard libraries to speed up the development by not
having to write everything from scratch. The following prototype, presented
in the next chapter, uses both the C++ standard template library and the
BOOST library for standard data structures and algorithms.

5.7 Results

Section 9.3 on page 150 presents some of the speedup figures produced by
the simulation of models produced by this tool. These are also presented
in [3]. The approach produced speedups for some examples using the FTD
method, whereas other examples did not produce any speedups due to limited
amount of parallelism in the simulation code. One conclusion made was that
better clustering algorithms that use task replication to increase the amount
of parallelism and limit the cost of communication was required.

5.8 Summary

The DSBPart parallelization prototype translates the C-code generated from
the Dymola tool into parallel C-code using MPI. It is the first prototype and
method made for parallelization of simulation code from Modelica models. It
has a simple clustering algorithm called Full Task Duplication (FTD). A few
models could be parallelized using the tool.

Finally, the DSBPart tool was abandoned and a new tool was developed
as an integral part of the OpenModelica environment. This tool is presented
in the next chapter.



Chapter 6

ModPar - an Automatic

Parallelization Tool

ModPar is the name of the main automatic parallelization tool for Modelica
models that has been developed in this thesis work. It is a part of the back-end
of the compiler in the OpenModelica framework. This chapter describes this
framework in general and the ModPar module in particular.

6.1 Research Background

When the DSBPart prototype had evolved to a stage where it could translate
some Modelica models to parallel code it became evident that a more flexible
parallelization tool was needed. The parallelization tool should for instance
also have control over the numerical solution routines and this was not possible
in the DSBPart tool. Moreover, the parallelization tool also needed control
over the equation optimization routines to fully exploit different options. The
OpenModelica compiler provided all this features and provided an open source
research compiler framework. Therefore it was quite natural to re-implement
the parallelization prototype in the OpenModelica compiler.

6.2 Implementation Background

The DSBPart prototype described in the previous chapter evolved enough to
be able to parallelize some examples, running simulations on Linux cluster
computers [3].
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After a few years of development the Open Modelica compiler was complete
enough to make it possible to perform our parallelization research in the Open-
Modelica framework, with the advantage of having full access to the source
code including numerical solvers, as well as to all the details of the equation
optimizations performed on the flat set of equations. This has resulted in the
development of the ModPar parallelization tool.

Initially, an early version of the the ModPar tool was integrated with the
ModSimPack tool, which parse a flat Modelica file and built up a graph rep-
resentation of the equations and variables, etc. The ModSimPack tool was a
prototype developed in the equation debugging PhD thesis project [10], im-
plemented using C++ and a computer algebra package called SymbolicC++.
However, in the spring of 2004 it became evident that both the ModSimPack
module itself as well as the SymbolicC++ library contained both severe bugs
(memory leaks) and inefficient algorithms. These defects made the translation
of larger simulation models intractable.

It was also quite obvious that the symbolic transformations and the equa-
tion sorting, etc. required a much more tighter integration with the OpenMod-
elica front-end. Therefore we decided to instead implement the missing parts
including the ModPar tool directly as a module in the OpenModelica compiler.
This also had the advantage of not having to write yet another parser for flat
Modelica.

6.3 The OpenModelica Framework

The OpenModelica framework is a set of tools for modeling, compilation and
simulation of Modelica models [55, 6]. It consists of several separate tools that
communicate through files and through a CORBA/socket interface.

This framework is entirely developed under Open Source, using the new
BSD license.

6.3.1 Overview

Figure 6.1 gives an overview of the OpenModelica framework. The OpenMod-
elica model compiler (omc) translates Modelica models into an executable file,
which when executed performs the simulation of the model. The compiler is
internally divided into the omc front-end and the omc back-end. The front-end
translates Modelica .mo files into an intermediary format called flat Modelica.

Flat Modelica is basically a simplified Modelica format containing declara-
tions of variables of built-in type, equations, algorithm sections and functions.
It corresponds to the Hybrid DAE [27] that constitutes the model equations for
the complete model. In order to produce this format the omc compiler flattens
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the inheritance structure, elaborates model components, and generates simple
equations from connect equations.

In the next step of compilation, OpenModelica sorts the equations, tries
to reduce the size of the equation system by equation optimizations such as
elimination of simple variables. It also performs index reduction to eliminate
certain problems during numerical solution. Finally it generates C-code from
the sorted and optimized equations. The C-code is linked together with a
numerical solver.

The last part of the toolset mentioned here is the interactive shell tool. It
is a simple shell-like interpreter that is directly linked to the omc, which can
also be executed in an interpretive mode. This allows us to let users interact
with Modelica models, simulations, Modelica functions, etc. in an interac-
tive manner, basically providing the same functionality as other interpreted
computation engines, such as e.g. Matlab.

ModPar

Simulation
Executable

OpenModelica model compiler omc

Modelica
.mo flat Modelica

.mof

.exe
omc backendDAE

omc frontend

mosh

Interactive Environment

OMNotebook

Development Environment

MDT Eclipse

plugin

Figure 6.1. The OpenModelica framework.

6.3.2 Modelica Semantics

The omc tool translates Modelica code (files with extension .mo) into flat
Modelica (a file with extension .mof). It can itself be seen as a compiler
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even though it is only a front-end in the OpenModelica model compiler, see
Figure 6.1. The omc compiler is written in a language called RML [63], which
uses Natural Semantics to describe the semantic rules of the compiler.

Natural Semantics is a popular formalism for formally describing compiler
semantics, such that for instance proofs of properties of languages can be made.
RML, which is inspired from standard ML [75] and Natural Semantics [30], has
successfully combined the strength of Natural Semantics with highly optimized
and efficient compilation techniques to enable compiler writers to use Natural
Semantics for real applications, such as generating efficient compilers from
formal specifications of real programming languages.

Natural Semantics in RML consists of relations, which can be thought of
approximately as functions. Each relation contains a sequence of rules. Each
rule contains a sequence of premises and a conclusion which can be viewed as
producing the return value of the relation.

The rules are matched in a sequential manner, starting with the first rule
in the relation. If the pattern of the rule matches the input to the relation
the premises of the rule are computed. If all premises of the rule successfully
evaluates, the conclusion is returned. However, if any of the premises do not
match, the rule fails and the next rule in the sequence is tried.

As an example we will now show a small interpreter in RML for a small
calculator language. First we define the data types, i.e., the abstract syntax,
that represents expressions in the language.

datatype Exp =

ADD of Exp * Exp

| MULT of Exp * Exp

| CONST of real

RML borrows the data type constructor syntax and semantics from the Stan-
dard ML language. Here we defined a data type Exp that can either be a
constant of the built in RML-type real, an addition of two Exp values (the
ADD node), or a multiplication of two Exp values (the MULT node).

We now define a small evaluator relation that evaluates values of this data
type, i.e., calculates the real values of expressions.

relation eval: Exp => real =

rule eval(e1) => c1 &

eval(e2) => c2 &

real_add (c1,c2) => sum

-----------------------

eval(ADD(e1,e2)) => sum



6.3. THE OPENMODELICA FRAMEWORK 103

rule eval(e1) => c1 &

eval(e2) => c2 &

real_mult(c1,c2) => prod

------------------------

eval(MULT(e1,e2)) => prod

axiom eval(CONST(c)) => c

end

The relation eval consists of three rules. The first rule matches expressions
having the ADD node. The premises are that given an ADD node with the two
subexpressions e1 and e2 and the premises that they recursively evaluates
to the values c1 and c2 respectively and having the final premise that the
addition of c1 and c2 gives the variable sum, the conclusion of the rule is this
sum. Analogously, the second rule deals with the MULT type.

The last rule is an axiom which means that it has no premises and will
therefore always apply as soon as the matching criteria are fulfilled.

The whole OpenModelica compiler is written in RML, resulting in about 72
000 lines of RML code. The author has spent quite some time in implementing
the omc tool writing RML code, and has thus become an experienced RML
programmer and specification writer. We present some conclusions regarding
the properties of the RML language and its compiler in Chapter 11. Many
Modelica language constructs that were needed to express Modelica models
relevant for parallelization have been implemented by the author.

The main relation in the omc front-end is presented below:

relation main =

rule Parser.parse f => p &

SCode.elaborate(p) => p2 &

Inst.instantiate(p2) => d &

DAE.dump d

----------

main([f])

end

Its first task is to parse the Modelica program text given as input. This is
performed by the parse relation in the Parser module. The actual parser is
an external function to RML, which is implemented using the ANTLR parser
generation tool and has a parse tree walker that builds the RML data objects,
i.e., the Abstract Syntax Tree (AST). The AST is returned from the parse

relation call and put in the variable p.
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The next step in the Modelica compilation is to transform the AST to a
canonical form, removing redundant information, simplifying the tree struc-
ture, etc. This is done in the OpenModelica SCode module by the elaborate

relation. The result from this relation is then sent to the symbolic instantiation
process in the Inst module.

Symbolic instantiation in Modelica is the process of flattening the inheri-
tance structure symbolically, instantiating components, and generating equa-
tions from connect equations. All this results in a flat Modelica class, defined
in the DAE module.

6.3.3 Modelica Equations

The most important back-end part of the OpenModelica compiler is the DAELow
module. It translates the equations and variables (defined in the DAE mod-
ule) into C-code which is linked together with a numerical solver giving an
executable program for running the simulation of the model.

To reduce the execution time of the simulation, a set of optimization tech-
niques are used, see Section 3.2. Currently, only removal of simple equations
and BLT sorting combined with index reduction are implemented in the Open-
Modelica back-end.

Finally code generation is performed. It is here that the ModPar tool is
plugged in, as an alternative code generator that also analyzes the systems of
equations in order to parallelize them.

6.3.4 Interactive Environment

The last tool to mention in the OpenModelica framework is the interactive shell
tool. It provides an interactive shell where users can perform calculations using
Modelica expressions and call Modelica functions, built-in or user defined.
The environment also makes it possible to create model definitions, to retrieve
model definitions, or change them through an API interface suitable for meta-
programming.

An example session in the interactive environment is given below:

>>> a:=1:10

{1,2,3,4,5,6,7,8,9,10}

>>> b:= a * 2

{2,4,6,8,10,12,14,16,18,20}

>>> a*b

770

>>> model test Real x[3]=fill(1,3); end test;

Ok
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Task
Merging

Scheduling Code GenerationTask
Builder

Figure 6.2. The ModPar internal modules.

>>> instantiateModel(test)

" class test

Real x[1];

Real x[2];

Real x[3];

equation

x[1] = 1.0;

x[2] = 1.0;

x[3] = 1.0;

end test;

"

>>>

6.4 The ModPar Parallelization Tool

As previously mentioned, the ModPar automatic parallelization tool is an
optional part of the back-end of the OpenModelica compiler. The internal
structure of ModPar consist of a Task Graph building module, the task merging
module, a scheduling module, and a code generation module, see Figure 6.2

6.4.1 Building Task graphs

Two task graphs are built from the sorted equations. The first is the fine
grained task graph corresponding to the expressions of those equation that
could be converted to assignment statements, or larger tasks for solving of
simultaneous sub-systems of equations.

The second task graph is the task graph used for merging of tasks. It is
initially a copy of the first fine-grained task graph, but will after task merging
become a more coarse grained graph. Both of these task graphs must be kept
throughout the parallelization process. The first fine-grained task graph is



106
CHAPTER 6. MODPAR - AN AUTOMATIC

PARALLELIZATION TOOL

used in the final code generation, whereas the second merged task graph is
used in the scheduling phase to determine on which processors and in which
order the tasks will execute.

6.4.2 ModPar Task Graph Implementation Using Boost

The task graph implementation in ModPar is based on the C++ Boost Graph
Template library (BGL) [8]. The BGL has an extensive use of C++ templates
to be able to change the graph data structures, as well as graph attributes, etc.
The task graph used in the implementation uses adjacency list representations
of a graph, enabling fast insertion and deletion of edges and nodes of the
graph. This is essential for the task merging algorithm which relies on fast
implementation of such operations.

The two task graphs are defined as a C++ template, using boost:

typedef boost::adjacency_list<boost::listS, boost::listS,

boost::bidirectionalS,

VertexProperty, EdgeProperty> TaskGraph;

This will define a type that can be used for a graph implementation using
adjacency lists. There are two lists for adjacent nodes, one list for the im-
mediate predecessors and one list for the immediate successors of a node. It
will also use the types VertexProperty and EdgeProperty for the different
properties of vertices and edges of a task graph. These types are defined as:

using namespace boost;

typedef property<vertex_name_t,string,

property<vertex_execcost_t,float,

property<vertex_unique_id_t, int,

property<vertex_index_t,int,

property<vertex_color_t, default_color_type,

property<vertex_resultname_t, string,

property<vertex_tasktype_t, TaskType,

property<vertex_malleable_t, bool>

>

>

>

>

>

> VertexProperty;

typedef property<edge_weight_t, int,
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property<edge_result_set_t, ResultSet >

> EdgeProperty;

The VertexProperty type associates the properties

• A name - of type string.

• An execution cost - of type float.

• A unique id - of type int.

• A vertex index - of type int. This attribute is needed for certain graph
algorithms in boost.

• A vertex color - of type boost::default color type. This attribute is
also needed for certain graph algorithms in boost.

• A result name - a string containing the result of the task.

• A task type - An enumeration of task types, used for code generation.

• A malleable flag - A flag indicating if a task is malleable or not.

The EdgePropery only contain two attributes. An edge weight of type int
for the communication cost and a ResultSet attribute giving the set of all re-
sults from a task. The reason for this resultset is to be able to perform merging
of several tasks without replicating data in the communication packets.

Fine Grained Task Graph

The task graph is built from the sorted equations. For each arithmetic ex-
pression, function call, subsystem of equations, etc. a task is created. A data
dependence edge is created between two tasks from a definition (i.e., assign-
ment) of a variable in one task to the corresponding use of the variable in
another task.

As an example, we use the SmallODE example introduced in Section 5.4:model SmallODEparameter Real a=3.5;parameter Real b=2.3;

Real x;equation
der(x)=-a*x+b/(time+1);end SmallODE;
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From this code a task graph is built as shown in Figure 5.3. First, the
definitions of the variables in the code, (der x, a and b) are added, creating
a task for each variable definition. These tasks are definition nodes, therefore
their execution cost is zero. A symbol table keeps track of the tasks that define
the value of a given symbol. For instance, the variable name der x points to
the define task for the variable der x, see Figure 5.3.

When the equations are traversed, tasks for the division, the two additions
and the multiplication are created in a similar manner as done by the DSPPart
tool described in Chapter 5. For instance, when the multiplication task is
created, the two operands are looked up (i.e., the definition tasks for a and x

are accessed) and edges between the operand tasks and the multiplication task
are created. The symbol table entry to the variable der x is updated, so that
subsequent reads of the same variable will connect data dependence edges to
the new task instead of the definition task of the der x variable. For scalar
values the communication costs associated with the edges are set to the cost of
sending one scalar value between processors. In the example we use a cost of
100 units, e.g could be 100 microseconds, for a communication of one variable.

Merged Task Graph

From the task graph corresponding to the sorted equations we build a second
task graph. This is required to be able to later merge tasks but still having
the information of the original task. However, many scheduling algorithms
assume a single entry, single exit task graph. This means that the task graph
should only have one entry node (a node without any predecessors) and one
exit node (a node without any successors). The second task graph is therefore
built having a single entry node and a single exit node. However, the entry and
exit nodes are not considered during task merging, since they should remain
in the resulting graph.

When the task graph has been built, each task has to be assigned an execu-
tion cost and each edge a communication cost. One approach of estimating the
different costs is to use profiling. Since the simulation code is executed repeat-
edly each time step of the numerical solver, with almost the same execution
time, a simple profiler can be used to measure the execution costs.

However, a simpler approach where each different task type is estimated
by hand could be sufficient. It is more important to give a good estimate
of the relation between communication cost and execution cost, since this is
the main factor that affects the possible speedup when executing on a parallel
computer. Once this relation has been measured with enough precision, the
other costs are worth considering.
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6.4.3 Communication Cost

The communication costs can be determined by measuring the time it takes to
send differently sized datasets between two processors on the targeted multi-
processor architecture. Typically, for small sizes of data, the affecting parame-
ter is mostly the latency of the parallel computer, see Section 2.2.2. Therefore,
for the fine grained task graphs produced in our parallelization tool, the latency
is the most important parameter.

Such measurements are commonly used to benchmark different communi-
cation APIs on different machines. Figure 6.3 gives the latency and bandwidth
measured (by each specific vendor) for different multiprocessor architectures
1 [70, 51]. The values in Figure 6.3 are measured at the MPI software level
(except for Firewire) , thus including the overhead of calling the API functions
when sending a message.

Bandwidth (Mbyte/sec) Latency µs

Scali MPI (SCI network) 199.2 4.5
GM (Myrinet network) 245 7
SHMEM (SGI Origin 3800) 1600 0.2-0.5

Firewire (at hardware level) 50 125

Figure 6.3. Bandwidth and latency figures for a few multiprocessor architec-
tures and interconnects.

6.4.4 Execution Cost

The execution cost of the tasks in the task graph can either be estimated
given the architecture specification of the targeted platform, or determined
by measuring the time by profiling the simulation code. The method used
depends on what accuracy is needed. When using estimates of the execution
cost instead of actual measurements, effects from the cache is often neglected,
giving large errors in the approximation.

On Pentium-based processors there is a special instruction that counts
the number of cycles elapsed since the last reboot of the processor. A single
assembler instruction put inside a function is therefore sufficient for measuring
high resolution time. The code in Figure 6.4 illustrates how this method can
be used. One problem is that the compiler might optimize the code, moving
parts of the computation that should be measured outside the two calls to the
measuring function (rdtsc in Figure 6.4). This can be solved by turning off

1The SGI computer is a shared memory machine, thus the figures denote writing data to
shared memory.
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the optimizations responsible for moving the code. However, that introduces
errors in the measurements which could be large.

__inline__ unsigned long long int rdtsc()

{

unsigned long long int x;

__asm__ volatile (".byte 0x0f, 0x31" : "=A" (x));

return x;

}

int main(int argc, char **argv)

{

long int start,end;

start = rdtsc();

myfunc(argc,argv); // function to measure

end = rdtsc();

return end-start;

}

Figure 6.4. Pentium assembler code for high resolution timing.

There are certain tasks that are harder to measure. For instance, the
code for solving of a non-linear system of equations is based on a fixed point
iteration. Thus, the execution cost for the corresponding task graph can not
be estimated well enough, since the number of iterations depends on the input
values of the involved variables. For these tasks, a less precise estimation is
given.

For other tasks, corresponding to code solving a linear system of equa-
tions, the cost estimate can be obtained from the number of involved variables.
Hence, the cost of for instance solving a linear system of equations involving
ten variables can be estimated by a function call f(10), where f is defined
in ( 6.1). If the standard LaPack [1] function for solving a linear system of
equations is used (xGESV), the function described in Equation 6.1 can be used,
where C1 and C2 are constants that can be determined by for instance profiling
as above.

f(n) = C1 · n
3 + C2 (6.1)
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6.4.5 Task Merging

Once the task graph has been built from the sorted and solved equations the
task merging takes place. The next chapter explains the task merging process
in detail, for now it is sufficient to now that task merging is primarily performed
to increase the task graph granularity, such that the preceding scheduling phase
can achieve a better schedule.

6.4.6 Task Scheduling

Once the task merging has been performed, resulting in a coarse grained task
graph, task scheduling is initiated. The task scheduling algorithm schedules
the task graph given a specific parallel architecture platform with P processors.
The ModPar tool uses the TDS scheduling algorithm, which can optimally
schedule coarse grained task graphs given some constraints. Unfortunately it
can not build a schedule for a fixed number of processors, therefore it is followed
by a simple load balancing scheduling algorithm to reduce the schedule to a
fixed number of processors.

The TDS algorithm also uses a restricted form of task replication to de-
crease the number of sent communication packets. However, the TDS algo-
rithm does not use the cost model with two parameters for the communication
cost (bandwidth and latency), see Chapter 7. Instead it uses the delay model,
presented in Chapter 2.

The scheduling algorithm is implemented as one C++ class, making it easy
to extend the ModPar tool with new scheduling algorithms.

6.4.7 Code Generation

After scheduling comes the task of generating code for running on a parallel
machine. Since we are using a data dependence graph (task graph) as the un-
derlying data structure for our parallelization, a message passing programming
model is suitable. Programming models (typically libraries) with message pass-
ing can be implemented on both distributed shared memory machines as well
as shared memory machines. For instance, MPI (Message Passing Interface)
implementations exists for both types of architectures.

Code generation is performed for one processor at a time by traversing
the tasks assigned to the processor. Once a task needs data, due to a data
dependence in the task graph, from a task not assigned to the same processor,
an explicit MPI receive call is inserted to receive this data from a processor
executing this task. The same goes for a task having a successor task not
executing on the same processor. Then a MPI send call is inserted to send the
data to the processor(s) responsible of the execution of that task.
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For example, consider the merged task graph in Figure 6.5. Since the
task graph is merged, there can be several scalar values communicated along
the edges of the task graph, forming larger data packets. For example, when
generating code for task c of the merged task graph, all immediate predecessors
(task a) is executed on the same processor, so there is no need to generate
receive commands. Then follows the code generation for the task c itself,
which internally can consist of several tasks. These internal tasks are traversed
in a top level order to ensure that all data dependencies are fulfilled and
code is generated for each subtask. Then follows the code generation of send
commands to successor tasks that are executing on other processors, in this
case task e.

b

e

c

a

d

1

1

1

1

1

(a) Merged task graph

P0 a c d
P1 b e

(b) Schedule of
task graph for
two processors

Figure 6.5. Code generation on a merged task graph.

Thus, the code generated for processor 0 would have the following structure:

/* Code for task a */

...

/* Code for task c */

...

sendbuf[0]=d1;

senbbuf[1]=d2;

...

sendbuf[n]=dn;

MPI_Send(buf,n,1); // Send data to processor 1
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/* Code for task d */

...

where d1, d2,...,dn are the scalars associated with the communication edge
(c,e). Similarly, the code generated for processor 1 would look like:

/* Code for task b */

...

MPI_Recv(recvbuf,n,0); // Recv data from processor 0

/* Code for task e */

...

The code generation algorithm generates one function for each processor,
called proc0, proc1, ... procn for n processors. The main function of the
parallel simulation code will then determine the processor rank by using the
MPI Comm Rank function and call the proper function. Processor zero will also
execute the numerical solver, i.e., the main loop of the ODE/DAE solver, so
the code looks a little bit different in this case.

Once the code generation is done, the automatic parallelization tool has
completed its task of parallelizing the simulation code. The code must then
be compiled and transferred to the parallel computer for execution.

6.5 Summary

The ModPar parallelization tool is a part of the OpenModelica framework for
automatic parallelization of Modelica simulations. The parallelization scheme
is intended to parallelize the computations of solving the system of equations
(right hand side calculations of the underlying ODE/DAE, but currently not
parallelize the central solver algorithm) and execute these in parallel. This
is performed by building a data dependency graph of these calculations, a
so called task graph and thereafter merge tasks in this graph using a pro-
posed task merging algorithm with the goal of increasing the granularity of
the task graph. The new task graph, resulting from the task merging process,
is then scheduled using conventional multiprocessor scheduling algorithms to
achieve faster execution of the simulation code on a parallel computer. After
scheduling, code generation is performed using MPI (Message Passing Inter-
face), making it possible to execute the simulation code on a variety of parallel
computer architectures.
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Chapter 7

Task Merging

This chapter presents techniques of merging tasks in a task graph and our
contributions made in that area. Merging of tasks is performed to increase the
granularity of a task graph, obtaining fewer tasks with increased computation
cost making it more suitable for scheduling by better balancing the ratio be-
tween communication cost and computation cost of the task graph. This work
has partly been published in [5].

7.1 Increasing granularity

The goal of a task merging algorithm is to increase the granularity of a task
graph. This is performed by merging tasks to increase the computational work
of the tasks compared to the communication cost between different tasks of
the task graph. When tasks are merged their computation costs are added,
thereby increasing the execution cost while the communication costs remain
unchanged. However, by merging tasks we also reduce the degree of parallelism
in the task graph. At the extreme, if we merge all tasks into a single tasks,
there is no parallelism left in the task graph. Thus the task merging problem
must be balanced against the amount of parallelism of the task graph. Thus
the task merging problem can be viewed as a max-min problem. We want to
maximize the amount of parallelism in the task graph while minimizing the
cost of communication. Or actually we want to minimize the inverse of the
granularity, resulting in large execution costs and low communication costs.
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7.2 Cost Model for Task Merging

As a cost model for the execution and communication of the task graph we
use a variant of the cost model from the LogP parallel programming model,
see Section 2.2.2 on page 29. We use the latency, l, and the bandwidth, B,
from the LogP model to measure the cost of communication. Equation 7.1
gives the cost for sending n bytes of data from processor i to processor j.

Ci,j = l +
ni,j

B
(7.1)

This model is more advanced compared to the delay model since it con-
siders the latency metric, which is independent of message size sent. The
latency corresponds to the initialization cost of sending a message between
two processors. The latency varies substantially between parallel processor
architectures but typically lies in the proximity of about 10 µs. The latency
can be estimated by the time the message is occupying the communication
link, i.e., the amount of time the message takes to travel from one processor
to another. This measure is directly proportional to the length of the actual
physical link on which the message is transmitted. This length can of course
vary between different pairs of processors on different types of architectures,
but in this context a uniform latency cost is provided which is the same for
communication between any pair of processors.

The second term of the communication cost is the bandwidth. It is pro-
portional to the actual message size and measure how long the message takes
to communicate over the network. The bandwidth is proportional to the com-
munication speed of the physical link between the processors. It typically
measures how many bytes can be transmitted over the network per second.
This can of course also vary between different pairs of processors but here is
given a uniform value for a given architecture.

When having these two terms as the cost of communication between pro-
cessors it can be beneficial to merge data packets sent between processors. For
instance, if task a sends different data to both b and c in Figure 7.1 below,
the messages could be merged to a single message provided that task b and
c are merged. This would reduce the overall cost of outgoing communication
for task a by l, since only one message is sent. If we would have had a simpler
cost model, such as the delay model, this merge would perhaps not have been
worthwhile.

7.3 Graph Rewrite Systems

A Graph Rewrite System (GRS) is an universal way of transforming an arbi-
trary graph by adding or removing edges and vertices by a set of transformation
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B

Figure 7.1. Task b and c could be merged into task e to the right where
na,e = na,b + na,c, resulting in one message sent.

rules. Each transformation consists of three or four parts.

• A subgraph pattern which will be mapped on the targeted graph to find
matching subgraphs.

• A resulting subgraph, also called redex which is the resulting subgraph
of the matched subgraph of the transformation by adding or removing
edges or vertices from the subgraph.

• A condition that must be fulfilled in order for the transformation to be
applicable.

• An invariant statement, indicating what remains unaffected by the trans-
formation, e.g. certain attributes of edges and vertices.

A GRS typically consists of several such transformation rules which can
both add and remove edges and vertices. Such a system can be applied to
graphs until no more transformations can be performed, causing the GRS to
terminate. The termination of a GRS is a desirable property for most practical
applications of graph rewrite systems. For instance, by having one rule that
adds a vertice and a second rule that removes the same vertice we get a GRS
that will never terminate.

A second property of a GRS is its confluence. A GRS is confluent if the
ordering of the transformations is not dependent on the resulting graph. This
means that regardless of in which order the transformations are applied the
resulting transformed graph will be the same. This property is desirable to
ensure that the transformation rules can indeed be applied in any order as
long as each individual condition of the transformations is fulfilled.

If a GRS is not confluent it can in some cases be made confluent by e.g.
giving priorities to the transformation rules or by dividing the GRS into several
consecutive graph rewrite systems which are applied in a sequence.
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Invariants

Condition

Target GraphGraph Pattern

Figure 7.2. The X-notation for a transformation rule in a GRS.

7.3.1 The X-notation

There are several notations for graph rewrite systems available in the litera-
ture []. One of these is the X-notation. It describes the four parts of a graph
transformation rule in a graphic form using the X character, as shown in Fig-
ure 7.2. To the left is the pattern subgraph which will be matched against
subgraphs of the targeted graph of the GRS. To the right is the resulting sub-
graph, the redex. Above is the condition expression for the transformation
and below are the invariants of the rule.

In this thesis we will use the X-notation for describing our graph rewrite
rules used for task merging.

7.4 Task Merging using GRS

One contribution of this thesis is the idea of merging tasks in task graphs
using a graph rewrite system formulation. In the following we will present a
set of task merging transformations that together constitutes a GRS. This task
merging system will then be used on fine grained task graphs from simulation
code to transform them into more coarse grained task graphs that hopefully
still reveal much parallelism. We call this method ATMM (Aronssons Task
Merging Method).

The main idea behind our task merging GRS is to merge tasks together as
described earlier in this chapter with the goal of increasing the granularity of
the task graph. A condition for performing the merge is that the (top) level,
see Equation 2.3 of the involved tasks of the transformation are not increased.
With this simple strategy we can construct a set of rules that will merge tasks
together resulting in larger execution costs of tasks in the task graph and larger
data sizes of the communication between tasks. The following section presents



7.4. TASK MERGING USING GRS 119

a first attempt at constructing a task merging algorithm using graph rewrite
systems.

7.4.1 A First Attempt

As a basic task merging algorithm using GRS we construct three simple rules,
to deal with different patterns of a task graph. Each rule is given an explana-
tory name for reference later on. The three basic rules are presented in the
three following sections.

Merging of Single Child Nodes

A first and quite simple rule to have in a task merging GRS is to allow merging
of tasks when this does not decrease the amount of parallelism of the task
graph. This will occur if the task graph contains two tasks where the first
only has the second as a single immediate successor and the second only has
the first as single immediate predecessor. In this case no parallelism is lost by
merging these two tasks. Also the transformation will increase the granularity
for the resulting task and perhaps also for the complete task graph. The
transformation will also reduce the number of tasks in the task graph, which
is beneficial from a computational complexity point of view.

The transformation rule is depicted in Figure 7.3 and is named singlechild-
merge. The dotted ingoing edges on each node, e.g. p, mean that the pattern
allows the p task to have an arbitrary number of immediate predecessors (zero
or more). This is also true for the immediate successors of task c in Fig-
ure 7.3. The resulting task graph will have a task p′ as the result of merging
the tasks p and c. Therefore the execution cost τ(p′) of p′ can be calculated
as τ(p′) = τ(p) + τ(c). The top level attribute for all predecessor tasks of p
remain unchanged by this merge, hence they are stated as invariants of the
rule, see Figure 7.3.

Merging of Join Nodes

A join node, e.g. at the left of Figure 7.4, can be merged with all its immedi-
ate predecessors (i.e., parents) given that the level of the join node does not
increase after the merge. The new merged task will then contain the compu-
tational work of the join node itself and all predecessor tasks of the join node.
This is the mergeallparents rule which is shown in Figure 7.4.

The condition can be formulated as

tlevel(c) > max tlevel(pi) +
∑

pi∈pred(c)

(τ(pi)) + τ(c) (7.2)
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tlevel(j) j ∈ predn(p)

p

p′

c

Figure 7.3. The singlechildmerge rule. The invariants states that all prede-
cessors of p have the same top level after the merge.

c’

tlevel(c) > max tlevel(pi) +
P

τ(pi) + τ(c)

p1 p2 p3

c

tlevel(j), j ∈ predn(pi)

Figure 7.4. The mergeallparents rule. The condition becomes true if
tlevel(c′) < tlevel(c), invariants of the rule are the top level value of all pre-
decessors of pi.

which means that the merged node c′ must get a lower top level than the join
node c after the merge. The resulting merged task c′ will have an execution
cost of τ(c′) =

∑

τ(pi) + τ(c), hence giving the condition in Equation 7.2.
This condition will typically be fulfilled if the latency, l >> τ(n) for all the
involved tasks n in the pattern.

Moreover, this transformation rule will decrease the number of nodes of
the graph and increase the granularity for the c′ task and potentially for the
complete graph as well. Similarly, as for the singlechildmerge, all immediate
predecessor tasks of each predecessor pi of c will have their tlevel values un-
changed by the merge, i.e., they are invariants of the rule, see Figure 7.4.



7.4. TASK MERGING USING GRS 121

...

...

tlevel(j) , j ∈ predn(p)

p

c1 c2 cn

c′1 c′2 c′n

τ(p) ≤ L + c(p, ci)/B , ∀i = 1..n

Figure 7.5. The duplicateparentmerge rule.

Merging of Split Nodes

In order to merge tasks for a split node, e.g. p, depicted at the left of Figure 7.5,
we need to perform task replication. The split node p can be replicated into
as many copies as there are immediate successors of the split node and then
each individual replica can be merged with one of the immediate successors.
This rule is called duplicateparentmerge and is depicted in Figure 7.5.

The condition of merging a replica of the split node p into each immediate
successor ci is that the execution cost for the split node must be less than the
communication cost between the split node and each immediate successor of
the split node. The resulting tasks are the merged immediate successors c′i to
the split node p, with the execution costs τ(c′i) = τ(pi) + τ(p).

An Example

To illustrate how the task merging algorithm works we consider the task
graph example given in Figure 2.1 in Chapter 2, also shown in Figure 7.6(a).
Figure 7.6 shows a possible task merging transformation of this graph. Fig-
ure 7.6(a) shows the input task graph before transformations are applied. The
first rule that is applied in this case is the singlechildmerge rule, merging tasks
4 with 7 and task 3 with 6, resulting in the task graph in Figure 7.6(b). Since
this rule has no condition these transformations will be performed regardless
of the sizes of the bandwidth and latency parameters.

After this step the duplicateparentmerge rule is applied, first duplicating
task 1 into task 2 and task (4,6) respectively. Then the rule is applied again,
replicating task (1,2) into task (4,7) and task 5, resulting in the task graph
shown in Figure 7.6(c). Finally, the mergeallparents rule is applied, merging
task (1,2,5) and task (1,3,6) with task 8 into a single task, resulting in the task
graph depicted in Figure 7.6(d).
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This particular merge also illustrates that the task merging algorithm needs
to keep track of which subtasks are contained in a task, to be able to merge
them correctly. Otherwise, this particular merge would have counted the repli-
cas of task 1 twice resulting in an erroneous execution cost of the merged task.
Similarly, the algorithm also must keep track of the messages sent between
tasks. Due to a merge, the same message might otherwise be counted several
times, also giving an erroneous cost.

For this example with the given communication cost, all conditions for the
transformations are fulfilled. This results in an almost complete reduction
of the task graph. However, with different parameters of the communication
cost the result would have been different, since some of the conditions of the
transformations would have been false.

Limitations

Even though the example above could be reduced to two nodes when the com-
munication cost was as high as given, there are other cases where the three task
merging transformations given above are not enough. For instance, consider
the graph in Figure 7.7. The rule duplicateparentmerge will fail for task 1 since
task 4 has an other immediate predecessor (task 2). Similarly, mergeallparents
will fail for task 4 since task 1 and task 2 has another immediate successor,
task 3 and task 5 respectively. Obviously, these cases can occur quite often
and therefore we need to enhance our rules to make them more applicable.

7.4.2 Improving the Rules

The duplicateparentmerge rule and the mergeallparents rule can be improved
in several ways. The first improvement for both of these rules is to allow
other immediate predecessors as discussed above. We then need to enhance
the conditions of the rules to make sure that these immediate predecessors
will not increase their top level value by the merge. These extra conditions
will increase the execution cost of applying the transformation since the extra
conditions must be checked. However, to be able to cope with real application
examples, these improvements are necessary.

Below follows improvements of the above mentioned rules.

Improved Rule for Join Nodes (mergeallparents2)

The mergeallparents rule can be improved by allowing the immediate prede-
cessors to the join node c, see Figure 7.8, to have other immediate successors
besides c. The communication to these other immediate successors will as a
result of the merge be delayed to after the computation of the merged task.
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Figure 7.6. A series of task merging transformations applied to a small task
graph.

Thus, the condition is expanded to check that these other immediate succes-
sors top levels are not increased by the merge. This is the second line of the
condition in Figure 7.8. Typically this can be true if these other tasks have a
higher top level due to some other unrelated tasks in the task graph.

Yet another improvement is to relax the condition that other immediate
successors to pi tasks should not increase its top level. If the immediate suc-
cessor nodes to some pi will increase their tlevel they can not be merged into
the merged task. We can then improve the rule by dividing all immediate
predecessors pi into two disjunct sets, those that fulfill the condition (c ∈ C)
and can be merged and those that do not fulfill the condition (c /∈ C). The
merge can then only be performed with all immediate predecessors if the im-
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Figure 7.7. A small example where duplicateparentmerge and mergeallparents
will fail. Duplication of task 1 is prevented by task 2 and merging of tasks 1,2
and 4 will fail because of task 3 and 5.
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pij
∈ C | tlevel(pij

) > tlevel(c′) + c(pi, pij
)/B + L

p′
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pi /∈ C : {pl, .., pk}
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c′
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succ(c ∈ C)
: {pa1 , .., pan}

p1 p2 pn

c

tlevel(j), j ∈ predn(p)

tlevel(c) > max tlevel(pi) +
P

τ(pi) + τ(c)

∀pij
∈ succ(pi) 6= c, pi ∈ pred(c)

Figure 7.8. The mergeallparents2 rule.

mediate predecessors for which the condition fails is also replicated. These
enhancements to the old rule are shown in Figure 7.8. This new rule is named
mergeallparents2.

As an example, consider the task graph in Figure 7.9. We set bandwidth,
B = 1 and latency, L = 9 and try to apply the rule to task c. The cost of
communicating from task b to task c becomes cb,c = L + B ∗ 1 = 9 + 1 = 10.
The top level value of all tasks in the task graph are presented in Figure 7.9(b).

The first condition, tlevel(c) > max {tlevel(a), tlevel(b)}+τ(a)+τ(b)+τ(c)
becomes 22 > 11 + 1 + 1 + 1. Thus the first condition is true.

The top level of the newly created task c′ is given an upper bound by
tlevel(c′) ≤ max {tlevel(a), tlevel(b)} + τ(a) + τ(b) + τ(c) = 11 + 3 which is
then used to check the conditions of the other immediate successor tasks g and
h. The reason this being an upper bound of the top level for the new task c′
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Task id top level
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c 22
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e 11
f 22
g 33
h 22

(b) Top level for all tasks

Figure 7.9. Example of merging parents applying the improved rule called
mergeallparents2.

is if two immediate predecessors of c have a common immediate predecessor,
since task a and b has the common immediate predecessor d, the top level can
be reduced even further for the new task c′ since the communication messages
then are combined.

The reason for not calculating a tighter (or even exact) bound for the
new task c′ is that such calculations are too computationally expensive. The
same relaxation of the upper bound also occurs on the first condition of the
rule due to the same reason. However, the exact calculation could be seen
as yet another improvement of the rule, even though experiments have shown
that this improvement is not necessary in practice, since the condition will be
fulfilled in most cases anyway.

For task g we get tlevel(g) > tlevel(c′)+1/B +L which gives 33 > 14+10,
for bandwidth, B = 1 and latency, L = 9. Thus the task g has other immediate
successors not affected by the merge, since the condition is true, giving task
a ∈ C.

For task h we get tlevel(h) > tlevel(c′) + 1/B + L giving 22 > 14 + 10
which is not true, giving task b /∈ C.

After the transformation has been performed we get the task graph pre-
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sented in Figure 7.10. The three tasks a, b, c are merged and since the condition
failed for task b it is replicated to prevent an increase of the top level for task
h.
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Figure 7.10. The resulting task graph after mergallparents2 has been applied
to task c.

Improved Rule for Split Nodes (duplicateparentmerge2)

The duplicateparentmerge rule for split nodes can be improved in a similar
manner. First we allow other immediate predecessors to the immediate suc-
cessor tasks of the split node p, which will increase the potential of successfully
matching the pattern. In this case if the merge is successful the top level could
be increased for these nodes since the execution cost of the split node τ(p)
must be taken into consideration.

But as for the mergeallparents2 rule we can further improve this by again
dividing these other immediate successor nodes into two disjunct sets, those
that fulfill the condition of not increasing the top level and those that do not
fulfill this condition.

Those that fulfill the condition will be merged into the split node p and
those that do not fulfill the condition will be left as is, i.e., still having the split
node p as a immediate predecessor. This also implies that the split node itself
must be kept if the set of tasks not fulfilling the condition is nonempty. The
enhanced rule is named duplicateparentmerge2 and is shown in Figure 7.11.

The condition of the new rule consists of the condition from the dupli-
cateparentmerge rule that the top level should not be increased by merg-
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ci /∈ C : {cl, .., ck}

Figure 7.11. The duplicateparentmerge2 rule.

ing all immediate predecessors with the task p. This gives the condition
τ(p) ≤ L + c(p, ci)/B) , ∀ci ∈ succ(p).

The second condition states that other immediate predecessors (pj) of the
successors of p (ci) should not increase their top level, giving the condition
tlevel(ci) > tlevel(pj) + L + c(pj , .ci)/B + τ(p).

As an example, we illustrate the rule by applying it to the task graph in
Figure 7.12. The first condition, τ(a) < L+c(a, b)/B and τ(a) < L+c(a, c)/B
holds.

The second condition will then check the other successors of task b and c.
For task b we get tlevel(b) > tlevel(e)+L+ c(e, b)/B + τ(e)+ τ(a) which does
not hold for B = 1 and L = 9. Thus, task a can not be replicated and merged
into task b since that would increase its top level (going through task e).

For task c we get tlevel(c) > tlevel(f)+ L + c(f, c)/B + τ(f) + τ(a) which
holds for B = 1 and L = 9. Therefore task a can be replicated and merged
together with task c. The resulting task after the merge is depicted in Fig-
ure 7.13.

7.5 Extending for Malleable Tasks

A malleable task is as explained in Section 2.1 a task that can be executed on
a single processor one or on several processors. The execution cost for such
a task is therefore a decreasing function of the number of processors it will
execute on, assuming that the computation to communication ratio on the
multiprocessors allows speedup in that case (sometimes execution is slower
using more processors). The actual number of processors it will execute on
can be determined both at static scheduling time, as a part of the scheduling
problem, or even at runtime by a dynamic scheduler. It would however not
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a 11
b 24
c 22
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e 11
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(b) Top level for all tasks

Figure 7.12. Example for replicating parent and merging with the improved
duplicateparentmerge2 rule.
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Figure 7.13. The resulting task graph after duplicateparentmerge2 has been
applied to task a.

make much sense to determine this at task merging time, since the approach
of task merging is independent of the scheduling problem, i.e., no scheduling
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decisions are made during the task merging process.

To include malleable tasks in the task merging process we first need to
recognize which tasks are malleable. This can be achieved with an attribute
indicating whether a task is malleable or not. The task merging rules will then
be enhanced with conditions concerning malleable tasks. These conditions are
based on a few simple rules.

• A malleable task should not be allowed to be replicated. This is justi-
fied by two reasons. First, a malleable task is probably never a small
task, i.e., a task with low execution cost compared to the communication
costs of the task graph, therefore making it too costly to replicate. Sec-
ondly, replicating a malleable task would lead to a substantial increase
in the number of processors required. Since the task merging approach
is performed prior to scheduling, there is no information available on
how many processors are available. Therefore the decision to replicate a
malleable task can not be fully made.

• Two malleable tasks should not be merged. This makes sense since
we do not know how many processors each of the two malleable tasks
will require. It is not certain that they both require the same number
of processors. Therefore, merging two malleable tasks together is not
feasible, mostly because the scheduling algorithm in that case still would
need to be able to determine the number of processors for each of the
two internally merged tasks anyway.

With these rules as a baseline, the inclusion of malleable tasks into the task
merging rules are quite straightforward. The singlechildmerge rule will have
the additional condition that not both tasks should be malleable, giving the
extra condition ¬malleable(c)∧ malleable(p)∨ malleable(c)∧ ¬malleable(p),
where malleable is a function returning true for malleable tasks and false for
non-malleable tasks.

The mergeallparents2 rule can also allow some of the tasks involved to be
malleable. The problem in this case is to calculate the top level of the mal-
leable task, since the execution time is dependent on how many processors
gets allocated to the task. There are two possibilities for solving this problem.
The first one is to make a conservative assumption and use the execution cost
for executing the task on a single processor. However, this can in some cases
prevent the rule from being applied. The alternative is to before the merge de-
termine how many processors each malleable task should execute on and then
use the estimated cost for the determined number of processors when calcu-
lating the top level value. In this case we get a more accurate execution cost
but the downside is that we need to know the number of processors allocated
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for each task, which can only be known at the scheduling time. Thus, giving
a dependency between the task merging phase and the scheduling phase.

The same problem arises when we look at the duplicateparentmerge2 merge
rule. We can not exactly determine the execution cost of the malleable task
without knowing how many processors it will execute on. For this case we
also have to prevent malleable tasks from being replicated, i.e., the parents of
the targeted child in this rule can not be malleable. It would make no sense
to allow a malleable task to be replicated. The only exception would be if
the malleable task had the fastest execution time for executing on a single
processor, i.e., the task is so small that it executes fastest on one processor.
Then it could be considered for replication, since the effect of the replication is
then more limited. But a task can also have the fastest execution time for one
processor but still be relatively large. Therefore it might be needed to instead
use a absolute threshold for when such a malleable task might be replicated
or not.

The extension to the task merging method to malleable tasks is feasible
by slightly extending the conditions of the rewrite rules. Malleable tasks is a
way of extending static task graphs to include more dynamic information. For
instance, a simple loop in a Fortran program that can easily be parallelized
can not be represented using task graphs in its present form. However, the
same loop can be treated as a malleable task, allowing programs containing
such loops to be parallelized by using task graphs. These programs can of
course also gain from having a task merging phase when they are parallelized.

7.6 Termination

One of the most important and desired properties of a graph rewrite system is
if it terminates for any given input graph. If the task merging graph rewrite
system would not terminate it would be of small or no practical use. Hence
this property is of uttermost importance for the task merging GRS.

Fortunately, our task merging GRS does terminate for any input graphs.
This can easily be shown since no rule of the task merging GRS will (in total)
increase the number of vertices or edges of the task graph. Thus every appli-
cation of a rule will decrease the size of the graph monotonically. Therefore,
the task merging GRS will always terminate for all input task graphs. In the
worst case the GRS will terminate when there is only one task left in the task
graph, or only tasks without any edges in the task graph.

Even if the termination is guaranteed it might be useful to interrupt the
task merging algorithm before it terminates. This can be done since each
transformation step results in a valid task graph. In other words the task
merging algorithm is incremental by nature, in each step making a small im-
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provement by increasing the granularity of the task graph. This property can
be of practical importance since it allows a tool to interrupt the task merging
if it takes too long time, but still being able to continue with task scheduling.

7.7 Confluence

The confluence property of a graph rewrite system is important if the rules
should be allowed to be applied in any order. As presented before, a graph
rewrite system is confluent if the order of application of transformations does
not affect the result.

To formally prove that the task merging GRS is confluent can be a tedious
and complex task, and is outside the scope of this thesis work. One problem
of proving this property is that one task merging transformation in a totally
different part of a task graph can for instance potentially change the condition
whether a task belongs to the set C or not in the duplicateparentmerge2 rule.
Thus, affecting if that particular task should be replicated and merged into
the successor task or not. It can perhaps be feasible to show that the order
would not matter if the conditions of other immediate predecessor tasks were
neglected, i.e., considering the rules in the first attempt. However, to prove
this for the complete set of enhanced rules is not an easy task.

However, the confluence property can be established to a certain degree by
empirically studies on a large set of examples. For this purpose we use the
standard task graph set (STG), which consists of a large number of randomly
generated task graphs. We applied the task merging graph rewrite system
to the STG using different priorities on the transformation rules, to force the
graph rewrite system to apply the task merging rules in different order for
different executions of the algorithm. The output is then compared between
executions using different priorities to establish the confluence property. Since
we have two sets of rules, the rules in the first attempt and the improved rules,
the confluence property is investigated for both of these graph rewrite systems.

We ran the task merging algorithm using two different priorities on the two
systems. For the simple version we ran:

1. DuplicateParentMerge > MergeAllParents > SingleChildMerge meaning
that DuplicateParentMerge has the highest priority.

2. MergeAllParents > SingleChildMerge > DuplicateParentMerge meaning
that MergeAllParents2 has the highest priority.

And for the enhanced rules:

1. DuplicateParentMerge2 > MergeAllParents2 > SingleChildMerge mean-
ing that DuplicateParentMerge2 has the highest priority.
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2. MergeAllParents2 > SingleChildMerge > DuplicateParentMerge2 mean-
ing that MergeAllParents2 has the highest priority.

The resulting numbers of nodes after the merge and the parallel time, see
Section 2.1.2, before and after the merge are presented in Figure 7.14 for the
first priority order and in Figure 7.15 the second priority order1. The two
results are identical. In these measurements we used B = 1 and the latency
varied between 10 and 1000. Also, the execution costs typically varies between
1 and 100 while the execution cost (data size) is set to 1 since they are not
given in the STG files. For the STG measurements all measured data are
the same between the two different priority orders. From these results it is
tempting to draw the conclusion that the task merging graph rewrite system
is confluent.

7.7.1 Non Confluence of the Enhanced Task Merging

System

However, when looking at more fine grained task graphs with a large number
of reductions taking place, it is evident that this is not the case. If we consider
an example generated from Modelica code using the PreLoad example from the
Modelica Standard Library, where we have removed the source and the sink
nodes, the two priority orders give different results for the enhanced rules.
Thus, this model serves as a counter-proof of confluence of the enhanced task
merging system.

7.8 Results

We have proposed a new way of merging tasks in a task graph with the objec-
tive of increasing the granularity of the task graph without increasing the par-
allel time of the task graph, called ATMM (Aronssons Task Merging Method).
This approach uses a graph rewrite system consisting of a few simple rules
for when tasks can be merged together, potentially increasing the granularity
of the task graph. The results are very promising, especially for task graphs
that are very fine grained. This becomes evident when such task graphs are
scheduled or clustered using standard scheduling and clustering algorithms.
By combining ATMM with such standard schedulers a substantial speedup
of the generated schedule is achieved. Results from such measurements are
presented below.

1These measurements mentioned here are only a subset of the measurements performed.
for a complete list, see appendix A.
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B and L Name PT before PT after Node Reduction
B = 1, L = 10 rand0161.stg 520 366 0

rand0167.stg 252 252 0
rand0106.stg 293 241 0
rand0122.stg 577 432 1
rand0053.stg 165 130 0
rand0163.stg 809 496 1
rand0166.stg 93 59 11

B = 1, L = 100 rand0161.stg 2860 1130 6
rand0167.stg 1062 926 0
rand0106.stg 1100 736 3
rand0122.stg 3187 1365 7
rand0053.stg 975 655 2
rand0163.stg 4679 1928 3
rand0166.stg 543 170 48

B = 1, L = 1000 rand0161.stg 26260 8341 11
rand0167.stg 9162 6075 3
rand0106.stg 9200 4112 2
rand0122.stg 29287 11136 17
rand0053.stg 9075 4039 14
rand0163.stg 43379 14193 15
rand0166.stg 5043 116 55

Figure 7.14. First priority order for enhanced task merging on STG (Stan-
dard Task Graph Set) subset. PT is the parallel time of the task graph.

The computational complexity of ATMM has also been investigated. At-
tempts to improve the complexity have been made and results from these
attempts are also presented below.

Another result of ATMM is that the method can easily be included in exist-
ing scheduling and parallelization frameworks, since the input to the merging
algorithm is a task graph and the result is another more coarse grained task
graph. Thus, the merging algorithm can be plugged in before the scheduling
phase in any tool, providing better scheduling results for fine grained task
graphs. This can also increase the efficiency of such tools, since it allows the
tools to initially build task graphs at a finer granularity level (which is substan-
tially reduced to more coarse grained), thus potentially increasing the amount
of parallelism in the task graphs resulting in shorter schedules.
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B and L Name PT before PT after Node Reduction
B = 1, L = 10 rand0161.stg 520 366 0

rand0167.stg 252 252 0
rand0106.stg 293 241 0
rand0122.stg 577 432 1
rand0053.stg 165 130 0
rand0163.stg 809 496 1
rand0166.stg 93 59 11

B = 1, L = 100 rand0161.stg 2860 1130 6
rand0167.stg 1062 926 0
rand0106.stg 1100 736 3
rand0122.stg 3187 1365 7
rand0053.stg 975 655 2
rand0163.stg 4679 1928 3
rand0166.stg 543 170 48

B = 1, L = 1000 rand0161.stg 26260 8341 11
rand0167.stg 9162 6075 3
rand0106.stg 9200 4112 2
rand0122.stg 29287 11136 17
rand0053.stg 9075 4039 14
rand0163.stg 43379 14193 15
rand0166.stg 5043 116 55

Figure 7.15. Second priority order for enhanced task merging on STG sub-
set.PT is the parallel time of the task graph.

7.8.1 Increasing Granularity

ATMM is quite successful at increasing the granularity of task graphs. Ta-
ble 7.1 below gives the increase in granularity for a subset of task graphs from
the Standard Task Graph Set. The first ten lines presents results on task
graphs when B = 1 and L = 10. For the next ten lines the latency has been
increased to 100, and the final ten lines have a latency of 1000. In all cases
the granularity of the task graph increases, due to merging of tasks.

B and L File Granularity before Granularity after
B = 1, L = 10 rand0161.stg 0.704545 0.932727

rand0167.stg 0.72 0.830909
rand0106.stg 0.879091 1.09727

continued on next page
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continued from previous page

B and L File Granularity before Granularity after
rand0122.stg 0.74 1.08081
rand0053.stg 0.501818 0.692727
rand0163.stg 0.714545 0.991736
rand0166.stg 0.715015 0.993007
rand0163.stg 0.714545 0.991736
rand0152.stg 0.812672 1.10655
rand0157.stg 0.805455 1.01364

B = 1, L = 100 rand0161.stg 0.0767327 0.194727
rand0167.stg 0.0784158 0.141881
rand0106.stg 0.0957426 0.212814
rand0122.stg 0.0805941 0.221197
rand0053.stg 0.0546535 0.141844
rand0163.stg 0.0778218 0.148909
rand0166.stg 0.077873 0.271915
rand0163.stg 0.0778218 0.148909
rand0152.stg 0.0885089 0.248086
rand0157.stg 0.0877228 0.199312

B = 1, L = 1000 rand0161.stg 0.00774226 0.0507571
rand0167.stg 0.00791209 0.0453149
rand0106.stg 0.00966034 0.0527736
and0122.stg 0.00813187 0.0472764
rand0053.stg 0.00551449 0.0372748
rand0163.stg 0.00785215 0.03327
rand0166.stg 0.00785731 0.0338485
rand0163.stg 0.00785215 0.03327
rand0152.stg 0.00893046 0.0723083
rand0157.stg 0.00885115 0.041282

Table 7.1. Granularity measures on task graphs from STG.

A more interesting test of the task merging approach is to instead use task
graphs from simulation code. Table 7.2 presents some task graphs generated
from simulation code from Modelica models. Some of the task graphs are built
in the earlier prototype of the parallelization tool, see Chapter 6.

B and L Model Granularity before Granularity after
B = 1, L = 100 PressureWave 0.000990 0.106

PreLoad 0.00990 0.147277
continued on next page
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continued from previous page

B and L Model Granularity before Granularity after

B = 1, L = 1000 PressureWave 0.0000990 0.0562
PreLoad - -

Table 7.2. Granularity measures on task graphs from Modelica models.

7.8.2 Decrease of Parallel Time

A second way to measure how successful the task merging approach is can be
to measure the parallel time of a task graph when it has been clustered using
the DSC [88] algorithm, and compare that to a task graph that has first been
merged using our task merging method. This will indicate whether the task
merging can further improve the clustering work. For these measurements we
have used two task graphs, one from the simulation code for a Modelica model
and the other from a butterfly calculation task graph. Table 7.3 presents
the results from these measurements. Both examples gain from first applying
ATMM as a complement to the DSC algorithm. For higher latency values the
gain is larger than for lower values. But even for the case when the latency is
one, task merging still improves the results.

B and L Model PT with DSC PT with TM + DSC
B = 1, L = 1 PreLoad 31 24
B = 1, L = 10 PreLoad 148 72
B = 1, L = 100 PreLoad 1318 242
B = 1, L = 1000 PreLoad 13018 94
B = 1, L = 1 Butterfly FFT 33 25
B = 1, L = 10 Butterfly FFT 105 45
B = 1, L = 100 Butterfly FFT 825 148
B = 1, L = 1000 Butterfly FFT 8025 1132

Table 7.3. Granularity measures on task graphs from two applications. PT
is the parallel time of the task graph.

7.8.3 Complexity

The computational complexity of a graph rewrite system depends on the
rewrite rules and on the termination of the rewrite process. For instance,
if only one transformation is made before the GRS terminates, the amount of
computational work required would be O(n) for a graph containing n nodes.
This is because in the worst case we will have to go through all nodes before
finding the node for which the transformation is performed.
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But, for a GRS like ATMM, where there is always a reduction of tasks in
the task graph, the worst case complexity is higher. In the worst case, ATMM
will succeed in making a total reduction of the task graph from n tasks to a
single task. This will require O(n+(n−1)+(n−2)+ ...+1) computing steps,
giving a worst case computational complexity of O(n2).

In practice however, this is seldom the case. The GRS will terminate before
a complete reduction is made. This will of course depend on the granularity
of the input task graph and of the latency and bandwidth parameters. For
instance, for a coarse grained task graph, ATMM will terminate after a single
traversal, giving a linear computational complexity. But of course the com-
plexity also depends on the number of edges of the task graph. If there are
many edges, each task will have many immediate predecessors and successors,
giving a more costly condition calculation.

7.9 Discussion and Future Directions

The task merging approach presented in this chapter is a new contribution in
the area of task clustering and task scheduling, called ATMM. It is of special
importance for automatic parallelization where the task graph granularity is
not directly controlled by an experienced programmer but instead is influenced
by the tool itself. Theoretical aspects on the graph rewrite system of task
merging such as termination and confluence builds a ground for the work,
which is strengthened by practical experience in the automatic parallelization
tool for Modelica simulation models.

There are several directions for future work within this area. There are
certainly large possibilities to reduce the computational complexity of the task
merging algorithm. One could investigate if it might be enough to traverse the
task graph only once when applying the pattern matching. How to implement
such a traversal but still guarantee the same reduction as for the unoptimized
task merging approach is an unanswered question.

Other possibilities are to implement heuristics as conditions with the aim
of reducing the complex condition evaluations to a simpler form. This could
substantially reduce computational complexity in practice and would with a
careful design of the heuristics still produce task graphs with a proper balance
between granularity and parallelism.

Yet another way to decrease the execution time of ATMM can be to par-
allelize the task merging algorithm itself. It makes sense to use the same
parallel computer for compiling the code in the parallelizing compiler as when
executing the compiled code. Such a parallelization would for instance try
to perform the subgraph pattern matching and calculation of conditions in
parallel. The actual transformation would be performed sequentially. Such
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an implementation could for instance distribute the nodes and edges over the
processors to perform the matching and transformation. The tricky part is
how to communicate and/or migrate nodes and edges between processors.

The idea of using the computational power of the parallel computer also for
compilation can of course also be expanded into other parts of the paralleliza-
tion tool, or in our application also the Modelica compiler itself. However,
most of the compilation process is sequential by nature and not much can be
gained by such a parallelization in general. But there might be cases where a
parallel implementation might speed up compilation.

The task merging approach can be further evaluated in the context of
malleable tasks if it is implemented in an automatic parallelizing compiler
for a wide spread scientific computing programming language such as For-
tran. There are several such research compilers available, some of them can be
found at [14]. The task merging approach could then be evaluated for a much
larger set of application examples, including for instance dynamic scheduling
of malleable tasks.

7.10 Summary

In this chapter we have presented a new approach for merging nodes in a task
graph to increase the granularity of the task graph, called ATMM. The ap-
proach is based on graph rewrite systems, where a set of transformation rules
are applied to a graph until the conditions of the rules are no longer fulfilled,
and the graph rewrite system terminates. This approach gives an easy-to-
understand and flexible solution to the problem of increasing the granularity
of a task graph by merging tasks. The approach also includes task replica-
tion which has been shown to substantially improve the results of scheduling
algorithms [41, 58].

ATMM has been tested on several examples including task graphs gener-
ated from simulation code produced from Modelica models as well as random
tasks from the STG (Standard Task Graph Set).



Chapter 8

Applications

This chapter presents a few application examples written in the Modelica
modeling language that have been parallelized using OpenModelica.

8.1 Thermal Conduction

Thermal conduction deals with transportation of thermal energy through con-
duction. This assumes that the atoms or molecules are in a fixed solid form
and are not moving around (like in a fluid or gas). Thus thermal conduction
can be used when modeling the temperature in a metal rod or a metal plate.

The heat conduction equation for three dimensions is

δT

δt
= a

(

δ2T

δx2
+

δ2T

δy2
+

δ2T

δz2

)

(8.1)

where T (x, y, z, t) is the temperature at position (x, y, z) at time t.

In this example we model the temperature in a thermal plate, which gives
us the heat equation for two dimensions, the x and y directions, resulting in
the PDE equation in Equation 8.1 below.

δT

δt
= a

(

δ2T

δx2
+

δ2T

δy2

)

(8.2)

Since standard Modelica cannot yet describe Partial Differential Equations
(for ongoing work to introduce PDEs in Modelica, see [69]), the model has
to be discretized by hand in the space dimensions, resulting in the following
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Modelica code:model HeatedPlate2Dparameter Integer n=8;parameter Real L=1;parameter Real k=0.001;

Real u[n,n](start=fill(20,n,n));

Real h=L*L/(n*n);equation
// Boundary conditionsfor y in 1:n loop

der(u[n,y])=-0.167;

u[1,y]=80;end for;for x in 2:n-1 loop
der(u[x,n]) = -0.001*u[x,n];

u[x,1]=40+20*cos(2*Modelica.Constants.PI/n*x);end for;
// Heat equation. (central difference)for x in 2:n-1 loopfor y in 2:n-1 loop

der(u[x,y]) = (k*(u[x,y-1]-2*u[x,y]+u[x,y+1]))/h

+ (k*(u[x-1,y]-2*u[x,y]+u[x+1,y]))/h;end for;end for;end HeatedPlate2D;

The model has the following boundary conditions:

• The east boundary has a constant temperature of 80 degrees, e.g. given
from a heating element, i.e. u[1,y]=80.

• The west boundary has a partially insulated boundary with a constant
decrease of temperature by 0.167 degrees per second,
i.e. der(u[n,y])=-0.167.

• The north boundary is also partially insulated but the decrease in tem-
perature is dependent on the absolute temperature,
i.e. der(u[x,n])=-0.001*u[x,n]

• The south boundary has a constant temperature that is varying across
the boundary as a cos wave.
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These boundary conditions are not chosen to be physically realistic, instead
they illustrate different usage of the Modelica language.

If we simulate the model and plot the temperature of the plate at differ-
ent points using the MathModelica tool [43], we get the result depicted in
Figure 8.1. In Figure 8.1(a) the temperature is shown at the start of the simu-
lation (t = 0) and in Figure 8.1(b) the temperature is shown when t = 5. The
plots are done using Mathematica.

8.1.1 Parallelization

When investigating the equations of the heated plate model it becomes evident
that the amount of computation per state variable is not sufficiently large to
give any speedup with the current parallelization scheme. The reason for this
is that it costs more to distribute the state variables to the slave processors
and send the results back compared to performing the actual computation.
However, since this example is so well structured it can easily be parallelized
using a distributed solver instead. A distributed solver will for each processor
have a solver that works on a subset of all state variables. In that case the
only amount of data that must be sent between processors are the values of
the state variables of the boundaries of each state variable set. For example,
the PVODE solver [11] (parallel ode solver) could be used for this.
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(b) The temperature at time t=5

Figure 8.1. Simulation of a heated plate in two dimensions
.

8.2 Thermofluid Pipe

There has been developed a Modelica package for thermo fluid models called
ThermoFluid [79]. It uses lumped control volumes, e.g. with behavioral equa-
tions describing a complete volume, or one dimensional discretized models,
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where the control volume is discretized along one dimension. The later ones are
actually PDE models which are discretized using the finite volume method [79]
and these models are of particular interest to parallelize, since the amount of
computational work (i.e. the size of the problem) performed in the simulation
can easily be controlled.

The model used for benchmarking is a system of pipes connected to a steam
source, where steam is fed in to the system, and a steam sink, where the steam
leaves the system. The pipe system consists of a series of pipes of different
dimensions. The model describes how a pressure wave of steam is transported
through the system, leading to the sink. Below is the Modelica text for the
model.model PressureWaveextends ThermoFluid.Icons.Images.Demo;

Components.Air.Reservoirs.AirSourceD_pT

Source(pdrop(steadyFlowInit=false),

dp0=1,

mdot0=4.0,

A = 0.00785,

T0 = 330.0);

Components.Air.Pipes.PipeDD Pipe(n=50,

geo(L=1.0),

char(dp0 = 1000),

generateEventForReversal=false,

init(steadyPressure=false,

p0=linspace(1.2e5,1.2e5,50))) ;

Components.Air.Reservoirs.AirResD_pT Sink;equationonnet(Source.b, Pipe.a);onnet(Pipe.b, Sink.a);end PressureWave;

The Pipe component is discretized into n pipe elements, which provides an
easy way of controlling the size of the model.

8.3 Simple Flexible Shaft

A shaft transporting torque from a motor to other mechanical components
in a system, like a propeller or a wheel, must in some cases be modeled in
substantial detail. If the shaft is exposed to large forces it might be needed to
model the entire shaft not as a rigid body propagating torque but instead as
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a flexible body that changes shape when large loads are put on it. Models of
such flexible shafts can be made at different levels of detail. It can for example
be modeled as a one dimensional discretization of the shaft or in a full three
dimensional PDE formulation of the shaft. In this application example we
consider modeling a shaft using a one-dimensional discretization scheme.

To model a shaft with flexibility in one dimension is quite easy using Mod-
elica and the arrays-of-components modeling technique. First we create the
model component which will be instantiated as an array element in our shaft
model.model ShaftElement "Element of a flexible 1-dimensional shaft"import Modelica.Mechanics.Rotational.Inertia;import Modelica.Mechanics.Rotational.Interfaces;extends Interfaces.TwoFlanges;

Inertia inertia1;

NonLinearSpringDamper springDamper1(c=5,d=0.11);equationonnet(inertia1.flange_b, springDamper1.flange_a);onnet(inertia1.flange_a,flange_a);onnet(springDamper1.flange_b,flange_b);end ShaftElement;

In this model we have used the Modelica Standard library and its pack-
age for one dimensional rotational mechanics, the Rotational package. The
ShaftElement model inherits the TwoFlanges interface, giving it two con-
nectors for transporting rotational energy, flange a and flange b. These
connectors are defined as (both Flange a and Flange b have the same defini-
tion):onnetor Flange_a

SI.Angle phi "Absolute rotation angle of flange";

SI.Torque tau "Cut torque in the flange";end Flange_a;

The SI package is explicitly imported with the following renaming import
statement:import SI=Modelica.SIunits;
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Thus, the torque and the rotation angle is connected from each shaft el-
ement to the nearby shaft element using Modelica connectors. The internal
model for each shaft element consist of a load component using the Inertia

model. The elasticity of the flexible shaft is modeled using a SpringDamper

model which we have replaced with a non-linear equation, giving a model
called NonLinearSpringDamper. There are many different formulations of a
non-linear spring. In this example we simply add a (non-physical) term to get
a non-linear equation in the model.

To use this shaft element in a model of a complete shaft one needs to in-
stantiate an array of ShaftElement:s and write a for loop (repetitive equation)
to connect these elements to the nearby elements:model FlexibleShaft "model of a flexible shaft"extends Modelica.Mechanics.Rotational.Interfaces.TwoFlanges;parameter Integer n(min=1) = 3 "number of shaft elements";

ShaftElement shaft[n];equationfor i in 2:n loop
connect(shaft[i-1].flange_b,shaft[i].flange_a);end for;onnet(shaft[1].flange_a,flange_a);onnet(shaft[n].flange_b,flange_b);end FlexibleShaft;

Finally, a small test model to test the model:model ShaftTest

FlexibleShaft shaft(n=5);

Modelica.Mechanics.Rotational.Torque src;

Modelica.Blocks.Sources.Step c;equationonnet(shaft.flange_a,src.flange_b);onnet(c.outPort,src.inPort);end ShaftTest;

This model is depicted in Figure 8.2 below.
We use a step source as input to a torque generator which is then connected

to one end of the shaft. If we simulate this model using n = 30 and two different
parameter values for each spring damper of the shaft we get the plots shown
in Figure 8.3.

The figure clearly shows that the harder damping that is put on each el-
ement of the flexible shaft, the sooner the system will reach a stable state.
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Figure 8.2. The ShaftTest model in the MathModelica model editor.

Typically, real application models of flexible shafts would have different spring
constants and inertias on different parts of the shaft, depending on its ge-
ometry and material composition. The shaft would also probably consist of
more internal components that just inertias and springs and dampers, like for
example models of roller bearings or friction bearings, etc.

8.4 Summary

In this chapter we have presented a few application examples which could
benefit from parallelization. All of them include a discretization of equation
using array of components in Modelica, even though the parallelization scheme
itself does not rely on that. Larger and more complex models however can as of
today not fully be translated by the OpenModelica compiler and can for that
reason not be parallelized by this research tool. Such models can for instance
be a complete plant model of a process industry, or detailed mechanical system
such as a car with engine model, electronic control system, and multi-body
suspension.
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(a) Plot of torques on flange b for each shaft element with c = 500 and d = 1.5

(b) Plot of torques on flange b for each shaft element with c = 500 and d = 150

Figure 8.3. Plots of torques on the shaft
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Chapter 9

Application Results

This chapter gives results from using the different parallelization techniques
for parallelization of the application examples.

9.1 Task Merging

The proposed task merging algorithm in Chapter 7 has been evaluated in two
ways. It first have been tested in the DAGS framework, presented in chapter 4,
using both task graph built from Modelica models and from tasks graphs of
the Standard Task Graph Set [77]. The results from some of these examples
can be found in Appendix A. The main conclusion from these tests is that
provided that the latency parameter is large in relation to the bandwidth
i.e., a fine grained task graph, the task merging algorithm succeed quite well
in increasing the granularity (by merging tasks) for increasing values of the
parallel execution time. The results are better the larger latency is chosen, as
expected.

Moreover, the task merging algorithm has also been implemented in the
ModPar tool, presented in Chapter 6, as part of the automatic parallelization
scheme. These results are presented below as measurements of speedup of
execution times.

9.2 Parallelization of Modelica Simulations

Parallelization and performance measurements of simulation of application
models has been done using both the DSBPart and the ModPar tools. Results
are presented below in the following two sections.
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9.3 DSBPart Experiments

In this section we present results gained from using the DSBPart tool and
early experiments made on task graphs produced by this tool.

9.3.1 Results From the TDS Algorithm

Due to the linear clustering technique used by the TDS algorithm, combined
with the fine grained task graphs produced by our tool, the TDS algorithm
does not work well for the fine task graph generated in our tool (as for fine
grained task graphs in general). As an example, we will use the small task
graph shown in Figure 9.1. For that task graph, the TDS algorithm produces
the values found in Figure 9.2. The table shows the earliest completion time
(ect) of the final node (i.e. the exit node of the DAG) for a set of different
communication cost values of the task graph. The earliest completion time is
a measure of the parallel time, provided that the number of processors required
by the algorithm is available. However, in practice the number of processors
required by the TDS algorithm is usually too large. For instance, the robot
example requires 173 processors when applying the TDS algorithm.

The table shows that in order for the TDS algorithm to produce a schedule
that according to the delay model has a computed speedup > 1, the commu-
nication cost must be around 10 or less in comparison to the computational
size of the tasks. For the task graph produced by the PreLoad example, the
tasks are almost exclusively arithmetic expressions, thus the communication
cost of sending a scalar value should be only at most ten times more expen-
sive compared to performing an arithmetic operation on two scalar variables.
This is a far more demanding latency requirement than what most real multi
processor architectures can deliver today.

We also ran the TDS algorithm on a larger example, the simulation code
from the robot example in the Modelica Standard Library, with inline integra-
tion and mixed mode integration, see section 3.2. The result for that example
is shown in Figure 9.3, using the same set of communication costs. For this
example, the results are a bit better. Computed speedup > 1 according to
the delay model is achieved if the communication cost is around 500 or less.
One reason for this improvement could be that the simulation code from the
robot example contains larger tasks, for instance to solve systems of equations,
thereby increasing the average granularity.

In the above results we have not looked at fixing the number of processors
to a specific value. One reason for this assumption is that by allowing a un-
limited number of processors, we can compare the result with other clustering
algorithms like for instance the DSC algorithm. This assumption will produce
the best possible results from the TDS approach, i.e. a lower time bound.
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Figure 9.1. The task graph built from the code produced from the PreLoad

example in the mechanics part of Modelica Standard Library.

Total sequential execution time Number of nodes
100 221

(a) Total sequential execution cost and graph size.

c 1000 500 100 10 1
ect 5008 2508 508 58 16

(b) Parallel computation time (using TDS
with unlimited number of processors), i.e. the
ect value of the exit node of the DAG, for dif-
ferent values of node-to-node communication
cost c.

Figure 9.2. Results for the TDS algorithm on the PreLoad example with
varying communication cost.

9.3.2 Results From using the FTD Method

Figure 9.4 gives some computed theoretical speedup figures using the Full Task
Duplication Method for a discretized thermofluid pipe. Figure 9.6 contains the
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Total sequential execution time Number of nodes
8369 6301

(a) Graph size and total sequential execution cost.

c 1000 500 100 10 1
ect 9401 6901 4901 4451 4406

(b) Parallel computation time(using TDS with un-
limited number of processors), i.e. the ect value of
the exit node of the DAG, for different values of
node-to-node communication cost c.

Figure 9.3. Results of the TDS algorithm on the robot example, using mixed
mode and inline integration with varying communication cost.

same measurements for the robot example. Since the FTD method does not
involve any communication at all during the time between the computation of
the states, the parallel time can easily be calculated using Equation 5.1. This
equation is used to calculate the cost for the FTD method for various values of
bandwidth and latency. However, since the latency cost is the most dominant
one, we simplify the two values into a single communication overhead, c, with
varying values. This simplification also makes the FTD method correspond
better to the delay model.

The parallel simulation code from the discretized thermofluid pipe has
also been executed on a PC-cluster with a SCI network as the communica-
tion device. Figure 9.5 gives the measured speedup when executing on the
PC-cluster. The measurements on execution time differ from the computed
theoretical speedup figures given in Figure 9.4 in several ways.

First, the achieved speedup values are lower in all three cases, compared
with the most expensive communication cost used in the computed theoreti-
cal case (c = 1000). Thus, the actual cost of communicating is higher than
1000. The fact that the cost has been simplified from two parameters, i.e. the
bandwidth and latency, to one combined parameter also affects the results.

Second, all curves have a tendency of degraded speedup as the number of
processors increase. The figures shows a degradation after about 8 processors.
This effect is due to the parallel communication and computation model used
in this work, the delay model described in Section 2.2.4. The delay model does
not cover all costs of communication, e.g. the gap cost (see Section 2.2.2) is not
taken into consideration. Therefore, when the number of processors increase
the master processor must spend more time communicating messages to slave
processors, thus reducing the speedup.

The FTD method has also been tried on the robot example, both using
mixed mode and inline integration and without, see Figure 9.6. When using
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(a) Thermofluid pipe with 50 discretization points.
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(b) Thermofluid pipe with 100 discretization points.
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(c) Thermofluid pipe with 150 discretization points.

Figure 9.4. Computed speedup figures for different communication costs c
using the FTD method on the Thermofluid pipe model.

mixed mode and inline integration, the amount of parallelism clearly increases,
since the robot example only gives a two processor assignment when not using
mixed mode and inline integration, compared to up to nine processors when
using these optimization techniques. However, the speedups in both cases are
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(a) Thermofluid pipe with 50 discretization points.
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(b) Thermofluid pipe with 100 discretization points.
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(c) Thermofluid pipe with 150 discretization points.

Figure 9.5. Measured speedup figures when executing on a PC-cluster with
SCI network interface using the FTD method on the Thermofluid pipe model.

almost none.

Since the robot example is the most realistic example among the examples
studied in this thesis, it substantially influences the interpretation of the re-
sults. Therefore, a preliminary conclusion that can be drawn is that the FTD
method works well for some nice structured examples such as discretized flow
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(a) Mechanical robot model with a standard solver
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(b) Mechanical robot model with mixed mode and inline integration

Figure 9.6. Computed speedup figures for different communication costs, c,
using the FTD method on the robot example.

models but is less suitable for general large and complex models. However,
some uncertainty still remains since larger models than the robot example have
not been tried yet.

9.4 ModPar Experiments

As the ModPar tool is part of the OpenModelica environment its use depends
on the compilation capabilities of the OpenModelica front-end. Currently this
limits the number of models that can be translated, since the OpenModelica
compiler can not completely translate all language features present in e.g. the
Modelica standard library.

However, the applications presented in Chapter 8 can be translated and of
these, the FlexibleShaft example has been run on a Linux cluster and on an
SGI shared memory machine. The Linux cluster, called monolith, is 200 PC’s
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each having two Intel Xeon processors at 2.2 GHz and 2GB primary memory.
It has about 4.5µs latency and about 260 MB/s in bandwidth.

The shared memory machine is a Linux-based SGI Altix 3700 Bx2 super-
computer called mozart with a 512 GB shared memory. It has Intel Itanium
2 processors running at 1.6 GHz. Its latency of communication through the
shared memory is below 1µs and its bandwidth is 6.4 GB/s.

Figure 9.7 shows the speedup for the simulation of the FlexibleShaft model
on a Linux cluster (named monolith) using a fast SCI network for communica-
tion between processors. For such examples a typical speedup of around 2 can
be achieved. The figure shows two different problem sizes, 100 shaft elements
and 150 shaft elements. For the latter a slightly more speedup is gained, and
probably for even larger problem sizes more speedup can be achieved.

Figure 9.8 shows the speedup for the simulation of the same FlexibleShaft
model on an 64 processors SGI machine (named mozart) with shared mem-
ory. This parallel machine has a bandwidth of 6.4GB/s and a latency of less
than 1µs, which is substantially better compared to the monolith machine.
The increased performance of the communication network is reflected in the
increasing speedup, resulting in the highest speedup of about 4.8 for 16 pro-
cessors, see Figure 9.8(b).

9.5 Summary

The results from this thesis work are mainly in three parts. The first part
is results from the task merging method. It shows that task merging using
graph rewrite rules can successfully increase the granularity of fine grained
task graphs such that they can be more suitable for scheduling using many
existing scheduling algorithms.

The second part of the research results is on the DSBPart parallelization
tool which translates simulation code from the Dymola tool to parallel C-code.
It shows speedup figures from some models and that other models does not
produce speedup due to limited amount of parallelism.

The final part shows results on the ModPar parallelization tool, which is
part of the OpenModelica compiler framework. This tool uses the task merging
algorithm and shows that speedup is also possible using this approach. For the
examples presented here, similar results as for the DSBPart tool are achieved.
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(a) Flexible shaft with 100 elements on monolith
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(b) Flexible shaft with 150 elements on monolith

Figure 9.7. Measured speedup when executing the simulation of the Flexi-
bleshaft model on the monolith PC-cluster with SCI network interface.
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(a) Flexible shaft with 100 elements on mozart
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(b) Flexible shaft with 150 elements on mozart

Figure 9.8. Measured speedup when executing the simulation of the Flexi-
bleshaft model on the mozart 64 processors shared memory SGI machine.



Chapter 10

Related Work

This chapter relates the work presented in this thesis to the work of other
people, both regarding scheduling and clustering of task graphs as well as
regarding automatic parallelization of simulation code. Related work on clus-
tering and scheduling algorithms have been discussed earlier in Chapter 2.
However, in this chapter we discuss from how these algorithms relate to the
work in this thesis.

10.1 Parallel Simulation

Related work in parallel simulation is divided into the three parallelization ap-
proaches presented in Chapter 1: parallelism over the method, parallelism over
time, and parallelism over the system. Parallelism over the method covers par-
allel solving techniques for differential equations, while parallelism over time
covers the work on parallel discrete event simulation techniques. Parallelism
over the system is the approach taken in this thesis.

10.1.1 Parallel Solvers

Parallel solving techniques tries to extract parallelism from the solver approx-
imation scheme, typically using multi-step solvers. These solvers calculates
several instances of the solved equations, the function f , see Equation 3.5 on
page 60, in parallel. One such solver is the parallel Runge-Kutta solver [68].
This technique could be combined with the work presented in this thesis to
reveal even more parallelism. The parallelization would in that case be done
on two different levels. First, a coarse grained parallelization of different com-
putations of f and also a more fine grained parallelization of each computation
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of f itself.

Using parallel solvers like Runge-Kutta can be beneficial for some exam-
ples. It is however not a generic solution to the automatic parallelization prob-
lem of simulation code since many simulation models require more complex
solvers with better error estimates and better stability. Most stiff problems,
i.e. problems with both fast and slow transients, requires advanced solvers
like for instance DASSL. These kind of problems are note possible to simulate
using simple techniques like the Runge-Kutta methods.

A special kind of parallel solving technique is to use data parallelism over
the equations and variables. This is typically used for PDE problems and ODE
problems on explicit form. For instance, the famous CVODE solver for solving
ODE problems also exist in a parallel version which uses data parallelism as
parallelization scheme [11].

Another parallel solver is the Concurrent DASSL [38]. It is a parallel
implementation of the DASSL solver.

10.1.2 Discrete Event Simulations

When the simulation model is limited to using only discrete events without
any continuous variables, a discrete event simulation solver can be used. Such
simulations do not require the solution technique to sequentially increase the
time variable a step at a time. Instead they adopt different parallelization
schemes to jump forward (and backward) in time to better exploit parallelism.

The parallelization approaches for discrete event system simulations are
also not generic enough for systems simulation where continuous variables are
needed. There are however application areas like traffic simulations, where a
completely discrete event formulation of the problem is sufficient. For such
cases, discrete event simulation and the parallelization schemes for these can
be successfully used.

10.1.3 Parallelism Over Equations in the System

The approach taken in this thesis to perform parallelism over the system means
that the calculation of the equations are parallelized. This approach has been
adopted earlier in for instance real time simulations using the Transputer par-
allel computer [84]. The Transputer parallel computer is quite old and has a
relatively low communication to computation time ratio compared to todays
parallel computers like Linux cluster computers. Therefore the parallelization
work performed on the Transputer had a much more coarse grained task graph
as starting point for the scheduling and clustering algorithms, thus giving good
speedup results.
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There are also hand written simulation codes, e.g. these presented in next
section, that use parallelism over the system. For instance, the BEAST sim-
ulation tool calculates the equations, mostly regarding contact calculations
between bearings and roller elements in roller bearing simulations in parallel.

10.1.4 Parallel Simulation Applications

The perhaps most common parallel simulations are hand written simulators
for specific application areas. The reason for this being the most popular way
of exploiting parallel computing in simulations are several.

One reason is that general simulation tools are too generic for special pur-
pose simulations with large computation costs and such tools can not efficiently
parallelize such simulation code. The simulation tools might not even have the
strength to be able to specify the complex equations and dedicated solver tech-
niques for such applications.

Another reason for handwritten simulator is that the parallelization scheme
itself can involve approximations, e.g. to reveal more parallelism in comparison
to the sequential execution code of such simulation. For instance, an imple-
mentation of a parallel particle simulation can divide the particle space into
regions, with one region per processor, and neglect collisions and other inter-
ference between particles of different regions. This approximation reveals more
parallelism and substantially improves the performance of the parallel simula-
tion of particles. Such application specific knowledge can not be included in a
generic automatic parallelization tool.

Examples of simulation code that is handwritten (typically in Fortran) are:

• Weather forecast simulations at the Swedish Meteorological Institute
(SMHI). These models build on advanced partial differential equations
written in Fortran.

• Photon particle simulations in supernovas.

• Biological and chemical large scale simulations.

• High performance roller bearing simulations in the BEAST tool [52].
These are written in C++, using object oriented techniques and C++
to model roller bearings.

10.2 Scheduling

There are scheduling algorithms that takes a task graph and schedules it for
a fixed number of processors directly, without the need of clustering (or task
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merging). The Modified Critical Path (MCP) scheduling algorithm is an ex-
ample of such a scheduling algorithm. It takes a task graph with execution
costs and communication costs and the number of processors for the schedule
as input. Hence, it uses the delay model for task graph scheduling. The com-
putational complexity of the MCP algorithm is O(n2(log(n) + P )) for n tasks
and P processors.

Another such algorithm is the ERT algorithm presented in detail in Chap-
ter 2. It has similar performance as the MCP algorithm [35].

One problem with scheduling algorithms solving the entire scheduling prob-
lem, including mapping to a fixed number of processors, is that the computa-
tional complexity of the problem is too high. These algorithms tend to have
a high complexity but still using e.g. a simple cost model and not using task
duplication. Therefore they also have problems with scheduling fine grained
task graph where much duplication is a necessity. On the other hand, by solv-
ing the complete problem in a single step, it is more probable to come up with
optimal schedules. But since the multiprocessor scheduling problem is proved
to be NP-complete, optimal algorithms are not practical.

10.3 Clustering and Merging

Much work has been done in the area of clustering of task graphs, and some
work has also been done in the approach of merging tasks in a task graph to
increase the granularity. The following sections present work related to this
thesis and explain the differences and similarities.

10.3.1 Task Clustering

The work of forming clusters of tasks in a task graph has been studied in
depth. Early approaches include the internalization algorithm [81] and the
DSC algorithm [88], where the later can be seen as an improvement of the
former. The DSC algorithm is presented in detail in Chapter 2. These two
algorithms both use the parallel time, see Equation 2.16, as a metric for guiding
the choice of inclusion into a cluster or starting building a new cluster. The
same approach has been taken in this work, by trying to reduce the top level
(see Equation 2.3 on page 26) of tasks in the task graph which will result in a
lower parallel time of the task graph. These two clustering techniques do not
use task replication to reduce communication, as is done in this work. Also,
since they are pure clustering algorithms they do not agglomerate (or merge)
communication messages between tasks. The reason being that the simple
delay model does not give a benefit of such agglomeration.
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There has also been efforts of clustering algorithms that use task replica-
tion to improve scheduling performance. Studies has shown that using task
replication is beneficial [41, 58], hence many recent clustering algorithms use
it.

One task duplication based clustering algorithm is the DFRN algorithm [59].
It uses task duplication at a lower complexity compared to earlier algorithms
having task duplication. But still, the DFRN algorithm has the complexity
O(n3), which is quite high for large and fine grained task graphs.

All these algorithms use the delay model, presented in Chapter 1, whereas
this work use parts of the LogP model which is a more accurate cost model
for task graphs. There are however also clustering and scheduling approaches
emerging for the LogP cost model, like for instance [42, 9].

Others use simpler cost models which still are more accurate than the delay
model [78, 37]. These cost models are very similar to the approach taken in
this work, having a latency and bandwidth parameter in the cost model.

To conclude on the related work on both scheduling algorithms and clus-
tering algorithms it should be noted that the task merging approach can be
considered as a complement to these methods. There are no obstacles to using
both task merging and task clustering followed by task scheduling to solve
the multiprocessor scheduling of task graphs. However, the task merging al-
gorithm takes over parts of the clustering work so a clustering phase is not as
crucial if task merging is performed.

10.3.2 Task Merging

To merge tasks with the intent of increasing the granularity of the task graph
has been used in several approaches. One approach is called grain packing [31],
which is essentially the same as merging tasks.

However, as far as we know there are no task merging approaches besides
our that uses task replication.

10.4 Summary

Work related to this thesis can be found in parallel simulation techniques
including automatic parallelization, parallel numerical solving techniques and
to some extent parallel simulation applications. Another area of related work
deals with task clustering and scheduling techniques in general. Clustering
algorithms are similar to our work of task merging in many ways, but many
of them are using the simpler delay model as a cost model for task graphs.
There are also other task merging techniques such as grain packing that are
closely related to our work but does not use task replication.
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To summarize our work distinguishes itself from the related work in that we
are using a task merging technique where tasks and communication messages
are merged together to increase granularity and also using task replication to
obtain better results. This combination has not been investigated before. Our
work is also unique in that we use the graph rewrite system formulation of
our problem, which to our knowledge has not been done previously in task
clustering or task merging.



Chapter 11

Future Work

In this chapter we present some future directions of further work on the re-
search problem in this thesis.

11.1 The Parallelization Tool

Currently, a large a subset of the Modelica language is supported in the Open-
Modelica framework. There is still future work on the implementation of Mod-
elica language constructs and of further equation optimizations in the compiler.
Moreover, the ModPar module needs support for these missing features.

One important part of the Modelica language that has not been considered
at all in this thesis work is the handling of discrete events, i.e. the hybrid
parts of the Modelica language. When a discrete event happens, e.g. when a
state variable climbs above a certain threshold, the exact point in time for this
discrete event must be calculated. This means that the numerical solution pro-
cess temporarily stops at that point. The event calculation is performed (the
body of the when statement) and the numerical solution process is restarted.
This method of handling hybrid systems complicates the parallelization work.
When an event occurs all processors must be interrupted (or just a few of
them, depending on using a distributed or centralized solver) and the solver
stopped. The event must be handled by one (or several) processors, and there-
after must the previous work scheme be taken up again. The parallelization of
hybrid systems has been put out of the scope of this thesis because it involves
too much additional work.

However, purely discrete models in Modelica could be parallelized using ex-
isting parallel discrete event simulation method. The easiest way of performing
such parallelizations is probably to try to automatically export such Modelica
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models into existing discrete-event simulation tools. Thus, future work here
includes finding a mapping (translation scheme) for such export functionality.

11.2 Task Merging

The task merging approach (ATMM) using Graph Rewrite Systems can be
further improved in several directions. For instance the cost model of the
communication can be fully extended to the LogP model, taking also the
gap parameter g into consideration. It is also possible to consider the P
parameter in the task merging, i.e. the number of available processors. But
in this case, the task merging algorithm is also starting to take scheduling
decisions, i.e. making it less flexible and more complex. As the task merging
algorithm is presented in this thesis, it can be used with the same parameters
for schedules on an arbitrary number of processors. For instance, the code
generator could use the same merged task graph for scheduling the graph on
2, 4 8 and 16 processors at the same time, depending on available resources.
But by considering the P parameter the rewrite rules could for instance be
limited in the number of predecessors of tasks in the task graph, to limit the
amount of parallelism to a suitable level for a fixed number of processors.

Another approach of improving the graph rewrite system is to further allow
malleable tasks of the task graph. We have presented one approach of how
malleable tasks can be introduced into the rewrite system, but by allowing
more scheduling decisions in the algorithm, the introduction of malleable tasks
can be made even more efficient. For instance, by deciding that a malleable
task should execute on a certain number of processors, the execution time of
the malleable task can be determined more accurately. This might potentially
allow for more reductions of the task graph on other places, resulting in an
increased granularity and therefore a better schedule in the end.

11.3 The Modelica Language

The Modelica language itself is evolving according to user feedback and user
requirements in the Modelica Design Group. However, several extensions to
Modelica in different directions are investigated at the Programming Environ-
ments Laboratory at Linköping University. These extensions include extend-
ing Modelica with support for Partial Differential Equations. Such extension
would require new parallelization schemes including data parallelism. For in-
stance, a Modelica model of a large system might then include a PDE problem
as a component. Such models might use a specific (parallel) PDE solver for
that component and other solvers for other components of the model. Future
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work includes how to parallelize such models and also how to choose which
solvers should be used.

Another extension to the Modelica language could be the introduction
of TLM (Transmission Line Modeling) in Modelica []. This is a method of
identifying parts of a model that have slow moving transients and can thereby
be modeled as a transmission line having a certain delay. In that way, the
equation system is broken apart at this transmission line and the two parts
at each end of the line can be solved using their own numerical solver. Thus,
the partitioning of the model onto the parallel machine is partly performed by
the user by adding TLM components to the model. In this way, a large and
complex simulation model can be partitioned manually and it is thereby easier
to achieve good speedups.

11.4 Summary

The future work of the research in this thesis lies in three different areas.
The automatic parallelization tool is only on the prototype stage and there
is much implementation left to handle the complete Modelica language. The
task merging algorithm can be further improved by a more accurate cost model
and by improving the transformation rules. Finally the Modelica language
and the research activities surrounding it, like partial differential equations
and transmission line modeling, can pose new requirements on automatic par-
allelization, e.g. to investigate automatic solver selection techniques and how
to fully exploit TLM modeling in the parallelization.
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Chapter 12

Contributions and

Conclusions

This chapter presents contributions and conclusions. Conclusions regarding
the hypothesis of the thesis work are presented and of the task merging tech-
nique using graph rewrite systems.

12.1 Contributions

The contributions of this thesis are:

• ATMM, a new approach of merging tasks using a graph rewrite system
formulation with a small set of transformation rules designed to merge
tasks together to increase granularity without decreasing the amount of
parallelism of the task graph. To our knowledge, the approach is the
first known work on task merging using Graph Rewrite Systems and
also adopting task replication.

• An automatic parallelization tool, ModPar, for the equation-based mod-
eling language Modelica, that is shown with examples to give speedups
when executing the simulations of these examples on parallel computers.
The ModPar tool is based on the Open Source implementation Open-
Modelica, including task merging, task scheduling and code generation
techniques adopted for automatic parallelization of simulation code. This
tool was also partly based on the earlier DSBPart prototype tool.

• A task graph implementation in Mathematica providing an interactive
environment with emphasis on experimentation and evaluation of schedul-



170 CHAPTER 12. CONTRIBUTIONS AND CONCLUSIONS

ing and clustering algorithms. The implementation includes a number of
implemented scheduling and clustering algorithms and the task merging
approaches presented in this thesis.

• Insight and conclusions of working with a research compiler for natural
semantics by using the RML language. The author has spent much of the
time implementing the Modelica compiler written in RML, an experience
discussed in the conclusions below.

• The author has also taken an active role in the Design of the Modelica
language, attending design meetings on many occasions, contributing to
the improvement of the Modelica modeling language.

12.2 Conclusions

The conclusions of this thesis, automatic parallelization and implementation,
are presented in the two following sections.

12.2.1 Automatic parallelization

We have presented an automatic parallelization framework for Modelica based
on the OpenModelica compiler. A prototype implementation has been made
that can successfully parallelize Modelica simulation models. The speedup of
these simulations vary depending on the size and complexity of the simulations.

In this thesis we have proposed a new method (ATMM) of merging tasks
using a generic method for transforming graphs called graph rewrite systems.
This approach is based on the LogP cost model of parallel computing for the
communication costs in a task graph. It also uses task replication to decrease
the communication cost and improve performance.

The task merging method is based on a small set of transformation rules
which are quite simple and easy to understand, but still have been demon-
strated to be very efficient at increasing the granularity of fine grained task
graphs. This has been one of the obstacles in the automatic parallelization of
simulation code, since in this case the task graphs have been built on the finest
granularity level possible. The reason being to detect all possible parallelism
of the simulation code. Hence, the combination of building the task graph at
this fine grained level, combined with the task merging method has resulted
in a successful parallelization technique suitable for parallelization of many
simulation models.

The termination of the graph rewrite system is guaranteed since the task
merging system will never add tasks to the task graph. It will only merge
tasks, reducing the total number of tasks in the graph. Thus, the task merging
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system will always terminate and the computational complexity of the system
can therefore be (theoretically) determined.

The computational complexity of the task merging algorithm is O(n2) for a
fine grained task graph in the case of a total reduction/merging of the tasks of
the task graph. Since this is seldom the case, the computational complexity is
in practice lower than this boundary. In practice it very much depends on the
granularity of the task graph and on the bandwidth and latency parameters.
Many reductions will be made for high values of latency and fine grained task
graphs, resulting in higher computation time, whereas for coarse grained task
graphs, no or very few reductions will be performed. For such cases, the
computational complexity is O(n), i.e., linear in the number of tasks of the
task graph.

The task merging system has been developed in two different versions,
where the first attempt did not sufficiently succeed in reducing the task graphs.
Therefore, a second more elaborated set of transformation rules was developed.
Unfortunately, the enhancements also led to confluence problems regarding the
rewrite system. Thus, the enhanced system needed a priority mechanism for
the transformation rules such that the system was made confluent.

The task merging approach has been experimentally tested both on appli-
cation examples from simulation code and by using the standard task graph
set. The task merging approach succeeded in increasing granularity in most
of the cases.

12.3 Implementation

Most of the implementation work in this research problem has been done
using the RML language, presented in Chapter 6.3.2. Since RML is a research
language developed at PELAB, Linköping university, it does not have a full-
fledged development environment as can be found for e.g. Java, C++ or other
wide-spread programming languages. It does not have good enough support
for debugging, profiling, etc, and it does not have a large standard library as
have most languages today (e.g. Java or C++). It does not for instance have
support for the most common used data types such as associative arrays (maps
or hash tables), reusable vectors, and many other data types commonly used
in compilers. Some of these missing features, e.g. library support for hash
tables, dictionaries, binary trees, etc., has during this work been implemented
by this author and a colleague. However, some work still remains to convert
this into a general reusable library.

However, among the advantages of RML are, quick to learn, powerful pat-
tern matching, good support for abstract syntax trees, automatic memory
management, and compilation to efficient C-code. Since RML uses Natural
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Semantics it is also efficient at describing typical semantic rules in a compiler.
However, for other parts of the compiler it is sometimes less suitable.

Today, the compiler is about 72000 lines of RML code, which can take
quite some time to fully grasp. However, PELAB has initiated an effort to
automatically translate this RML code into a MetaModelica language, which is
an extension of the Modelica language. By performing this transformation, we
will get a Modelica compiler written in MetaModelica, a superset of Modelica,
i.e., the compiler is in principle written in itself. Through this effort, the
OpenModelica compiler will have removed most of the drawbacks of RML but
still retain the advantages. Also, the increasing number of Modelica users
around the world will probably increase the standard library of both Modelica
functions, Modelica data types such as associative arrays, etc., and Modelica
models.

A final observation is that implementing compilers is a hard task which re-
quires both experienced programmers and good tool support. The RML com-
piler did not fulfill these requirements fully, and if the OpenModelica compiler
were to be written today it would probably not be done using RML, given the
lack of tool support in compiler and development environment. However, with
the automatic translation to MetaModelica along with better tool support in
an integrated environment (eclipse [20]) with both debugging, browsing, etc.,
the OpenModelica compiler will be a success.

12.4 Summary

The main contribution of this thesis is the ATMM task merging method, and
an automatic parallelization tool that enables engineers with little or no knowl-
edge of parallel programming to speed up their simulations using parallel com-
puting. The contribution consists of algorithms and techniques for automatic
parallelization prototype tools and experimental frameworks for conducting
further research in this area.
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Appendix A

Task Merging Experiments

Table A.1 below shows the task merging algorithm on a subset of the Standard
Graph Set (STG) with graphs of size 100. The first column is the filename for
the task graph. The second column gives the parallel time before the merge.
The third column shows the parallel time after the task mering has been run.
The fourth column is the number of tasks in the graph and the fifth column
is the number of tasks after the task merging. All these figures are the same
when having different priority order of the task merging rules.

File PT before PT after No. tasks before No. tasks after
rand0161.stg 520 351 100 100
rand0167.stg 252 233 100 100
rand0106.stg 293 230 100 100
rand0122.stg 577 429 100 99
rand0053.stg 165 126 100 100
rand0163.stg 809 490 100 99
rand0166.stg 93 49 89 78
rand0163.stg 809 490 100 99
rand0152.stg 159 110 99 93
rand0157.stg 843 576 100 100
rand0076.stg 353 329 100 97
rand0071.stg 698 401 100 100
rand0114.stg 125 86 100 95
rand0171.stg 265 247 100 100
rand0114.stg 125 86 100 95
continued on next page
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continued from previous page

File PT before PT after No. tasks before No. tasks after
rand0168.stg 242 212 100 100
rand0119.stg 242 228 100 100
rand0102.stg 191 147 100 99
rand0080.stg 185 86 97 90
rand0068.stg 818 605 100 100
rand0061.stg 519 282 100 98
rand0100.stg 151 97 100 97
rand0134.stg 376 282 100 100
rand0157.stg 843 576 100 100
rand0078.stg 802 660 100 100
rand0111.stg 84 36 88 76
rand0027.stg 423 295 100 100
rand0035.stg 154 112 100 98
rand0025.stg 227 142 99 97
rand0126.stg 573 367 100 96
rand0040.stg 193 173 100 96
rand0051.stg 159 88 100 98
rand0052.stg 143 86 100 98
rand0148.stg 179 136 100 99
rand0142.stg 156 137 98 94
rand0158.stg 459 296 100 98
rand0116.stg 235 220 100 100
rand0155.stg 310 231 100 93
rand0028.stg 362 278 100 99
rand0168.stg 242 212 100 100
rand0175.stg 212 153 100 98
rand0053.stg 165 126 100 100
rand0126.stg 573 367 100 96
rand0100.stg 151 97 100 97
rand0114.stg 125 86 100 95
rand0131.stg 227 152 100 98
rand0170.stg 255 232 100 100
rand0121.stg 257 178 100 97
rand0035.stg 154 112 100 98
rand0020.stg 370 175 100 99

Table A.1. Task Merging on STG using B = 1 and L = 10
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Table A.2 below presents results for the same STG subset as above but
with B = 1 and L = 100.

File PT before PT after No. tasks before No. tasks after
rand0161.stg 2860 1115 100 94
rand0167.stg 1062 907 100 100
rand0106.stg 1100 727 100 97
rand0122.stg 3187 1362 100 93
rand0053.stg 975 649 100 98
rand0163.stg 4679 1922 100 97
rand0166.stg 543 111 89 41
rand0163.stg 4679 1922 100 97
rand0152.stg 699 348 99 69
rand0157.stg 4173 1482 100 98
rand0076.stg 1603 625 100 92
rand0071.stg 4208 1662 100 93
rand0114.stg 755 322 100 87
rand0171.stg 1075 835 100 98
rand0114.stg 755 322 100 87
rand0168.stg 1052 703 100 97
rand0119.stg 1052 923 100 100
rand0102.stg 1001 652 100 97
rand0080.stg 1175 321 97 69
rand0068.stg 4224 1625 100 97
rand0061.stg 3219 1312 100 97
rand0100.stg 851 347 100 91
rand0134.stg 1906 782 100 92
rand0157.stg 4173 1482 100 98
rand0078.stg 3907 1763 100 92
rand0111.stg 534 106 88 35
rand0027.stg 2223 1007 100 89
rand0035.stg 872 358 100 92
rand0025.stg 1127 453 99 86
rand0126.stg 2733 876 100 90
rand0040.stg 993 579 100 96
rand0051.stg 969 431 100 97
rand0052.stg 863 428 100 87
continued on next page
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continued from previous page

File PT before PT after No. tasks before No. tasks after
rand0148.stg 899 447 100 94
rand0142.stg 786 364 98 75
rand0158.stg 2709 807 100 89
rand0116.stg 1045 694 100 99
rand0155.stg 1840 707 100 86
rand0028.stg 1802 683 100 92
rand0168.stg 1052 703 100 97
rand0175.stg 1022 570 100 95
rand0053.stg 975 649 100 98
rand0126.stg 2733 876 100 90
rand0100.stg 851 347 100 91
rand0114.stg 755 322 100 87
rand0131.stg 1217 439 100 87
rand0170.stg 1065 919 100 100
rand0121.stg 1427 565 100 82
rand0035.stg 872 358 100 92
rand0020.stg 2350 965 100 94

Table A.2. Task Merging on STG using B = 1 and L = 100
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Table A.3 has L = 1000, giving even more reduction of the number of tasks
of the task graphs.

File PT before PT after No. tasks before No. tasks after
rand0161.stg 26260 8095 100 89
rand0167.stg 9162 6072 100 97
rand0106.stg 9200 4101 100 98
rand0122.stg 29287 11133 100 83
rand0053.stg 9075 4034 100 86
rand0163.stg 43379 14187 100 85
rand0166.stg 5043 0 89 34
rand0163.stg 43379 14187 100 85
rand0152.stg 6099 1020 99 42
rand0157.stg 37473 11183 100 86
rand0076.stg 14203 4096 100 82
rand0071.stg 39308 12148 100 87
rand0114.stg 7055 2014 100 70
rand0171.stg 9175 5113 100 94
rand0114.stg 7055 2014 100 70
rand0168.stg 9152 4070 100 91
rand0119.stg 9152 6096 100 98
rand0102.stg 9101 5045 100 98
rand0080.stg 11075 0 97 17
rand0068.stg 38424 11182 100 90
rand0061.stg 30219 9086 100 84
rand0100.stg 8051 2031 100 81
rand0134.stg 17206 6081 100 76
rand0157.stg 37473 11183 100 86
rand0078.stg 35407 12244 100 82
rand0111.stg 5034 0 88 33
rand0027.stg 20223 7092 100 85
rand0035.stg 8072 3047 100 71
rand0025.stg 10127 2034 99 74
rand0126.stg 24333 9121 100 91
rand0040.stg 9093 4046 100 90
rand0051.stg 9069 2016 100 88
rand0052.stg 8063 2014 100 66
continued on next page
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continued from previous page

File PT before PT after No. tasks before No. tasks after
rand0148.stg 8099 3033 100 77
rand0142.stg 7086 1034 98 28
rand0158.stg 25209 6083 100 75
rand0116.stg 9145 5078 100 99
rand0155.stg 17140 4052 100 70
rand0028.stg 16202 3051 100 72
rand0168.stg 9152 4070 100 91
rand0175.stg 9122 4054 100 93
rand0053.stg 9075 4034 100 86
rand0126.stg 24333 9121 100 91
rand0100.stg 8051 2031 100 81
rand0114.stg 7055 2014 100 70
rand0131.stg 11117 3039 100 72
rand0170.stg 9165 7103 100 99
rand0121.stg 13127 4048 100 74
rand0035.stg 8072 3047 100 71
rand0020.stg 22150 6043 100 71

Table A.3. Task Merging on STG using B = 1 and L = 1000
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