Abstract

P2 is the prototype phage of the non-lambdoid P2 family of temperate phages. A developmental switch determines whether a temperate phage will grow lytically or form lysogeny after infection. P2 related phages have two face-to-face located promoters controlling the lysogenic and the lytic operon respectively, and two repressors. The immunity C repressor of P2 is the first gene of the lysogenic operon and it represses the lytic promoter. The Cox protein, the first gene of the lytic operon, is multifunctional. It represses the lysogenic promoter, acts as a directionality factor in site-specific recombination and activates the P\textsubscript{LL} promoter of satellite phage P4.

This thesis focuses on comparisons between the developmental switches of P2 and the two heteroimmune family members, P2 Hy\textsubscript{dis} and WΦ. A characterization of the developmental switch region of P2 Hy\textsubscript{dis} identifies a directly repeated sequence which is important for C repression. P2 Hy\textsubscript{dis} Cox can substitute for P2 Cox in repression of the P2 lysogenic promoter, excision of a P2 prophage and activation of P4 P\textsubscript{LL}. The P4 ε protein can derepress the developmental switch of P2 Hy\textsubscript{dis}.

Functional characterizations of the C repressors and Cox proteins of P2 and WΦ show that both C repressors induce bending of their respective DNA targets. WΦ C, like P2 C, has a strong dimerization activity \textit{in vivo}, but there are no indications of higher oligomeric forms. Despite the high degree of identity in the C-terminus, required for dimerization in P2 C, they seem to be unable to form heterodimers. The two Cox proteins are predicted to have identical secondary structures containing a helix-turn-helix motif believed to be involved in DNA binding. It is, however, not possible to change the DNA specificity of P2 Cox to that of WΦ Cox by swapping the presumed recognition helix. P2 Cox recognizes a sequence repeated at least six times in the different targets, while WΦ Cox seems to recognize a single direct repeat. In contrast to P2 Cox, WΦ Cox binds with a stronger affinity to the switch region than to the attachment site (attP). The Cox proteins induce a strong bend in their DNA targets, strengthening the hypothesis that they have a structural role at site-specific recombination. Both proteins show a capacity to oligomerize, but P2 Cox has a higher tendency to form oligomers than WΦ Cox.

The P2 integrase mediates site-specific recombination leading to integration or excision of the P2 genome in or out of the host chromosome. P2 Cox controls the direction by inhibiting integration and promoting excision. In this work it is shown that Cox and Int bind cooperatively to attP.
"Med en gnutta fantasi får man panik"

Jesper Waldensten
"Phages are small packages of genes traveling together in time and space"

Anders Nilsson
List of publications

This thesis is based on the following papers, which will be referred to in the text by Roman numerals.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>adenine</td>
</tr>
<tr>
<td>aa</td>
<td>amino acids</td>
</tr>
<tr>
<td>attB</td>
<td>attachment site, bacterium</td>
</tr>
<tr>
<td>attP</td>
<td>attachment site, phage</td>
</tr>
<tr>
<td>bp</td>
<td>base pairs</td>
</tr>
<tr>
<td>C (or CI)</td>
<td>C (or CI) immunity repressor protein</td>
</tr>
<tr>
<td>CAT</td>
<td>chloramphenicol acetyltransferase</td>
</tr>
<tr>
<td>Cox</td>
<td>control of excision</td>
</tr>
<tr>
<td>DNA</td>
<td>deoxyribonucleic acid</td>
</tr>
<tr>
<td>EMSA</td>
<td>electromobility shift assay</td>
</tr>
<tr>
<td>HTH</td>
<td>helix-turn-helix</td>
</tr>
<tr>
<td>IHF</td>
<td>integration host factor</td>
</tr>
<tr>
<td>Int</td>
<td>integrase</td>
</tr>
<tr>
<td>kDa</td>
<td>kilo Dalton</td>
</tr>
<tr>
<td>kb</td>
<td>kilobases</td>
</tr>
<tr>
<td>mRNA</td>
<td>messenger RNA</td>
</tr>
<tr>
<td>nt</td>
<td>nucleotides</td>
</tr>
<tr>
<td>RNA</td>
<td>ribonucleic acid</td>
</tr>
<tr>
<td>RNAP</td>
<td>RNA polymerase</td>
</tr>
<tr>
<td>T</td>
<td>thymine</td>
</tr>
<tr>
<td>wt</td>
<td>wildtype</td>
</tr>
</tbody>
</table>
Introduction

Bacteriophages in a historical context

Bacterial viruses, phages, are the most abundant group of genetic entities on planet earth. They are much more common than their bacterial hosts and if there is an estimated number of 10 million bacterial species there could be as many as 100 million phage species. A majority of the phages are still unknown and therefore there might be several billions of yet unknown open reading frames (potential proteins) (Rohwer, 2003). This represents a gene pool even more overwhelming than the enormous gene pool in the world’s rainforests. Phages were recognized as biological entities almost a hundred years ago when they were described by Twort in 1915 and d’Herelle in 1917. d’Herelle immediately showed an interest in the capability of phages to kill pathogenic bacteria and was encouraged by early experiments in which he, for example, treated humans suffering from dysentery caused by *Shigella dysenteriae* using phages. d’Herelle played an important role in establishing a phage institute in Tbilisi, Georgia, which is still active in pursuing phage therapy (Merril et al., 2003). Worldwide, a lot of work was put into phage therapy but when antibiotics were discovered the world thought it now had a cure for most bacterial diseases. This stayed true for many years but their widespread use have resulted in a fast increase of antibiotic-resistant bacterial strains, 70% of hospital acquired bacterial infections in the US are now resistant to one or more of the commonly used antibiotics. Concerns over the increase of antibiotic resistant strains have led to a new interest in phage therapy and there have been many successful attempts (reviewed in Merril et al., 2003 and reported on the ASM conference “The New Phage Biology” in Florida in 2004).

The most abundant phage group is the order of *Caudovirales*, tailed phages with a double-stranded DNA, which constitute 96% of the known phages (Ackermann, 1999). There are an estimated $10^{30}$ (100000000000000000000000000000000000) tailed phages in the biosphere and they are believed to play a major role in important environmental processes (Brüssow and Hendrix, 2002). Many of these tailed phages are temperate. Compared to a lytic phage, which will immediately programme the synthesis of viral progeny that is released from the host cell, a temperate phage is capable of establishing a stable coexistence with its host. The viral genome is generally integrated as a prophage in the chromosome of the host by the
activity of a phage encoded integrase, some prophages are however main-
tained as plasmids, e.g. P1. During the process of prophage induction, the
phage DNA can be excised again and enter the lytic cycle. Prophages are
very abundant and can constitute 10-20% of a bacterium’s genome and they
are important factors for horizontal gene transfer between bacteria (Casjens,
2003). Some prophages express “lysogenic conversion” genes with alter the
properties of the host. Phage P2, for example, expresses genes rendering the
host refractory to infection of phage λ, T5 and T-even phages (Calendar et al.,
1998) Some of the known “lysogenic conversion” genes of prophages will
result in pathogenic bacterial strains by encoding the structural genes for e.
g. diphtheria-, botulinum-, shiga- (pathogenicity factor of EHEC) and chol-
era toxin (Boyd and Brüssow, 2002).

The P2 family
Phage P2, the focus of this study, belongs to the family Myoviridae in the
order Caudovirales. P2 was discovered when released from the lysogenic
Lisbonne and Carrère strain of Escherichia coli at the same time as P1 and
P3 in the laboratory of Giuseppe Bertani (Bertani, 1951). The P2 family is
large with many members that were originally placed in the same group
based on serological cross-reactivity with P2, inability to recombine with
and serological unrelatedness to the well-studied phage λ (Bertani and Bertani,
exceptions, such as 186 and HP1, they can not be induced by UV-light. P2
seems to be common in nature. In a study of the E. coli reference library,
ECOR (Ochman and Selander, 1984), 25-30% of the strains contained P2-like
prophages (Nilsson et al., 2004). The late structural genes show at least 96%
identity and could possibly be considered as different isolates of the same
phage (Nilsson and Haggård-Ljungquist, 2001) while e.g. 186 is a more dis-
tantly related E. coli phage (Dodd and Egan, 1996). The P2-like genomes
however contain a few genes differing substantially between the different
isolates e.g. the Z/fun locus which is probably acquired by horizontal gene
transfer (Nilsson et al., 2004). P2-like phages may be more of symbionts than
parasites on their host since they seem more prone to lysogenize their host
than phage λ and carry lysogenic conversion genes beneficial to their host
(Nilsson et al., 2004). Since the isolation of P2, P2 related phages have been
found in other proteobacteria, such as HP1 in Haemophilus influenzae
(Esposito et al., 1996), K139 in Vibrio cholerae (Nesper et al., 1999), ΦCTX in
Pseudomonas aeruginosa (Nakayama et al., 1999), SopEΦ and Fels-2 in Sal-
onella typhimurium (McClelland et al., 2001) and PSP3 in Salmonella pots-
dam (Bullas et al., 1991). P2 can grow, not only on Escherichia coli, but also
on species of Haemophilus, Klebsiella, Salmonella, Serratia and Yersinia, at
least under laboratory conditions.
As a member of the *Myoviridae* family of phages, P2 has an icosahedral head and a long contractile tail which ends with a base plate that carries six tail fibers adhering to the bacteria during infection. The linear, 33.5 kb genome is covalently attached to the tail via the left cohesive end. The cohesive ends of the DNA permit circularization after infection (reviewed in Bertani and Six, 1988; Nilsson and Haggård-Ljungquist, 2005). Like most other temperate phages, the P2 genome is organized in three blocks. One block with genes necessary for lysogenization, another with those genes required for DNA replication (early lytic genes) and a third block encoding genes for making the capsid and lysis of the host (late lytic genes).

**Lytic mode**

As a temperate phage, P2 has the ability to enter two different life cycles after infection. The lytic cycle results in a fast release of new viral progeny ready for another round of infection. In the lysogenic cycle the P2 genome is integrated in the *E. coli* chromosome and rests as a prophage replicating along with the DNA of the host. A prophage can escape lysogeny by induction and enter the lytic pathway. A developmental, or transcriptional, switch determines which pathway the phage will enter and this will be described in detail in section “Developmental switches of temperate phages”. During lytic growth, transcription is initiated immediately after infection and the genes involved in DNA replication (early lytic genes) are switched on. Replication is initiated by the A protein and the DNA is replicated via a modified rolling-circle mechanism (Schnös and Inman, 1971) (Chattoraj, 1978) (Odegrip and Haggård-Ljungquist, 2001). The B protein, believed to be a helicase loader, is also required (Odegrip *et al.*, 2000). Initiation of late gene transcription does not only require ongoing replication but also the transcriptional activator Ogr, containing a zinc finger motif. Ogr is known to interact with RNA polymerase (RNAP) and will activate the four late promoters leading to expression of structural genes and genes needed for lysis of the host cell (Wood *et al.*, 1997) (Ayers *et al.*, 1994). 95% of P2 infections lead to lytic development (Saha *et al.*, 1987b).

**Lysogeny**

If conditions are such that lysogeny is favoured, the P2 genome will integrate into the host chromosome by site-specific recombination between the phage attachment site, *attP*, and the bacterial attachment site, *attB*, mediated by the P2 encoded integrase. P2 has one preferred integration site but can go to several other sites if location I is occupied or missing. The integration event also requires the host encoded IHF (Integration Host Factor) which serves a structural role (Saha *et al.*, 1990). This system is similar to that of phage λ (Ptashne, 1992). The junctions between the prophage and the bacte-
rial DNA are recognised as \textit{attR} and \textit{attL}. The only phage encoded protein needed for maintenance of lysogenic growth is the C repressor protein repressing the early lytic genes. Excision of the prophage as result of induction is dependent on an additional phage encoded protein, Cox (Control of Excision), and this will be described further in section “Site-specific recombination in P2”. C and Cox are the main characters of this thesis. Cox is particularly interesting since it is multifunctional carrying out three different functions; repressing the lysogenic promoter, directing the site-specific recombination and activating a promoter in satellite phage P4.

**Transcription**

The unique information carried by all organisms in their DNA must be interpreted, first by RNA polymerase (RNAP) during transcription generating messenger RNA (mRNA) and then by ribosomes in the process of translation which results in proteins. Any step can be a target for regulation but the initiation of transcription seems to be the most frequent target. Regulation can be due to DNA structure, by proteins acting as transcription factors or by a combination of these two mechanisms. Phages, in all their simplicity, are excellent for studying transcription regulation and thanks to research on mainly phage \textit{\lambda} we have gained a lot of insight into how transcription factors work. \textit{E. coli} has been estimated to encode between 300 and 350 regulatory DNA-binding proteins, 159 regulatory proteins are already characterized. The current numbers of activators, repressors and dual proteins (functioning as both repressors and activators) show a fairly even distribution among them. Considering the diverse environmental conditions where \textit{E. coli} can grow it makes sense with several hundred of transcriptional regulators (Pérez-Rueda and Collado-Vides, 2000). Some transcription factors interact with RNAP while others perform their functions in other ways. Today the exact interaction sites with the \textit{E. coli} core RNAP are identified for only seven of all the transcription factors that are known to directly interact with core RNAP. Three out of these seven are phage encoded and that clearly shows how important the phage systems are to gain further insight into transcription regulation (Severinov, 2000).

**RNA polymerase**

The \textit{E. coli} RNAP is a complex machinery containing several subunits. Four subunits constitute the core enzyme: two \textit{\alpha} subunits, one \textit{\beta} subunit and one \textit{\beta'} subunit (\textit{\alpha}_2\textit{\beta\beta'}) (Browning and Busby, 2004) (Wagner, 2000). Some researchers include the small \textit{\omega} subunit when describing the core enzyme even though it has no direct role in transcription. The core enzyme is competent for transcription but not for promoter-directed transcription initiation. This
process requires the holoenzyme which is the core enzyme associated with a σ factor. The crystal structure of *Thermus aquaticus* RNAP holoenzyme complexed with promoter DNA has been determined (Murakami *et al.*, 2002). All of the sequence specific RNAP contacts with the core promoter elements are mediated by the σ factor and it facilitates unwinding of the template DNA near the start site for transcription. DNA-binding regions of the σ factor become accessible when it associates with the core enzyme, and a polymerase-promoter complex can be formed (Burgess and Anthony, 2001). σ factors are multi-domain proteins that have three or four domains and domains 2, 3 and 4 are known to be involved in the recognition process (Murakami *et al.*, 2002) (Browning and Busby, 2004). In *E. coli*, there are six σ factors recognizing different promoters types. Depending on the σ factor associated with the core RNAP, different types of promoters will be recognized and used for transcription. The most common σ factor in *E. coli* is the σ70 factor responsible for transcription of the "housekeeping" genes, i.e. most of the genes that are being transcribed during exponential cell growth (Browning and Busby, 2004) (Wagner, 2000). The two large β and β' subunits form a crab-claw structure where the cleft contains the active site (Murakami *et al.*, 2002).

**DNA elements important for initiation of transcription**

Several different sequence elements affect the strength of the promoter and may contribute to a varying degree at different promoters. The two most common elements of a "consensus" σ70 promoter are the two structural elements that constitute the core promoter. Both elements are conserved hexameric sequences, 5'-TTGACA-3', known as the -35 region and 5'-TATAAT-3', referred to as the -10 region. These two hexamers will be recognized and bound by the σ70 factor (Busby and Ebright, 1994) (Helmann and deHaseth, 1999) (Rivetti *et al.*, 1999) (Gourse *et al.*, 2000). Promoters with several mismatches compared to the consensus sequences can still be recognized and bound by the RNAP; sometimes a -35 region is not recognized at all. There is however a strong correlation between similarity with the consensus sequences and promoter strength (Busby and Ebright, 1994). Transcription starts 5 to 9 nucleotides downstream of the -10 region; the transcription start site is traditionally called +1.

The two hexamers are separated by a stretch of 17 (+/-1) nucleotides, a region known as the spacer. The primary nucleotide sequence of the spacer is generally not of importance for the recognition of the promoter. Instead, it is the number of nucleotides positioning the -35- and -10 regions at an optimal angle and distance from each other that is important. Promoters with non-optimal spacing are sensitive to the twist of the DNA, i.e. the rotations of the two strands around the helix axis, since it will alter their relative orientation (Pérez-Martin *et al.*, 1994) (Wang and Syvanen, 1992). There is also plasticity in the holoenzyme that, together with RNAP induced bending, can
correctly position the -35 and -10 regions relative to each other (Murakami et al., 2002). The -35 and -10 regions are recognized by domain 4 and 2 of the σ factor respectively.

“Extended –10” promoters compensate for a poor -35 region with a TG-motif found immediately upstream of the -10 region and can be found in over 20% of the E. coli promoters. This extended motif creates alternative contact points for RNAP via domain 2 of the σ subunit which interacts with bases in the minor groove and with the DNA backbone along the minor groove (Barne et al., 1997) (Burr et al., 2000; Ross et al., 2001). “Extended -10” promoters are frequently found in other genomes but E. coli. The Bacillus subtilis phage Φ29 has this motif in most of its promoters (Camacho and Salas, 1999).

An upstream (UP) element is found upstream some promoters where it increases the promoter activity by providing a point of contact for the α subunit of RNAP. These are AT-rich sequences, approximately 20 base pairs in length, that are found upstream of the -35 hexamer and that interacts with the C-terminal domain of the α subunit of the RNAP, thereby strengthening the interaction between the promoter and the RNAP (Ross et al., 1993) (Gourse et al., 2000) (Yasuno et al., 2001). Since A-tracts can result in intrinsic DNA bending it was first suggested that the curvature in itself facilitated transcription but empirical evidence points at the fact that these AT rich regions enhance transcription through the interaction between the DNA and α subunit of RNAP, even if the bending might also influence the outcome (Gourse et al., 2000). It has lately been discovered that sequence-independent upstream DNA interactions with the α subunit of RNAP are major contributors to initiation at many promoters, not only promoters containing a specific UP element (Ross and Gourse, 2005). Upstream activating sequences (UAS) can sometimes be recognized upstream of the UP elements. These sequences are intrinsically curved; i.e. the DNA is curved because of sequence characteristics within the DNA. This intrinsic curvature upstream of promoters has been shown to affect the activity of the promoter as long as the angular position relative to the promoter is fixed. They can work by increasing the interaction surface between promoter DNA and the RNAP, or by affecting later steps in the initiation of transcription like DNA unwinding and strand opening (Pérez-Martín et al., 1994) (Wagner, 2000).

**Initiation of transcription**

A schematic description of transcription can be divided into three steps: initiation, elongation and termination. The initiation can further be divided into four subsequent steps, promoter localization and formation of the closed RNAP-promoter complex, isomerization to an open complex, abortive initiation, and promoter clearance (Coulombe and Burton, 1999) (Hsu, 2002) (Browning and Busby, 2004). Since RNAP is known to bind very fast to a
promoter, a one-step binding model where the RNAP localizes the promoter through three-dimensional diffusion is not possible. Instead binding is described in a two-step model where the first step is non-specific binding of RNAP to DNA followed by sliding of RNAP along the DNA molecule until it encounters a promoter to which it will bind specifically forming the closed complex (Guthold et al., 1999). The $\sigma^{70}$ factor will first bind to the -35 region and subsequently to the -10 region. Binding to these regions induces a bend in the DNA since protein interactions with both hexamers require distortion of the DNA. Formation of the closed complex is reversible and is described by an equilibrium binding constant.

Isomerization from closed to open complex involves melting of about one helical turn of the double stranded promoter at the start site. Untwisting of the spacer region precedes strand opening and will destabilize the -10 region. The untwisting is caused by conformational changes in both DNA and RNAP. This changes are probably the result of bending and extensive wrapping of DNA around the polymerase, the promoter DNA wraps nearly 300° around the polymerase (Rivetti et al., 1999) (Murakami et al., 2002). The interactions between UP elements and the C-terminal domain of the $\alpha$ subunit are thought to participate in this process (Rivetti et al., 1999). The -10 sequence is supposed to be important for opening of the strands because of its relative thermodynamic instability due to the many adenosines and thymines. Intrinsic DNA bends, strategically distributed throughout the promoter region, can be favorable for both wrapping DNA around the RNAP and lowering the energy needed for DNA unwinding (Rivetti et al., 1999) (Murakami et al., 2002).

Once the open complex is formed, nucleotides can be recruited to the complex. Only if the nucleotide in the catalytic site is complementary to the template strand, it will be incorporated into a growing RNA chain. The first transcripts produced will be short and released after incorporation of usually less than 10 nucleotides. This abortive transcription can be repeated for many cycles. The RNAP will not leave the promoter and remains associated with the $\sigma$ factor. To generate productive transcripts the interaction between the RNAP and the promoter has to be broken. The RNAP-promoter interactions break when the transcript becomes sufficiently long to stabilize the elongation complex. At this point the $\sigma$ factor is often released and major conformational changes of the polymerase enables stable elongation for thousands of nucleotides. This is known as promoter clearance or promoter escape (von Hippel, 1998) (Hsu, 2002).

Transcription regulation

Every step during transcription can be a target for regulation but for energy conserving reasons it is common to regulate transcription at the initiation stage. Transcription can be regulated by two different mechanisms; the
structure of DNA and the action of transcription factors. During the initiation
of transcription, activators and repressors can affect closed complex forma-
tion as well as open complex formation and promoter clearance. It is com-
mon that the structure of DNA and transcription factors act in concert to
influence the expression of the same gene(s).

Regulation by transcription factors

As will be illustrated in the examples of transcription regulation men-
tioned below, a complex picture often emerges. The action of one tran-
scriptional regulator can often affect two promoters in the same region simultane-
ously but with different outcome, sometimes even indirectly when tran-
scription from two promoters are mutually exclusive. A consequence of this is
that repression of one promoter directly or indirectly often results in activa-
tion at another promoter. There are very seldom simple examples! There are
also examples, often from the phage world, where it is the concentration of
the regulator that decides whether a promoter will be activated or repressed.
To further render complexity to the picture, several proteins often work in
concert for their final action on a promoter.

Transcription factors form the links between environmental signals and
gene expression. For the cell to function efficiently, regulation must be re-
versible. Some transcription factors work as activators while others repress
certain promoters. The members of the LysR family are examples of dual
proteins activating several genes and repressing their own expression (Pérez-
Rueda and Collado-Vides, 2000). The cAMP receptor protein, CAP or CRP, is
another example of a regulator playing a dual role. Certain promoters, such
as the lac P1 promoter, are activated but the gal P2 promoter is repressed by
the action of CAP (Wagner, 2000). For several regulators with dual roles, the
effect on a certain promoter is often only a matter of the location of the op-
erator relative to the promoter. By moving the operator to a different location
relative to the promoter, a repressor might act as an activator, or vice versa,
on the very same promoter. Generally it can be said that a transcription fac-
tor will act as a repressor when the operator is found overlapping with the
core promoter or located downstream of the promoter overlapping with the
transcriptional start point. If the transcription factor recognizes an operator
located upstream the promoter it will probably function as an activator.
There are however many exceptions where the location of the operator does
not necessarily tell if it is an activator or a repressor.

Transcription factors generally recognize and bind to symmetrical se-
quences, in most cases inverted repeats (Wagner, 2000). Some transcriptional
regulators have several binding sites where a high affinity binding site stimu-
lates binding to a low affinity site through cooperativity and a stable oli-
gomer is formed. Sometimes these sites can be separated by as much as sev-
eral kb of DNA and this will require a looping of the DNA to accommodate
cooperativity (Révet et al., 1999) (Schleif, 2003). The outcome of regulation
might be different if the occupation of different sites is affected by the concentration of the transcriptional regulator.

Most transcription factors are active as even-numbered multimers, e.g. as dimers, tetramers or even octamers. They often have a modular organization with one domain responsible for DNA binding and one for oligomerization. The DNA binding site is commonly a helix-turn-helix motif (HTH) (Pabo and Sauer, 1992). Of the estimated 314 transcription regulators in *E. coli*, 248 are known or predicted to have a HTH motif (Pérez-Rueda and Collado-Vides, 2000). The oligomerization domain usually has one of the common protein-protein interaction motifs such as an amphipatic helix or a leucine zipper. Some factors that are directly interacting with RNAP can in addition to these domains have an activation domain, often identified by a patch of acidic amino acids or other common protein-protein binding motifs that contact the RNAP (Wagner, 2000).

**Repression by transcription factors**

Repression can often be explained by the fact that the repressor inhibits RNAP from binding to the promoter due to steric hindrance. This happens if binding of the repressor to its operator cannot take place at the same time as RNAP binds to the promoter and the binding constant is higher for the repressor-operator complex. A repressor that covers the core promoter region often excludes RNAP (Fig. 1). A classical example is binding of the CI repressor protein of bacteriophage λ which represses transcription from promoter P* by steric hindrance (Ptashne, 1992) and LacI (LacR) repressing the transcription of the *lac* operon (Wagner, 2000).

![Figure 1. Repression by steric hindrance. Repression is mediated by a direct masking of the core promoter inhibiting RNAP binding. The C-terminal domain of the α subunit (αCTD) and the four domains of the σ* factor (σ1, σ2, σ3, σ4) are shown (modified from Browning and Busby, 2004).](image)

Repression can also be due to inhibition of promoter melting (isomerization from closed to open complex) or inhibition of promoter clearance by direct contact with RNAP or by RNAP collision with a DNA bound repressor. At
these scenarios, the repressor is bound further away or on the opposite side of the DNA helix (Rojo, 2001). Repression can be fine-tuned by an inducer that binds to the repressor and thereby decrease the affinity of the repressor for the operator, or by co-repressors that increase the affinity. These small molecules are often intermediates or end products synthesized by the respective gene(s) to be regulated. LacI for example, is not able to bind to its operator when the inducer allolactose is present and interacts with LacI (Wagner, 2000). The action of repressors can also be altered by anti-repressors, e.g. the ε protein expressed by phage P4 that derepresses the early lytic promoter in phage P2 by interacting with the C repressor protein (Giesselsoder et al., 1981) (Liu et al., 1997) (Liu et al., 1998).

**Activation by regulators interacting with RNAP**

A weak binding of RNAP to a promoter, which can be due to a poor –35 region, can be compensated for by the action of an activator. This activation is often a result of cooperativity in DNA binding of the activator and the RNAP and the activator is commonly said to recruit RNAP (Ptashne and Gann, 2002). Activators binding to promoter proximal sites primarily act by making direct contact with RNAP, i.e. the common definition of activation by recruitment. These interactions increase the affinity of RNAP to the promoter (Busby and Ebright, 1994) (Hochschild and Dove, 1998). Ptashne and Gann (Ptashne and Gann, 1997) however give the definition “activation by recruitment” a broader sense than just increasing the formation of the closed complex. The formation of an open complex is part of the recruitment process if the polymerase is bound stably to DNA only upon isomerization to the open complex. Some activators are therefore said to work by recruitment if they stabilize RNAP binding by increasing open complex formation.

The different mechanisms for activation by recruitment of RNAP are often dependent on the binding site of the activator (Browning and Busby, 2004). Some activators bind to an operator located upstream the core promoter and interact with the C-terminal domain of the α subunit of RNAP (Fig. 2A). This is exemplified by CAP (or CRP) at the lac P1 promoter where it stimulates the initial binding of RNAP (Busby and Ebright, 1997). The flexible linker between the N- and C-terminal domains in the α subunit allows an activator to bind at different upstream locations. CAP activates transcription initiation at more than 100 different *E. coli* promoters by different mechanisms. CAP can also, together with the λ CI repressor protein, be used to exemplify a second category of activation where the activator binds adjacent to the -35 region (usually around -42) (Ptashne and Gann, 1997) (Busby and Ebright, 1997) (Li et al., 1994). CAP activates the gal P1 promoter by stimulating both initial binding and isomerization by interacting with both the C- and the N-terminal domains of the α subunit (Busby and Ebright, 1997). λ CI activates the P_{RM} promoter by interacting with domain 4 of the σ factor of RNAP (Fig. 2B) and at the same time represses the P_R1 promoter (Ptashne, 1992). The N-terminal
domain of ρ CI contains a HTH motif and an acidic patch of residues exposed on the first helix mediates activation. Two basic residues in domain 4 of the σ factor of RNAP are critical for the activation by CI, one introduces a bend in the DNA whereas the other interacts directly with CI and it also facilitates the interaction between the σ factor and DNA at this specific promoter (Nickels et al., 2002). The effect of ρ CI is primarily on the isomerization step by stabilizing an intermediate between the closed and open complex that is rate limiting (Dove et al., 2000). Whether an activator stimulates formation of the closed or open complex might just be a question of when the interacting surfaces of the activator and RNAP are correctly oriented for interaction (Dove et al., 2000).

Figure 2. Examples of activation by transcriptional activators. A. The activator is bound to an upstream site and contacts the C-terminal domain of the α subunit (αCTD), thereby recruiting RNAP to the promoter. B. The activator, e.g. ρ CI activating P\textsubscript{RM}, binds adjacent to the – 35 region (around – 42) and interacts with domain 4 of σ\textsubscript{70}. The four domains of the σ\textsubscript{70} factor (σ1, σ2, σ3, σ4) are shown (modified from Browning and Busby, 2004).

Transcription regulation by intrinsic DNA curvature

Considering the importance of wrapping of the promoter DNA around RNAP for formation of a productive transcription complex, it is not hard to see how bending of DNA by different means can have an influence on the regulation of transcription initiation. There is a clear relationship between promoter strength and the presence of upstream regions of intrinsically curved DNA (Pérez-Martín et al., 1994) (Wagner, 2000) (Pérez-Martín and de Lorenzo, 1997). Approximately 50% of the strongly curved sequences in bacterial DNA are found upstream of promoters (Wagner, 2000). The sequence context of the DNA can cause intrinsic curvature, the most common reason being clusters of adenosines and thymines, i.e. A-tracts, at a regular spacing (e.g. UAS). Intrinsically curved DNA is deformed even in the absence of
external factors, such as DNA binding proteins, and has a very rigid structure (Pérez-Martín and de Lorenzo, 1997). These regions can affect transcription in two ways. Curvature can increase the local concentration of interacting groups by bringing different sites closer together or by extending the regions of interacting surfaces between DNA and RNAP, thereby increasing the formation of the closed complex. At other promoters the intrinsic curvature facilitates the melting of the double stranded DNA, i.e. conversion from closed to open complex. Curvature can also provide binding sites for transcription factors.

It is important however to remember that curvature can work in both directions, i.e. both enhance and inhibit transcription. The fact that RNAP can bend promoter DNA to form a transcriptionally active complex predicts that any factor which may bend the same target in the opposite direction should act as a repressor (Pérez-Martín and de Lorenzo, 1997). It has also been shown that the strength of promoters with an UAS region often is rate limited at the step of promoter clearance and that a delay in promoter escape is seen (Strainic et al., 1998).

**DNA bending induced by transcriptional regulators**

Bends in a flexible region of DNA can be caused by proteins and result in either activation or repression. It seems to be the rule rather than the exception that activators bend their DNA target and there are many examples in the literature (Pérez-Martín et al., 1994). Nucleoid proteins, e.g. IHF, the histone like HU protein, and FIS (Factor for Inversion Stimulation) can influence transcription by introducing bends in the DNA (McLeod and Johnson, 2001) (Xu and Hoover, 2001). These proteins often work in concert with specific transcription factors. IHF was first identified as an essential protein for site-specific recombination in phage λ, but has now been recognized to influence transcription from a large number of *E. coli* promoters. IHF creates the sharpest bend of all prokaryotic DNA-binding proteins known and can cause the DNA to form a 180° U-turn. Even though IHF is known to directly repress or activate transcription from certain promoters without other regulators participating (e.g. the early lytic promoter of phage Mu) the most common effect of IHF is to enable other proteins to fulfill their functions by causing the conformational change required. The lytic-lysogenic switch of phage Mu actually represents both scenarios. When the concentration of the CI repressor for lytic growth is low, a bend caused by IHF binding in the region stimulates transcription from the lytic promoter and transcription from the lysogenic promoter is repressed. An increase in the amount of CI repressor protein will result in repressor binding to sites adjacent to and overlapping the lysogenic promoter assisted by the same DNA bend introduced by IHF. This will lead to repression of the lytic promoter (Alazard et al., 1992) (Gama et al., 1992).
Repressors bending the DNA, or causing a loop if they work over large distances, create unfavorable conformation of the promoter region resulting in exclusion of RNAP or reduction in isomerization or promoter clearance (Fig. 3).

Figure 3. Repression by bending or looping. The intervening promoter is repressed due to unfavorable configuration of the DNA. The C-terminal domain of the α subunit (αCTD) and the four domains of the σ° factor (σ1, σ 2, σ 3, σ 4) are shown (modified from Browning and Busby, 2004).

Two GalR repressor dimers bound to two binding sites in the galETK region causes a loop by oligomerizing. This will repress promoter P1, which is found on the inside of the loop, while promoter P2 in the same region is stimulated by its position on the outside of the loop. On the outside of the loop is a CAP binding site which also needs to be occupied for this activation. If nucleotides corresponding to half a helical turn are inserted, the outcome will be the opposite with a stimulated P1 promoter on the outside of the loop (Wagner, 2000). Another example is the negative autoregulation by the CI repressor on the PrM promoter in λ. By causing a loop over a large distance, a conformation of the DNA unfavorable for transcription is generated (Dodd et al., 2004).

In some cases an induced bend is sufficient for activation of a promoter by assisting RNAP binding. At other promoters, a direct contact between the activator and RNAP is necessary for activation. In the Bacillus subtilis phage Φ29 the p4 protein, together with the p6 protein, is essential for switching from transcription from the two early promoters, A2c and A2b, to the late promoter A3 (Camacho and Salas, 2001). p4 has two DNA binding regions in the vicinity of these three promoters and upon binding to these sites a bend is generated. It seems like bending is induced whenever p4 is able to bind and a similar final angle is produced no matter if a site contains an intrinsic curvature or not (Pérez-Lago et al., 2005). The p4 induced bend could destabilize the transcription complex at A2c and at the same time p4 is positioned in close proximity to RNAP at A3 favoring the known interaction between p4 and the α subunit of RNAP (Pérez-Lago et al., 2005).
Strand opening is greatly influenced by supercoiling of DNA and superhelical density may control expression of certain genes (Wang and Syvanen, 1992). In general it can be said that negative supercoiling facilitates melting of a promoter. The degree of supercoiling is sensitive to the energy state of the cell because topoisomerase II (or gyrase), responsible for introducing negative coils, requires ATP while topoisomerase I, that relaxes negatively coiled DNA, does not (Drlica, 1990) (Drlica, 1992). This is an ingenious way of the cell to control expression of genes according to environmental conditions.

Developmental switches of temperate phages

Extensive studies of the temperate phage λ gave us the first insights into the molecular mechanisms behind a genetic switch of a temperate phage (Ptashne et al., 1980) (Ptashne, 1992). Today there is a vast number of papers published on the ability of λ to replicate either lysogenically or lytically, and the fairly simple picture that once emerged is today far more complex than originally thought with new modes of transcription regulation being described in recent reviews (Dodd et al., 2005; Friedman and Court, 2001; Hochschild, 2002). A temperate phage has ultimately two pathways to choose between; the lytic or lysogenic. The ability to replicate in either of these two ways is tightly regulated by a developmental or transcriptional genetic switch. To maintain the lysogenic state, the only phage encoded protein that is required is the immunity repressor protein which represses transcription of viral genes involved in lytic growth. During lytic growth the production of the repressor must be shut down so that the viral genes needed for lytic growth can be switched on. These two states are mutually exclusive and the two promoters from which the repressor and genes for lytic growth are transcribed can never be active simultaneously.

In λ, the decision made after infection is effected by the stability of a single phage encoded protein, CII, which is expressed immediately after infection. If CII is rapidly degraded by proteases the phage will enter the lytic pathway (Ptashne, 1992). Lysogeny can be escaped by prophage induction. In λ and phage 186, prophage induction is triggered by the host SOS response which is activated by damage to the host DNA, while P2 can not be induced by the SOS system (Ptashne, 1992) (Lamont et al., 1989) (Bertani, 1968).

The genetic switch of phage λ

Promoters and operators

During lysogenic growth, transcription of the majority of the viral genes must be turned off. These include the genes needed for lytic growth, which
are arranged in a sequential and temporal manner. In the λ prophage, the two early lytic promoters, P_R and P_L, are both repressed by one of the key components of the switch, the CI repressor. These promoters partially overlap with the two CI operator regions, O_R and O_L respectively (for locations of promoters/operators and repressors see Fig. 4A). Each operator region (O_R and O_L) contains three 17 bp operator sites, each containing an inverted repeat, O_R1, O_R2, O_R3 and O_L1, O_L2, O_L3, respectively. Since there are slight variations in the sequences of the operator sites, the affinity of CI varies, with that for O_R1 > O_R2 ≈ O_R3 and O_L1 > O_L2 ≈ O_L3. In the lysogen, two CI repressor dimers bind cooperatively to O_R1/O_R2 and O_L1/O_L2. This cooperativity results in occupation of both O_R2 and O_L2 at concentrations normal for a lysogen and is essential for maintaining lysogeny since it results in repression P_R and P_L (Fig. 4B). In addition, the CI dimer bound at O_R2 positively autoregulates its own promoter, P_RM (for repressor maintenance), by interacting with RNAP (Li et al., 1994).

**Negative regulation of P_RM by CI**

If the concentration of CI in the cell increases further, the low affinity sites O_R3 and O_L3 will also be occupied in the order mentioned. CI binding to O_R3 will repress the P_RM, thus cl transcription is both negatively and positively autoregulated. The physiological significance of the negative autoregulation has however been questioned because of the low occupancy of O_R3 seen in lysogens (Hochschild, 2002). The missing level of regulation was recently discovered and it depends on long-range interactions between CI molecules bound at the two operator regions O_R and O_L. The ability of DNA bound CI molecules to interact over very large distances (3.6 kb) was first discovered by Révet et al in 1999 when they showed how CI repressor tetramers preformed on O_R1/O_R2 and O_L1/O_L2 interacted to form octamers. The CI repressor is a dimer at physiological concentrations (Ptashne, 1992) and for tetramers and octamers to form in solution it requires a hundredfold higher concentration than what is normal in a lysogenic cell where formation of higher order oligomers requires DNA (Dodd et al., 2004).

The CI repressor consists of two domains connected by a linker. The N-terminal domain mediates DNA binding through a HTH motif and is also responsible for contacts with RNAP. The C-terminal domain mediates dimerization as well as cooperative binding resulting in tetramers and octamers on the DNA. Two monomers use identical surfaces of each subunit (head-to-head) for dimerization wherefore further oligomerization using the same surfaces is not possible. The dimer-dimer association, which will only take place when DNA is provided as a scaffold, is however atypical since the two dimers use different interacting surfaces (head-to-tail). Consequently further oligomerization is possible using the same set of interacting surfaces.
as used in the dimer-dimer interaction, irrespective of the length of the intervening DNA (Bell et al., 2000).

Tetramers (pairs of dimers) bound to O<sub>R1</sub>/O<sub>R2</sub> and O<sub>L1</sub>/O<sub>L2</sub> will octamerize, thereby causing a loop of the intervening DNA, and further increase CI repression of P<sub>R</sub> and consequently stabilize the lysogenic state (Bell et al., 2000) (Svenningsen et al., 2005) (Fig 4C.). This extra level of cooperativity increases the binding affinity of CI to the two operators thus lowering the concentration of CI needed for a stable lysogen (Svenningsen et al., 2005). The negative autoregulation of P<sub>RM</sub> has been shown to be dependent on the O<sub>L</sub> region found 2.4 kb from the O<sub>R</sub> and P<sub>RM</sub> region. The O<sub>L</sub>-CI-O<sub>R</sub> loop juxtaposes O<sub>L3</sub> and O<sub>R3</sub> so that a CI dimer bound to O<sub>L3</sub> (higher affinity site than O<sub>R3</sub>) can assist a dimer to bind at O<sub>R3</sub> and thereby repressing P<sub>RM</sub> (Dodd et al., 2004). This seems to be the primary role for O<sub>L3</sub> which previously had no known function in regulation of either P<sub>L</sub>, P<sub>R</sub> or P<sub>RM</sub> (Dodd et al., 2004). This additional level of regulation increases the tolerance of the switch to variations in CI repressor concentrations that is known to vary greatly from cell to cell in single-cell studies and the regulatory circuits maintaining a λ lysogen is considered to be extremely stable (Bæk et al., 2003).

**The role of λ Cro in the genetic switch**

The first gene transcribed from P<sub>R</sub> is cro which recognises and bind the same operator regions as CI but with the highest affinity for O<sub>R3</sub>, the site closest to P<sub>RM</sub>. The prevalent hypothesis has long been that Cro serves an important role at prophage induction by shutting down P<sub>RM</sub> upon binding to O<sub>R3</sub>, thereby ensuring that no CI is made which could interfere with the switch to lytic growth. This was supported by the findings that O<sub>R3</sub>- prophages were inefficiently induced (Hochschild, 2002). However, it seems like the DNA loop between O<sub>R</sub> and O<sub>L</sub> renders the switch insensitive to the presence of Cro as judged by in vivo experiments using cro<sup>+</sup> or cro<sup>-</sup> cells to measure transcription from P<sub>R</sub>. The switch becomes more unstable and sensitive to the presence of Cro only if the O<sub>L</sub> region is missing. The inefficient induction of an O<sub>R3</sub>- prophage is caused by an over-production of CI since O<sub>R3</sub> is necessary for CI down regulation of P<sub>RM</sub> (Svenningsen et al., 2005). The role of Cro needs to be re-evaluated. Direct repression of P<sub>RM</sub> by Cro seems unlikely to be important in the lytic development. However, Cro might be important for weak repression of the early lytic promoters to allow progression into the late lytic phase and also to reduce the expression of CII. The defects in lytic growth in a cro<sup>+</sup> mutant are suppressed by a cII<sup>+</sup> mutation (Svenningsen et al., 2005) (Dodd et al., 2005).

As mentioned above, CII is the protein effecting the decision after infection. It is very sensitive to host cell proteases and therefore very unstable. CII is encoded by the cII gene immediately downstream of the cro gene. It activates transcription from the P<sub>RE</sub> promoter (for repressor establishment), which spans the cro/cII intergenic region upstream of P<sub>RM</sub>, resulting in ex-
pression of cl (Ptashne, 1992). This will result in repression of lytic growth, not only by repression of P_R by CI, but also by interference of P_R transcription through transcription from P_RE since the two transcription complexes will run into each other. The transcription from P_RE will also result in antisense cro RNA that possibly could decrease production of Cro (Spiegelman et al., 1972).

Figure 4. Schematic drawing of the λ immunity region. A. Locations of promoters/operators and the repressor genes cl and cro. B. During lysogenic growth, pairs of CI dimers are bound at O_L1/L2 and O_R1/R2, thereby repressing the lytic promoters P_R and P_L. C. Dimers bound at O_L1/L2 and O_R1/R2 octamerize resulting in a DNA loop repressing P_RM. See text above for details.
The λ prophage will be induced by DNA damage to the cell. When the SOS system is activated the host encoded RecA is transformed to an active form which will mediate autocleavage of the CI repressor (Ptashne, 1992).

The developmental switch of phage 186

186 is another well-studied temperate phage, unrelated to λ on a sequence level, and their genetic switches illustrate an independently evolved solution to a common need to choose between the alternative lifestyles, lysogeny or lytic growth. 186 belongs to the phages originally classified as a member of the large P2 family and is considered to be a coliphage. However detailed evolutionary studies indicate that 186 could be one of the P2 related phages originating from Salmonella and not E. coli (Nilsson, 2005). Many 186 CI repressor homologs are found in several Salmonella subspecies (Shearwin et al., 2002). 186 is induced by UV damage to the host cell but, unlike λ CI, it is insensitive to activated RecA. 186 CI is instead reversibly inactivated by the SOS-induced 186 encoded protein Tum which is an anti-repressor that binds to CI and prevents it from binding to the CI operator (Shearwin et al., 1998).

The region of 186 that encodes the genetic switch is equivalent to the Oₐ region of λ with the important difference that the lytic promoter pR and the lysogenic promoter, pL, are arranged face-to-face and not back-to-back as in λ. (Dodd et al., 1990) (for location of promoters/operators and repressors, see Fig. 5A). Like in λ, the early lytic promoter, pR, is strong compared to pL and convergent transcription from pR inhibits transcription from pL. This interference is important during lytic growth to ensure that early lytic transcription will occur without transcription from the lysogenic promoter (Dodd et al., 1990) (Reed et al., 1997) (Neufing et al., 2001) (Dodd and Egan, 2002) (Callen et al., 2004). The outcome of regulation by 186 CI is similar to that of λ CI but the mechanisms are different. 186 pR is strongly repressed by the 186 CI repressor and CI activates its own promoter, pL, by “relief-of-interference” while λ CI activates its own promoter by direct contact with RNAP (Dodd and Egan, 2002) (Li et al., 1994). Elongation from pR must pass over pL to generate interference (Callen et al., 2004). 186 pL releases open RNAP complexes much slower than pR, several open complexes can wait as “sitting ducks” to escape pL and this results in head-on collisions between these “sitting ducks” and elongating RNAP complexes transcribing from pR. In addition to the positive autoregulation of its own promoter, pL, 186 CI shows repression of pL at high CI levels in the lysogen. Four DNA regions that bind CI have been localized. The highest affinity site is at pR, where three copies of an inverted repeat that constitute the CI operator are found. On both sides of pR, approximately 300 bp away, two flanking operators are found (FL and FR) and finally a low-affinity site is found at pL. These operator sites are of two different types, A and B (Dodd and Egan, 1996) (Dodd and Egan, 2002). CI binds as an octamer to pR with one dimer free (there are
only three binding sites) to contact FL, FR or pL. Since FL and FR are higher affinity sites compared to pL, a loop will form between one of these sites and pR, and pL will be unrepressed (Fig. 5B). At higher CI levels, FL and FR will be occupied by CI multimers and the free dimer at pR will interact with pL thereby repressing it (Dodd and Egan, 2002) (Fig. 5C). 186 CI has several similarities to λ CI. The N-terminal domain contains the DNA binding HTH motif and by mutational analysis it has been shown that this motif can recognize both A and B type operator. The N-terminal domain dimerizes weakly and the C-terminal domain (connected to the N-terminal domain through a linker region) is responsible for self-association. The native form is a dimer that oligomerizes to octamers via tetramers (Shearwin and Egan, 1996) (Shearwin et al., 2002).

Apl as a repressor in the genetic switch of 186

The analog to λ Cro is Apl, the first gene product transcribed from the early promoter pR. Apl however, in contrast to λ Cro, serves two distinct functions; as a repressor of pL and as an excisionase in site-specific recombination. The recombination events in λ, integration and excision, are controlled by the λ integrase and the excisionase, Xis. The reaction is integrative when only Int is present and excisive in the presence of Xis (Azaro and Landy, 2002). Apl is the functional equivalent to Xis and interacts with DNA in the attP region. It is necessary for excision of the prophage and most likely serves an architectural role (Dodd et al., 1993) (Reed et al., 1997). Apl represses transcription from both pR and pL by binding to seven directly repeated sequences between pR and pL. Apl binding overlaps both promoters enough to occlude RNAP but the majority of binding sites are found downstream of the promoters. Therefore Apl might repress both by hindering binding of RNAP but also by inhibiting elongation. Repression of pL seems to be important in the initial stages of prophage induction but the protein serves no function in the lysis-lysogeny decision after infection since the lysogenization frequency is not affected by a defective apl gene (Dodd et al., 1993) (Reed et al., 1997).

An analog to the λ CII protein is required for establishment of lysogeny in 186. The 186 cII gene is found as the second gene in the pR operon, preceded by apl. After initial transcription from pR, CII will activate pE, an alternative promoter for CI production, which spans the apl/cII intergenic region upstream of pL by binding to an inverted repeat. Lysogenization is probably the result of the stability of CII (Neufing et al., 1996) (Neufing et al., 2001).
Figure 5. Schematic drawing of the 186 immunity region. A. Locations of promoters/operators and the repressor genes cl and apl. B. During lysogenic growth CI will bind cooperatively to CI operators at pR and FL. A loop will form, pR will be repressed and pL will be unrepressed. C. At higher CI levels, FL and FR will be occupied by CI multimers and the free dimer at pR will interact with pL and both pR and pL will be repressed (modified from Dodd and Egan, 2002). See text above for details.
The genetic switch of P2

The lytic and lysogenic promoters, **Pe** and **Pc**, in P2 are arranged face-to-face (Fig. 6A) as in phage 186 but the overlaps of the two transcripts are different in length in the two phages. The closely related but heteroimmune P2 relative, WΦ, has the same arrangement of the two promoters but the overlap of the two transcripts is longer in WΦ compared to P2 (Liu and Haggård-Ljungquist, 1999). The lytic Pe promoters of P2 and WΦ have higher intrinsic strengths than the lysogenic Pc promoters (Saha et al., 1987a) (Liu and Haggård-Ljungquist, 1999). The interference of lytic transcription on transcription from Pc can be abolished by the C repressor.

With its 99 amino acids the C repressor of P2 is much smaller and shows no sequence similarity to the CI repressor of 186. The N-terminal part contains four α-helices and α helices 2 and 3, as judged from secondary structure predictions, are believed to constitute a HTH motif which might be involved in DNA binding (Fig. 1A in Paper II). One mutation in the N-terminus seems to affect DNA binding without abolishing dimerization (Ljungquist et al., 1984) (Renberg-Eriksson et al., 2000). The native form of P2 C is a dimer and the C-terminus is believed to be responsible for dimerization (Lundqvist and Bertani, 1984) (Liu et al., 1998) (Renberg-Eriksson et al., 2000). The P2 C repressor recognizes a direct repeat flanking the -10 region of Pe (Ljungquist et al., 1984) (Saha et al., 1987a). It is unusual among prokaryotic DNA binding proteins to recognize direct repeats; it is much more common with dimers binding to an inverted repeat as in λ and 186.

P2 C represses Pe and will stimulate transcription from its own promoter (Fig. 6B) by inhibiting convergent transcription from Pe, similar to what is seen in 186. Both for P2 and 186, it is mainly the actual transcription from Pe and pR respectively, and not posttranscriptional control by antisense RNA that inhibits transcription from the lysogenic promoter (Saha et al., 1987a) (Saha et al., 1987b) (Callen et al., 2004). The interference of the strong lytic promoter is however more pronounced for 186 than for P2. 186 pL is more sensitive to interference than P2 Pc which is therefore believed to have a faster promoter clearance than pL even though the rate of open complex formation is slower for Pc than for pL (Callen et al., 2004). Pc separated from Pe is no longer sensitive to activation by the C repressor but still to repression by Cox (Saha et al., 1987b). It is however also seen in DNaseI protection studies that P2 C enhances binding of RNAP to Pc (Saha et al., 1987a) and this has also been assumed to contribute to C activation of Pc (Saha et al., 1987a). An increase of the repressor concentration above what is normally seen in a lysogen, results in a repression of Pe by negative autoregulation (Saha et al., 1987a).
Figure 6. Schematic drawing of the immunity region of P2. A. Locations of promoters/operators and repressor genes c and cox. B. P2 C represses the early lytic promoter Pe and also Pc at higher concentrations. Cox down regulates both Pe and Pc.

The role of Cox in the P2 switch

The first gene of the early operon is cox which is essential for excisive recombination by serving an architectural role being the equivalent to λ Xis and 186 Apl (Haggård-Ljungquist et al., 1994). P2 Cox will also repress Pc as shown in vivo by a frame-shift mutation of the cox gene and further proved by adding Cox protein in trans (Saha et al., 1987b). Cox also down regulates its own promoter although the inhibition is fairly weak compared to repression of Pe by P2 C (Fig. 6B). This might be due to the distances between the Cox binding sites and Pe (Saha et al., 1987b). As in 186, P2 Cox seems to be important only in prophage induction since P2 cox defective mutants lysogenize with a normal frequency (Lindahl and Sunshine, 1972). An overexpression of Cox will however decrease the lysogenization frequency (Saha et al., 1987b). DNaseI protection shows that Cox binds to a region of about 70 nt including the -10 and -35 parts of Pc. In this region there are six potential
Cox boxes (recognition sequences). At higher concentrations it also binds to Pe and this rather weak binding is probably responsible for the moderate autoregulation of Cox (Saha et al., 1987b) (Saha et al., 1989). Cox is known to oligomerize and both tetramers and octamers have been identified in solution (Eriksson and Haggård-Ljungquist, 2000).

The P2 switch is intriguing in two aspects compared to that of λ and 186; the lack of a CII homolog needed for lysogenization and the fact that the P2 prophage can not be induced by UV-damage to the host cell. Despite the fact that CII is needed for lysogenization of 186 but is dispensable in P2, they have similar lysogenization frequencies of 5-15% (Lindahl and Sunshine, 1972) (Dodd et al., 1993). CII promotes lysogenization in 186 by activating production of CI from the pE promoter and simultaneously interfering with transcription from pR by ongoing transcription from pE (Neufing et al., 2001). The spontaneous phage production of P2, approximately 1 out of 50,000 lysogenic bacteria will release phages per cell generation (Bertani, 1951), can not be increased by UV-irradiation.

Site-specific recombination

One of the main characteristics of a temperate phage is the ability to integrate into the chromosome of the host cell and to be excised again as a result of prophage induction (Fig. 7). A common pattern for site-specific recombination is seen for many temperate phages, e.g. phage λ, HP1, the and P2 family (Esposito and Scocca, 1994) (Esposito and Scocca, 1997) (Esposito et al., 2001) (Azaro and Landy, 2002) (Yu et al., 1989) (Yu and Haggård-Ljungquist, 1993a) (Yu and Haggård-Ljungquist, 1993b). The catalytic protein is a phage encoded integrase and its binding to DNA is stabilized by a higher-order nucleoprotein complex, the intasome. Integration involves the phage attachment site, attP, which contains, in addition to the integrase binding sites, many binding sites for accessory proteins and the fairly simple attachment site on the bacterial chromosome, attB.
Figure 7. Site-specific recombination in phages λ and P2. In addition to integrase and IHF, excision requires the excisionases λ Xis and P2 Cox respectively.

Site-specific recombination in phage λ.

The integrase and the attachment sites

Again, one of the most well studied systems is that of phage λ (reviewed in Azaro and Landy, 2002). The attP site (Fig. 8 bottom) contains a core region that is an inverted repeat and an overlap region of seven base-pairs (COC’), and two arm-binding sites, P and P’, consisting of an inverted repeat (P1, P2) and three direct repeats (P’1, P’2 and P’3) respectively. attB is equivalent to the core of attP and these are the regions where the actual strand exchange takes place. The heterobivalent integrase can recognize and bind both core- and arm type sites (Nunes-Düby et al., 1998). The N-terminal part of the integrase has been solved by NMR spectroscopy and is responsible for binding to the arm sites and the DNA binding motif is a three-stranded β-sheet and a stabilizing α-helix (Wojciak et al., 2002). The crystal structure of the C-terminal part of λ Int has been solved and contains the core binding motif together with the catalytic site (Kwon et al., 1997) (Tirumalai et al., 1997) (Tirumalai et al., 1998). The ability to simultaneously bind to different and
well-separated binding sites is a key element in the formation of a functional recombinogenic complex.
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Figure 8. The organization of the attP regions of phages P2 and λ. Binding sites for the integrases and accessory proteins are indicated. Note that λ attP is inverted compared to how it is usually presented to have the Xis and Cox binding sites at the same side.

Integration requires the accessory host encoded protein IHF that has three recognition sites interspersed between the core and the two arm-binding sites (H, H1 and H2) (Craig and Nash, 1984). IHF stabilizes the formation of the intasome by causing a strong bend in the DNA and the exact position of this bend is vital. The bending will bring integrase binding sites close together, allowing integrase bound at the high-affinity arm-sites to bind the low-affinity core-site (de Vargas et al., 1989). The preformed intasome at attP seeks out the naked attB and strand exchange can take place (Esposito et al., 2001) catalyzed by the tyrosine residue present in all integrases in the tyrosine family of integrases, e.g. λ, L5, HP1 and P2 (Nunes-Düby et al., 1998). The integration event will result in the two recombinant attL and attR sites flanking the integrated prophage. These sites can be the substrates for another recombination event as a result of prophage induction.
Excision and the role of Xis

The excision event is tightly regulated by the phage encoded excisionase, Xis. Xis serves a more regulatory function than IHF since it controls the direction of the recombination by stimulating excision and inhibiting integration (Bushman et al., 1984). This control of directionality is important for an efficient growth response of the phage. Xis binding to $\text{attR}$ enables the formation of a recombinogenic complex containing Xis, Int and IHF. This complex can interact with $\text{attL}$, resulting in strand exchange and the regeneration of $\text{attP}$ and $\text{attB}$. Xis binding to $\text{attP}$ will result in a loop structure unable to participate in recombination.

Excisionases are usually small, basic proteins and little homology is seen between excisionases found in the data bases (Lewis and Hatful, 2001). $\lambda$ Xis is 72 aa long and recognizes two 13-bp direct repeats between the core and the P-arm (X1 and X2) (Yin et al., 1985). It introduces a sharp bend of approximately 140° which in $\text{attR}$ promotes the formation of a potent recombinogenic complex but is inhibitory in $\text{attP}$. $\lambda$ Xis has been crystallized and it adopts a “winged”-helix motif that interacts with the major- and minor-grooves of its binding site through a single $\alpha$-helix and “wing” (loop) structure respectively (Sam et al., 2002) (Sam et al., 2004). The Xis induced bend is stabilized by cooperativity between Int bound to the P2 arm site and Xis bound at the most proximal Xis site, X1, stabilizing a correct $\text{attR}$ intasome (Numrych et al., 1992) (Swalla et al., 2003) (Warren et al., 2003). The C-terminus of Xis is disordered in the absence of DNA and is presumed to undergo a transition to an ordered state, a solvent exposed $\alpha$-helix, in the Int-Xis-DNA ternary complex. The interaction surface with Int is believed to be dependent on one or a few positively charged amino acid in the C-terminus. A negatively charged amino acid in the stabilizing $\alpha$-helix in the N-terminus of Int is important both for interaction with Xis but is also critical for Int dimer formation (Swalla et al., 2003) (Warren et al., 2003).

A fourth protein is active at site-specific recombination, the host encoded FIS, which strongly stimulates excision under conditions where Xis is limiting (Thompson et al., 1987). Binding of Xis to X1 is stabilized either by a second Xis monomer binding to X2 or by FIS binding to the FIS site which partially overlaps X2. Binding of a Xis dimer or a Xis-FIS pair will result in the same bending angle. It has been speculated that the FIS sensitivity is to provide a sensor of host physiology since the FIS concentration varies with the growth phase of the cell (Ball et al., 1992).

Site-specific recombination in P2

P2 $\text{attP}$ is somewhat different compared to $\lambda$ $\text{attP}$ even if the overall organization is similar (Fig. 8 top) (Yu and Haggård-Ljungquist, 1993a) (Yu and Haggård-Ljungquist, 1993b). There are only two integrase binding sites in each
arm, in the form of tandem repeats, the core consists of an inverted repeat and there is only one IHF site between the core and the P-arm. The P2 integrase belongs, together with λ Int, to the large group of tyrosine recombinases and can recognize the two different types of DNA binding sites. P2 Int has been shown to dimerize and the C-terminus as well as central parts are involved in dimer formation (Frumerie et al., 2005). IHF is required for both integration and excision while Cox is the excisionase and also functions as a directionality factor being necessary for excision but inhibiting integration (Fig. 7). Cox recognizes six more or less well conserved repeats (Cox boxes) between the core and the P'-arm (Yu and Haggård-Ljungquist, 1993a). Cox is known to oligomerize and both tetramers and octamers have been identified in solution. The ability to oligomerize seems vital for Cox activity and Cox binds in a cooperative manner to DNA (Eriksson and Haggård-Ljungquist, 2000). The DNA binding domain is believed to be a HTH motif predicted at the N-terminus and a hydrophobic β-strand and/or an amphipatic α-helix in the C-terminus are suggested to make up the oligomerization epitope (Eriksson and Haggård-Ljungquist, 2000).

The fact that the int and cox genes are found in mutually exclusive transcripts (See Fig. 6A) is a mind twister since both proteins are needed for excision and no integrase can be detected in the lysogen. This might explain why spontaneous phage production is low. Furthermore, induction of the prophage by inactivation of the repressor is abortive, no phages are produced and this can be attributed to the lack of Int (Bertani, 1968) (Ljungquist and Bertani, 1983). There is a weak transcriptional terminator, located between gene c and int, allowing a 30% read-through and the final transcription termination site is located downstream attP which will result in different 3'-ends of the transcripts from the circular phage DNA and from the prophage (Yu et al., 1994) (Yu et al., 1989). In the prophage, the termination site is split from the int transcript by the integration event and the int transcript proceeds into the host chromosome. Since there are no detectable transcriptional stop signals in this region of the host chromosome, the transcript will probably be uncovered by ribosomes and can therefore be attacked by nucleases. The C part of the transcript is presumably protected from degradation by inverted repeats in the spacer between c and int. This could perhaps explain why there is very little integrase expressed from the prophage. The integrase does also auto-regulate its own expression by binding to its own mRNA covering the ribosomal binding site (Yu et al., 1994).

**Satellite phage P4**

P4 is something as fascinating as a phasmid, an element on the boundary between phages and plasmids. Outside a cell, P4 is a virion with the same looks as P2 but with a smaller head, perfect for the 11.6 kb genome (a third
of the P2 genome). Just like P2, P4 can lysogenize an *E. coli* cell after infection but it can also replicate as a free plasmid after entering the host cell. For lytic growth, P4 is unconditionally dependent on a helper phage from the P2 family that can supply P4 with all the late lytic gene products such as capsid proteins and proteins needed for lysis of the host cell. P4 is therefore said to be a satellite phage parasiting on P2 and it is important to remember that P4 is not a defective P2 phage but a highly specialized genetic element. Several interesting reviews are written on P4 (Dehò and Ghisotti, 2005) (Briani *et al.*, 2001) (Dehò and Ghisotti, 1999) (Lindqvist *et al.*, 1993) (Christie and Calendar, 1990). P4 can take advantage of a helper phage under varying circumstances and P2 and P4 can mutually derepress each other and mutually transactivate late transcription. In the presence of P2, P4 favors the lytic life cycle, whereas, in the absence of a helper, the lysogenic state is preferred. P4 can also establish itself as a multicopy plasmid in the absence of a helper and this occurs in approximately 1% of the P4 infected cells (reviewed in Briani *et al.*, 2001).

**P4 immunity**

The α operon is transcribed from the two leftwards promoters, P<sub>LE</sub> and P<sub>LL</sub> (Fig. 9). It encodes genes needed for both lytic growth, lysogeny and plasmid replication including genes for replication, prophage derepression and immunity which prevents P4 replication. Since the P4 genome is not organized as those of P2 and λ for example, with transcription of genes for lytic versus lysogenic growth being mutually exclusive, it is crucial with the correct expression of the α operon depending on the developmental mode.

The first phase after infection is the uncommitted phase where transcription of the entire α operon from the constitutive P<sub>LE</sub> promoter results in replication. This happens irrespective of the presence or absence of a helper. Transcripts of different lengths can be seen due to several transcriptional terminators in the region. Soon, the immunity control system will cause premature transcription of all transcripts from P<sub>LE</sub> at a terminator situated upstream all the genes needed for replication thereby inhibiting all further replication. This premature termination is caused by the 5’ untranslated portion of the P<sub>LE</sub> transcript, rich in direct and inverted repeats allowing the formation of secondary structures. This RNA (CI RNA) is the immunity factor of P4, highly unusual since most repressors/immunity factors identified are proteins (Dehò *et al.*, 1992) (Forti *et al.*, 1995) (Forti *et al.*, 2002). The CI immunity factor is in other words, produced by specific processing of the same transcript as it controls. The uncommitted phase ends when the production of CI RNA is established and a choice of propagation, influenced by the presence or absence of a helper, follows.
P4 choice of propagation

In the presence of a P2 helper P4 favors the lytic cycle. Even if lysogenization is preferred in the absence a helper genome, lysogenization can also occur if a helper is present (Fig. 10). During lysogenic growth only expression of the immunity region, the $P_{LE}$ proximal part of the $\alpha$ operon, is required and genes needed for replication are not expressed. In the plasmid state, where the P4 genome is replicated, the mechanism of premature transcription termination of the $\alpha$ operon is circumvented by transcription from the alternative promoter $P_{LL}$. The transcript from $P_{LL}$ is insensitive to interactions with CI RNA and genes for replication are transcribed. The plasmid state is further characterized by transcription from the $P_{sid}$ promoter (Dehò et al., 1988). $P_{LL}$ and $P_{sid}$ are both activated by the $\delta$ gene product which is transcribed from $P_{sid}$ and it is therefore unclear how the transition to plasmid state occur (Dehò and Ghisotti, 2005) It could be a low basal expression from $P_{LL}$ resulting in the vis gene product believed to stimulate $P_{sid}$ (Polo et al., 1996) or a very low basal $\delta$-independent transcription from $P_{sid}$.

Figure 9. When P4 infects a host cell, transcription is initiated from the constitutive promoter $P_{LE}$ controlling the $\alpha$ operon which includes the immunity factor as well as replication functions. The uncommitted phase is followed by the choice of propagation which appears to be based on whether $P_{LL}$ and $P_{sid}$ are activated or not.

In the presence of a helper the road to lytic growth is open to P4. As in the plasmid state the mechanism of premature transcription termination of the $\alpha$ operon is circumvented by transcription from the alternative promoter $P_{LL}$. P4 will interfere with the P2 production of phage heads by directing the assembly of smaller capsids suitable for the smaller P4 genome. This is achieved by an interaction between the P4 Sid protein and the P2 N protein (Dokland et al., 2002) (Marvik et al., 1995). P4 Sid is transcribed together with $\delta$ from $P_{sid}$ activated by P2 Ogr and/or P4 $\delta$. 
Figure 10. Some of the different outcomes of a P4 infection. When a helper is present at infection (left section) P4 can either lysogenize its host or grow lytically. If there is no helper present at infection (right section) P4 can either lysogenize its host or establish itself as a plasmid. Lytic growth can occur when P4 infects a P2 lysogen, after superinfection of a helper phage or when P2 and P4 simultaneously infects a cell (not shown in the figure).

There are several different scenarios where P4 grows lytically: i) P4 infects a P2 lysogen; ii) a P4 lysogen is being infected by P2; iii) a P4 plasmid containing cell is infected by P2; iv) P4 and P2 simultaneously infect a cell. For an overview see Dehò and Ghisotti, 2005 and Fig 10.

i) When P4 infects a repressed P2 lysogen and the lytic option is set, the P2 prophage immunity is lifted by the P4 ε protein which acts as an anti-repressor by binding the P2 C repressor (Giesselsoder et al., 1981) (Liu et al., 1997) (Liu et al., 1998). This will result in transcription of the early P2 genes and replication of the P2 genome which in turn will result in production of P2 Ogr. Ogr and P4 δ will be responsible for an efficient transcription of the P2 late genes (Halling and Calendar, 1990). Mostly P4 virions are produced and very few P2 particles.

ii) A P4 lysogen can sense an infecting P2 by the P2 Cox protein expressed from the strong Pe promoter. P2 Cox activates P_{LL} thereby allowing
replication of P4 but since Cox does not activate P$_{sid}$ P4 will depend on P2 Ogr for activation of the sid operon. P2 Cox binds upstream the -35 region of P4 P$_{LL}$, a location common for activators, and a region of approximately 90-95 nt is covered corresponding to nine more or less well-conserved Cox boxes (Saha et al., 1989) (Dehò et al., 1984). In a CAT-assay (see Specific methods) Cox is shown to activate P4vir1 P$_{LL}$ 15-fold (Saha et al., 1989; in this work the P$_{LL}$ promoter was believed to be wt). The P4 Vis protein has recently been recognized as the excisionase of P4 needed for excision of the P4 prophage and it binds in the attP region causing DNA bending (Calì et al., 2004). Very few P4 particles are produced.

iii) In the plasmid state the P$_{LL}$ and P$_{sid}$ promoters are already active and P4 $\delta$ will serve the role of P2 Ogr and activate the late P2 genes. P2 growth is severely reduced and the result will mainly be P4 progeny.

iv) In a mixed infection of a non-lysogenic host, progeny of both phages is produced in approximately the same proportions.
Present investigation

Aim of the study

Through this study we have gained further insights into the developmental switches of three P2 family members; P2, P2 Hy dis and WΦ. The aim has been to study the switch of P2 Hy dis in detail and compare it to the other switches in the family. By also acquiring a deeper molecular understanding of the repressors C and Cox of both P2 and WΦ, it has been possible to do some comparisons revealing interesting differences and similarities. The multifunctional Cox proteins are particularly interesting since they do not only participate in the developmental switches but also function as excisionases in site-specific recombination which has also been addressed in this study. In addition, P2 Cox also functions as an activator of the late promoter P_{14} in satellite phage P4.

Specific methods

In vivo repressor-operator interaction analysis using a plasmid containing a reporter gene system (Paper I and II)

The wt or operator mutated Pe-Pc region of P2 Hy dis together with the P2 Hy dis C gene (Paper I) or the Pe-Pc region containing a hybrid early promoter/operator region of P2 and WΦ (Paper II), were cloned in the vector pKK232-8 carrying a promoterless cat reporter gene, encoding chloramphenicol acetyltransferase (CAT) (Brosius, 1984). This vector is commonly used in analysis of promoter strength and potential repression/activation by repressors/activators. The P2 Hy dis C repressor is transcribed from Pc and its presence will shut down transcription from Pe directing expression of CAT if the operator is recognized by C. In analysis of the hybrid operators, C repressor(s) is (are) supplied in trans on a compatible plasmid or from a prophage. By measuring the CAT activity, the repression of Pe by the C repressor(s) can be determined. The CAT activity is calculated as the amount of acetylated [14C]-chloramphenicol divided by the total amount of chloramphenicol.
In vivo dimerization/oligomerization assays using plasmid reporter gene systems (Paper II)

To investigate if WΦC forms dimers, the \( \lambda \) dimerization system was used (Hu et al., 1990) (Fig. 11). It is based on the fact that the N-terminal domain of \( \lambda \) CI mediates DNA binding through a HTH motif but requires dimerization mediated by the C-terminus for efficient DNA binding. If the N-terminus is fused with a protein that dimerizes, the N-terminus will bind DNA and this can be used to examine and quantify the dimerization capacity of a protein of interest. A construct containing the \( \lambda \) high-affinity operator site \( O_R \) and the promoter \( P_R \) controlling the \( \text{lacZ} \) gene is inserted in the chromosome of the assay strain. If the N-terminus is fused to a protein that dimerizes the fusion protein is able to interact with \( O_R \), thereby repressing \( P_R \) seen as a reduction of the \( \beta \)-galactosidase activity.
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Figure 11. \( \lambda \) CI dimerization assay. A. Wildtype \( \lambda \) CI binds to \( O_R \) thereby repressing \( P_R \) and turning off the \( \text{lacZ} \) gene. B. A test protein is fused to the N-terminus of CI. The test protein does not dimerize and therefore \( P_R \) is not repressed and \( \text{lacZ} \) is transcribed. C. A protein that dimerizes is fused to the N-terminus of CI and \( P_R \) is therefore repressed resulting in no transcription of \( \text{lacZ} \).

The system has been further developed to examine oligomerization (Zeng and Hu, 1997) (Fig. 12). Here, the reporter construct contains a weak promoter proximal operator (\( O_W \)) and a strong promoter distal operator (\( O_S \)). Binding to the weak operator alone is not enough for repression of \( P_R \), occupancy of both operator sites is needed. To occupy both operators the protein must be
able to oligomerize, either in solution or by a dimer at the strong operator recruiting a dimer to the weak operator. A control strain is however used to determine to what extent $P_R$ is repressed by binding to only the weak operator.
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Figure 12. λ CI oligomerization assay. Both the weak ($O_W$) and the strong ($O_S$) operators must be occupied for repression of $P_R$ which controls transcription of the $lacZ$ gene. Only proteins that oligomerize can stabilize binding to $O_W$. A. Wildtype CI, bound to both operators, turns off $lacZ$ transcription. B. A protein that can not oligomerize is fused to the N-terminus of CI. This fusion protein will not stabilize binding to $O_W$ and therefore $lacZ$ is transcribed. C. A protein that oligomerizes is fused to the N-terminus of CI and will stabilize binding to $O_W$ resulting in repression of $P_R$.

**Protein mediated DNA bending analysis using circular permutation assay (Paper II and III)**

To investigate the DNA bending capacity of the C and Cox proteins, their respective DNA binding sites were cloned in the pBend2 vector, a pBR322 derivative (Kim et al., 1989). This vector contains a tandemly repeated poly-linker sequence with a unique cloning site in between where the C or Cox binding sites were cloned. The region containing the C or Cox binding sites
and the restriction sites from the pBend2 plasmid was amplified by PCR. After cleavage with different restriction enzymes, fragments identical in size but with the protein binding sites at different positions from the ends of the fragments, were generated. The relative mobility of the protein-DNA complexes formed with the circular permutated DNA fragments was determined by electromobility shift analysis (EMSA). If a protein bends the DNA target, the equally long DNA fragments will migrate differently in the polyacrylamide gel depending on the position of the bending center relative to the ends of the fragment. Bending angles were calculated by applying the experimental data from 8% polyacrylamide gel electrophoresis to the formula \( \mu_M/\mu_E = \cos \alpha/2 \), where \( \mu_M \) is the complex with the lowest mobility, \( \mu_E \) is the complex with the highest mobility, and \( \alpha \) is the bending angle (Thompson and Landy, 1988).

Quantification of cooperative binding of P2 Int and IHF or P2 Cox (Paper IV)

In paper IV, where we analyzed the cooperative binding of P2 integrase and IHF or P2 Cox, binding patterns where examined with EMSAs and quantifications were made using Image Gauge V 3.45 software for Macintosh using the profile/MW function to define lanes and for automatic peak search. To quantify the cooperativity we compared the observed fraction of DNA molecules bound by both proteins, with the expected fraction of DNA molecules bound by both proteins, calculated by the product rule assuming independent DNA binding events for each protein. The total fraction of radioactivity in all the complexes formed by one protein alone was determined for each concentration used. This fraction was then multiplied with the total fraction of radioactivity in all complexes formed by the other protein for the respective concentration. The product represents what would be found if the DNA binding events of the two proteins analyzed are independent. This product is then compared to the fraction of the radioactivity obtained in the complexes where both proteins are assumed to be present.

Paper I - Characterization of the developmental switch region of bacteriophage P2 Hy dis

Our aim was to study and characterize the genetic switch of a P2 relative; P2 Hy dis. P2 Hy dis was isolated by Bertani (Bertani, 1957) when it appeared as a result of a P2 infection of an E. coli B strain. P2 Hy dis was first described as a disimmune (heteroimmune) P2 mutant but after discovering several profound differences such as smaller plaque, more turbid plaque center, heat sensitivity (Cohen, 1959) and 2% more DNA content (Cohen, 1960), P2 Hy dis was considered a hybrid between P2 and an unknown de-
fective prophage in *E. coli* B. This hybrid might be a result of three separate replacement events, since heteroduplex mapping between P2 and P2 Hy *dis* shows three loop patterns, i.e. three non-homologous regions (Chattoraj and Inman, 1973). One of the non-homologous regions was located 75.7%-77.4% from the left end that corresponds to parts of the integrase gene, the immunity repressor C and the Pe-Pc region (Cohen, 1960). Differences in this region are consistent with P2 Hy *dis* being heteroimmune to P2. Since then, several intact P2 related coliphages have been shown to have the same immunity as P2 Hy *dis* (J. Karlsson, A, Nilsson and E. Haggård-Ljungquist, personal communication). We were therefore interested in comparing the developmental switch of P2 Hy *dis* to what is known about the prototype switch in P2 and other family members such as WΦ.

**Analysis of the Pe and Pc promoters**

After sequencing the transcriptional switch region we could conclude that there are two face-to-face located promoters that we located by primer extensions. The two divergent transcripts overlap with approximately 75 base pairs. The Pe promoter has a consensus -35 region and the -10 region has 3 out of 6 base pairs identical to a σ 70 consensus -10 hexamer. Pe has 4 out of 6 base pairs identical to both the -35 and the -10 regions. In addition, a TG motif can be found one nucleotide upstream the -10 hexamer probably strengthening the initiation of transcription (Barne *et al.*, 1997) (Burr *et al.*, 2000) (Ross *et al.*, 2001). When conducting primer extensions it was obvious that the Pc promoter was considerably weaker than Pe. By including the C repressor in the construct, the Pe promoter was repressed and transcription could be seen from Pc implying that ongoing transcription from Pe might have an inhibitory effect on Pc transcription as in P2 (Saha *et al.*, 1987b).

**P2 Cox and P2 Hy *dis* Cox are interchangeable**

The P2 Cox and P2 Hy *dis* Cox proteins are very similar, 77 of 91 amino acids are identical in the two proteins. Both have a predicted HTH motif in their N-terminus which is believed to be involved in DNA binding (Eriksson and Haggård-Ljungquist, 2000). Three of the different amino acids are located in the turn of the assumed HTH motif and two in the potential DNA binding helix (α2). Because of the locations of these amino acids it was not obvious from sequence comparison that the two Cox proteins would recognize the same DNA substrate. Our results from EMSAs using the Pe-Pc regions from the respective phage incubated with either P2 Cox or P2 Hy *dis* Cox showed that both proteins, in addition to recognizing their "own" substrate, also bound to that of the other phage. By coupling the respective Pc promoter to the *cat* gene we could further show that P2 Cox and P2 Hy *dis* Cox substitute for each other in repression of either Pc promoter. The Cox protein encoded
by WΦ on the other hand, was unable to repress any Pc promoter but its own and WΦ Pc could not be repressed by P2 Cox or P2 Hy dis Cox (this paper and Liu and Haggård-Ljungquist, 1999). The Cox proteins of P2 and P2 Hy dis were also functionally interchangeable as excisionases excising a P2 cox defective mutant when supplied in trans. By infecting a P4 lysogenic strain we could also show that P2 Hy dis Cox could activate the P4 P1L promoter resulting in production of free P4 phages.

C repression of the Pe promoter and identification of the operator

It is hypothesized that the N-terminal part of the C protein is responsible for DNA recognition and binding (Liu et al., 1998). As can be seen from a sequence comparison, the N-terminal parts of P2 C and P2 Hy dis C show a considerable difference which is consistent with the fact that they are hetero-immune. A direct repeat of 8 base pairs flanking the -10 region are assumed to be the C binding site in the P2 Pe promoter region since these sequences are protected in a DNaseI footprint (Saha et al., 1987a). In WΦ, a direct repeat of 10 base pairs located in a similar position has been shown to affect the repression of WΦ Pe (Liu and Haggård-Ljungquist, 1999). When one mutation is introduced in either half-site in WΦ, repression is not affected. However two mutations, one mutation in each half-site, abolish repression completely (Liu and Haggård-Ljungquist, 1999). In P2 Hy dis a direct repeat of 6 base pairs was found flanking the -35 region. Conducting a comparable mutational analysis for P2 Hy dis showed consistency with the results for WΦ when mutating one base in the first half-site (O1) but when mutating one base in the other half-site (O2), Pe was no longer repressed by the P2 Hy dis C repressor. We then assumed that the repeat in fact included two more nucleotides on the 5' side and that our O2-mutant already carried one "natural" mutation. Therefore this "natural" mutation in the O2-mutant was changed, thereby restoring repression to normal levels. Mutations in both half-sites (O1O2) abolished repression, which was expected. This implies that changing two nucleotides in either half-site might completely abolish repression.

To elucidate whether repression and binding of P2 Hy dis C to the Pe promoter are directly correlated, we conducted EMSAs with crude extract containing P2 Hy dis C and the Pe-Pc region (wildtype or O1O2 mutant). It was shown that binding is affected by the mutations but only to a minor extent. The C repressor had a slightly lower affinity for the O1O2 mutant substrate compared to the wt and one complex could not be seen at all. Since binding is not abolished this implies that the repressor might act at a different level than inhibiting promoter binding of RNAP by steric hindrance, e.g. formation of the open complex or promoter clearance.
P4 ε derepression of P2 Hy dis Pe

An infecting P4 phage can derepress a P2 prophage to get access to the P2 late gene functions. This derepression is mediated by the P4 ε protein which acts as an antirepressor interacting with the P2 C repressor that becomes inactivated (Giesselsoder et al., 1981) (Liu et al., 1997) (Liu et al., 1998). To analyze derepression of a P2 Hy dis prophage, the CAT activity of a P2 or P2 Hy dis C-Pe-Pc-cat construct, where the cat gene is under the control of the Pe promoter, was measured. P4 ε was supplied in trans from a second compatible plasmid. The CAT activity was derepressed essentially to the same level after ε induction, using the P2 or the P2 Hy dis constructs, and we therefore concluded that ε can interact with P2 C and P2 Hy dis C with about the same efficiency.

Paper II - The oligomeric states of the two immunity repressor proteins of the heteroimmune coliphages P2 and WΦ, and their effects on DNA topology

Despite the high degree of similarity between the P2 related coliphages, the switch and immunity regions show differences (J. Karlsson, A. Nilsson and E. Haggård-Ljungquist, personal communication). In this work we found it interesting to compare the two C repressors of P2 and WΦ which are only 43% identical at the primary sequence level. This might be reflected in different tendencies to oligomerize, effect DNA topology, repress Pe and autoregulate Pc.

Localization of the P2 Pe and Pc promoters

The initiation sites for transcription from Pe and Pc in WΦ have been determined (Liu and Haggård-Ljungquist, 1999) and we therefore wanted to locate the initiation sites in P2 as well. The lysogenic P2 Pe promoter is considerably weaker than Pe, the very same pattern seen for both P2 Hy dis (Paper I) and WΦ (Liu and Haggård-Ljungquist, 1999). In a construct containing the two promoters, the P2 Pe promoter had to be inactivated by deleting the -35 region to achieve a measurable expression from Pc. The two transcripts were shown to overlap by approximately 35 bp, which is much shorter than in WΦ (Liu and Haggård-Ljungquist, 1999) and P2 Hy dis (Paper I). This may have an impact on the relative promoter strengths depending on the mechanism by which ongoing transcription from Pe interfere with transcription from Pc (Saha et al., 1987b).
Dimerization and oligomerization of $W\Phi C$

$P2\ C$ is known to form dimers but not higher order oligomers (Liu et al., 1998). In this work the capacity of $W\Phi C$ to form dimers and oligomers have been analyzed. We used the same in vivo plasmid system as was used for $P2$ which is based on the interaction between the $\lambda\ CI$ repressor and its right operator, $O_r$ (see Specific methods). Just like $P2\ C$, $W\Phi C$ dimerizes strongly but is unable to oligomerize in this system. There is however the possibility that the $C$ repressors oligomerize in the presence of operator DNA and that this has an impact on the $C$ regulation of $Pe$ and/or $Pc$. Since $P2\ C$ and $W\Phi C$ are quite similar in their $C$-terminus, which are believed to be involved in dimerization (Lundqvist and Bertani, 1984) (Liu et al., 1998) (Renberg-Eriksson et al., 2000), we wanted to investigate if they could form heterodimers by constructing early promoter/operator hybrids. The picture is however complicated by the fact that $P2$ and $W\Phi C$ show different spacing between their operator half-sites corresponding to approximately two and three helical turns, respectively. Since we do not know the importance of this spacing for the proteins ability to repress their respective $Pe$ promoter, four different hybrids were constructed. Our conclusion from this experiment is that $P2\ C$ and $W\Phi C$ do not form heterodimers, but $W\Phi C$ seems to be able to recognize an operator containing only one $W\Phi$ half-site in at least one construct. A cryptic $W\Phi$ half-site at an acceptable spacing might be the explanation for this.

The two $C$ repressors bend their DNA targets

It seems to be the rule rather than the exception that activators bend their DNA targets and in this work we show that both $P2\ C$ and $W\Phi C$ bend their DNA targets. This might serve two functions; activation of $Pc$ and repression of $Pe$. The induced bending could be sufficient for activation of $Pc$ by bending DNA in a way assisting RNAP binding or by stimulating a direct contact between the $C$ repressor and RNAP which might be important for activation. The bending might also cause an unfavorable conformation of the DNA for transcription from $Pe$. The bending centers are localized to the regions between the half-sites, $O1$ and $O2$, of the $C$ operators. When introducing one mutation in each of the $P2\ C$ operator half-sites, $C$ repression of $Pe$ is abolished (S. Renberg Eriksson and P. Henriksson Peltola, personal communications) which is consistent with results from $P2\ Hy\ dis$ and $W\Phi$ (Paper I and (Liu and Haggård-Ljungquist, 1999). $P2\ C$ will however still bind the $O1O2$ mutated target but does not seem to induce any DNA bending (preliminary unpublished results, P. Henriksson Peltola). This indicates that the $C$ induced DNA bending is important for repression of $Pe$ and indicates that this bending causes an unfavorable configuration for transcription from $Pe$ and/or stimulates transcription from $Pc$. 
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Spontaneous phage production

An established lysogen is generally stable and the spontaneous phage production is low. A quantification of the spontaneous phage production might reflect the binding affinity of the C repressor to its operator since the repression on Pe by the repressor has to be relieved for the lytic cycle to occur. By determining the titers of free phages in overnight cultures we could conclude that \( \Phi \) has a 6.4 fold higher spontaneous phage production than P2 and this might reflect different binding affinities of the two repressors to their operators or different regulation of Pc. There are however other plausible explanations, such as the production and stability of the C repressors.

Paper III- A comparative analysis of the multifunctional Cox proteins of the two heteroimmune phages, P2 and \( \Phi \)

The Cox proteins constitute a unique group of directionality factors (Lewis and Hatful, 2001). They link the control of the transcriptional switch, which determines lytic growth versus lysogeny, with control of integration versus excision. The Cox proteins of \( \Phi \) and P2 are 90 and 91 amino acids long, respectively, and the predicted secondary structures are identical according to JPRED (Cuff and Barton, 2000) even though they only have 35 amino acids in common. The secondary predictions indicate that the Cox proteins contain a HTH motif in the N-terminus, implicating DNA recognition and binding (Liu and Haggård-Ljungquist, 1999) (Eriksson and Haggård-Ljungquist, 2000). The \( \Phi \) Cox protein cannot functionally replace P2 Cox as an excisionase or as a repressor of the P2 Pc promoter, and \( \Phi \) Cox is unable to activate the P_{LL} promoter of satellite phage P4, indicating that they recognize different DNA sequences (Liu and Haggård-Ljungquist, 1999). In this work we further characterize and compare the functions of the Cox proteins of P2 and \( \Phi \).

\( \Phi \) Cox binding sites in the Pe-Pc region

DNaseI protection studies have shown that P2 Cox covers regions of about 70 nt in the Pe-Pc region and attP and both contain six Cox boxes located in different orientations (Saha et al., 1989) (Yu and Haggård-Ljungquist, 1993a). Since \( \Phi \) Cox cannot functionally replace P2 Cox, the P2 Cox boxes were not found in the \( \Phi \) Pe-Pc or attP regions. Instead a direct repeat of 12 nt was found in the \( \Phi \) Pe-Pc region with homology to a direct repeat of 9 nt in the attP region (Liu and Haggård-Ljungquist, 1999). In this work, the DNaseI protected region in \( \Phi \) Pe-Pc was found to include the
direct repeat and probably the Pc transcription start site but not the Pc core promoter region. This is different from P2 where the Cox binding sites covers the Pc core promoter and this difference might reflect a different mechanism behind the repression of Pc even though steric hindrance of RNAP binding is the most likely explanation in both phages. P2 Cox is known to negatively autoregulate the P2 Pe promoter and at higher protein concentrations the Pe promoter is protected probably resulting in the autoregulation \cite{Saha1987b}. Wφ Cox seems to bind in a highly cooperative manner since the whole Pe-Pc region is covered as a result of a slight increase in Cox concentration. This oligomerization on the DNA could be the mechanism behind a possible negative autoregulation of Pe by Wφ Cox.

While P2 Cox seems to have similar affinities to the three different targets; Pe-Pc, attP and P4 P_{LL}, Wφ Cox has a substantially lower affinity to attP compared to Pe-Pc. In Paper IV we show that P2 Cox and the P2 integrase bind cooperatively to P2 attP and it might be that a possible cooperativity between Wφ Cox and Wφ Int is even more important than in P2 for the formation of the recombinogenic complex.

The Cox proteins induce DNA bending

Since the Cox proteins probably have a structural role in the formation of the excisive recombinogenic complex, we wanted to study whether they cause bends in their DNA targets. A possible bending might also have an impact on the abilities of the Cox proteins to repress their respective Pc promoter since an unfavorable bending can cause repression. In circular permutation assays we could show that P2 Cox bends its three DNA targets with the same angle of approximately 125°. In the same assay, Wφ Cox was shown to bend DNA containing the direct repeat in the Pe-Pc region with an estimated angle of 150° and a bending centre between the half-sites of the repeat. P2 Pe-Pc, attP and P4 P_{LL} all contain at least six P2 Cox boxes (P_{LL} contains eight) and we wanted to investigate how many boxes are needed for a specific Cox binding. Binding to substrates containing only four boxes is unspecific and in circular permutation assays no bending could be observed using three or four boxes. Thus, at least five boxes are needed for a specific binding and a Cox mediated DNA bending. However, no special feature or arrangement of the boxes seems necessary which is consistent with the different orientations of the P2 Cox boxes in the different targets.

Oligomerization in vitro

Both P2 Cox and Wφ Cox form higher order oligomers as shown by \textit{in vitro} cross-linking experiments. P2 Cox has been shown to form higher order complexes in earlier work \cite{Eriksson2000} which is confirmed in this work and we can further compare the ability of the two
Cox proteins to form oligomers. Several complexes can be seen and it is obvious that P2 Cox has a higher tendency than WΦ Cox to form higher order complexes. This is consistent with P2 Cox recognizing several Cox boxes while the binding site of WΦ Cox is a direct repeat. However, as mentioned above, WΦ Cox seems to oligomerize strongly in the DNaseI protection studies and the difference seen in these assays could be due to the absence or presence of DNA. WΦ Cox might require DNA for a strong oligomerization.

DNA specificity

In a work by Wharton and Ptashne (Wharton and Ptashne, 1985), the 434 repressor protein was redesigned by exchanging the amino acids occurring in the recognition helix with those of the P22 repressor. This helix swap resulted in a change of DNA specificity for the redesigned 434 repressor from 434 operator DNA to P22 operator DNA. In this work we have tried to conduct the same experiment with P2 Cox and WΦ Cox. Despite the fairly low identity at the amino acid-level, the two Cox proteins are predicted to have the same secondary structure (Fig. 13).

![Diagram](image_url)

**Figure 13.** Secondary structure predictions of P2 Cox (top) and WΦ Cox (bottom) according to JPRED (Cuff and Barton, 2000).
The N-terminus contain a HTH motif and in Fig. 14 the proposed DNA-binding surfaces of the predicted recognition helices (α2) are illustrated. In order to determine whether these helices are the DNA binding epitopes, α2 in WΦ Cox was stepwise modified to be identical to α2 in P2 Cox thereby hoping to change the DNA specificity of WΦ Cox to that of P2 Cox. Some of the amino acid changes in WΦ Cox had an impact on DNA binding and K36 seems to play an important role, but the specificity of WΦ Cox was never changed to that of P2. Reasoning that other parts of the protein might be necessary for stabilizing a binding between the α2-helix and the DNA, three P2-WΦ Cox hybrid proteins were made. None of the hybrid proteins resulted in DNA binding, neither to P2 DNA nor to WΦ DNA.

![Diagram of α2 helices in P2 Cox and WΦ Cox](attachment:image.png)

**Figure 14.** The presumed recognition helices (α2) of P2 Cox (top) and WΦ Cox (bottom). Amino acids believed to be oriented towards DNA are boxed.
Paper IV-Cooperative interactions between bacteriophage P2 integrase and its accessory factors IHF and Cox

The intasome formation in λ has been studied extensively and it is known that the arm-binding domain of λ Int is located in the N-terminus (Wojciak et al., 2002). The arm-binding site is a high affinity site and an IHF-induced bend allows binding to the core site (de Vargas et al., 1989). The N-terminal domain is also involved in cooperative interaction with Xis, the λ excisionase (Swalla et al., 2003). We wanted to investigate if the N-terminus of the P2 integrase is associated in arm-binding and potential interactions between P2 Int and its accessory proteins IHF and P2 Cox. Cooperative binding between P2 Int and IHF has been indicated previously (Yu and Haggård-Ljungquist, 1993b).

P2 integrase binds cooperatively with IHF to attP

When Int binding to attP is analyzed by EMSA, the majority of the DNA is found in a large complex that cannot enter the gel. This complex is presumed to be large intermolecular networks between Int and DNA (Yu and Haggård-Ljungquist, 1993b). In this work it is shown that when IHF is added, these large complexes are solved and several other complexes can be observed. It is further shown that Int and IHF bind cooperatively resulting in more DNA than predicted from independent binding events being found in complexes with Int and IHF. This cooperativity is still seen, but in a reduced form, with an N-terminal truncated integrase where amino acids 2 to 26 have been removed.

The N-terminal truncated P2 integrase is defective in arm-binding

To be able to explain the reduction in cooperativity seen with the truncated Int, we studied the binding to two substrates in addition to the attP substrate, one containing only the P-arm and the IHF site and the other containing the IHF site and the core. We could show that wt Int binds weakly to the P-arm, and this binding is enhanced by the addition of IHF. The N-terminal truncated Int showed no binding at all to the P-arm substrate and binding could not be induced by the presence of IHF. We therefore conclude that the N-terminal truncated Int is defective in arm binding. The cooperative binding of the truncated Int and IHF to the attP substrate should therefore be the result of cooperative binding to the core substrate. This was confirmed by analyzing binding to the core which is strong for both the wt and the truncated proteins and further enhanced by IHF.
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The cooperativity is sensitive to the distance between the core- and the IHF binding sites and a large reduction in cooperativity is seen when the distance is enlarged. This is found for both the core- and the attP substrates (data not shown for the attP substrate) and the substantial reduction seen in cooperative binding led us to conclude that the cooperative binding to the core site is the major contributor to the overall cooperativity seen for attP and the cooperative binding to the P-arm should contribute only to a minor extent.

The P2 integrase and Cox bind in a cooperative manner to attP

P2 Cox is known to function as an excisionase by promoting excision and inhibit integration, and it recognizes six Cox boxes in the attP region (Saha et al., 1987b) (Yu and Haggård-Ljungquist, 1993a). In this work a cooperative binding of Cox and Int to the attP substrate is shown and just like IHF, Cox inhibits the Int formation of large intermolecular networks with attP. The cooperativity seen is reduced but still present when the truncated integrase is used. In the recombinogenic complex, Cox is the equivalent to λ Xis but they seem to be different in their structures. Xis adopts a winged helix motif recognizing a direct repeat while Cox recognizing several Cox boxes arranged as two sets of three direct repeats, positioned in opposite directions, probably by a predicted HTH motif in the N-terminus (Yu and Haggård-Ljungquist, 1993a) (Eriksson and Haggård-Ljungquist, 2000). The C-terminus of Cox is presumed to contain epitopes for oligomerization and interactions with other proteins (Eriksson and Haggård-Ljungquist, 2000). Even though the cooperativity is reduced for the truncated integrase the capacity for cooperative interactions with Cox probably resides in the C-terminus of the P2 integrase.

Concluding remarks and future perspectives

The C repressor proteins

DNA binding

The switch regions of several P2 related coliphages have been sequenced and they constitute at least six distinct immunity groups (J. Karlsson, A. Nilsson and E. Haggård-Ljungquist, personal communication), but more detailed studies of the developmental switches have only been conducted in P2, WΦ and now P2 Hy dis. Analyzing the DNA sequences of the switch regions show that there are some differences but also many important similarities to be found; such as a predicted HTH motif in the N-terminus of the Cox and C repressors and that different versions of a direct repeat, known to constitute the C operator in P2, WΦ and P2 Hy dis (Paperl, and Liu and Haggård-
Ljungquist, 1999), are found in the vicinity of the presumed Pe promoters in
the other immunity groups as well.

The N-terminus of P2 C has been hypothesized to be involved in DNA
binding (Liu et al., 1998). At least one mutation in the N-terminus seems to
affect DNA binding. (Ljungquist et al., 1984) (Renberg-Eriksson et al., 2000) and
to confirm this it would be valuable to solve the 3D structure of one or sev-
eral of the immunity repressors of the P2 family, preferably bound to opera-
tor DNA.

A crystal structure with DNA would be interesting from several perspectives
considering that the repressors recognize and bind to a direct repeat. It is not
obvious how this is combined with the fact that the active form of the C pro-
tein of P2 is a dimer (Lundqvist and Bertani, 1984) (Liu et al., 1998). Binding to
a direct repeat is either a result of looping where one interaction surface is
enough for dimerization, or a head-to-tail structure where there are two dif-
ferent dimerization epitopes in the protein. The C repressors bend their DNA
targets but if symmetrical or asymmetrical interaction surfaces are involved
in monomer interactions is not know. AraC, a well studied repressor of the
araBAD operon, recognizes a direct repeat and causes a DNA loop by bridg-
ing distant operator sites together and a single AraC dimer is enough for this
loop formation, the half-sites are however separated by a larger distance than
in P2 (Martin and Rosner, 2001). λ Xis is another example of a dimer binding
to a direct repeat where the half-sites are separated by only seven nt which is
more comparable to what is seen for P2 and its relatives where the distances
between the half-sites vary from approximately 20 to 35 nt. How Xis binds
is not known but the two monomers bound to X1 and X2 are believed to
interact and be juxtaposed as a result of the strong Xis induced bending and
asymmetric interaction surfaces are then supposed to be exposed to result in
a head-to-tail configuration (Sam et al., 2004).

Even if a dimer is the active form of the P2 C repressor in solution
(Lundqvist and Bertani, 1984) (Liu et al., 1998), an oligomerization to higher
order complexes might take place on the DNA. It could be a dimer that is
bound to the direct repeat but it could also be a dimer bound to each half-
sites as a result of oligomerization on DNA. Whether the C repressors oli-
gomerize on DNA could be determined by analyzing the complexes gener-
ated in DNA-protein binding reactions. By cross-linking the different com-
plexes generated and analyzing their sizes on a protein gel it should be pos-
sible to conclude how many C molecules are bound to DNA in the different
complexes. The different C repressors might show different binding patterns
as indicated in the EMSAs performed to determine the bending capacities of
P2 and WΦ C (Paper II). Using WΦ C, three bands are evident, where two
bands might constitute binding to one or the other half-site, and the slowest
migrating complex should constitute the repressor bound to both half-sites.
In the case of P2 C, only one major band is obtained, but a faster migrating
weak band is also obtained that might represent binding to one half-site. One
interpretation is that binding of P2 C to one operator half-site leads to a strong cooperative binding to the second half-site, resulting in the fast formation of only one major complex. However, since P2 C bends its DNA target, it is surprising that two weak bands are not seen since the half-sites are located differently relative to the ends. Possible one of the half-sites has a higher affinity for the C protein than the other. In WΦ, as opposed to P2, it seems as if C binds independently to the respective half-sites leading to complexes that migrate differently depending on what half-site is bound and that the cooperative binding to the half-sites is not as strong as the one seen for P2 C. Through mutational analysis it could be possible to determine whether P2 C has different affinities for the half-sites.

The operators of P2, WΦ and P2 Hy dis are all slightly different in length as well as in spacing (Fig. 15). In P2 there are the two 8 base pairs long half-sites separated by 22 bp (center to center) and they will probably be presented on the same side of the DNA helix separated by two helical turns. In WΦ, where the repeat is 10 base pairs long, the spacing is even longer, 34 bp. The WΦ half-sites do not seem to be exactly on the same side of the DNA helix since one helical turn corresponds to 10.5 bp and 34 bp therefore corresponds to a bit more than three helical turns. P2 Hy dis is intriguing with its imperfect repeat. The location is also interesting with the direct repeat flanking the -35 region instead of the -10 hexamer as in P2 and WΦ. Furthermore the spacing, approximately 26 bp, implies that the half-sites are not to be found on the same side of the DNA helix. These differences might affect the binding of the three C repressors and could be reflected in differences in the structure and/or flexibility of the three repressors even if they are small (99 aa) and/or in the distortion of DNA upon binding. We know that both P2 C and WΦ C bend DNA (Paper II) and it would be interesting to include P2 Hy dis C in a circular permutation analysis. One way to examine the importance of an exact distance could be done by varying the distances in the different C operators and then quantify the capacity of the C proteins to repress their respective Pe promoter. It would be interesting to vary the distances so that the half-sites are presented on the same as well as the opposite sides of the DNA helix.
Figure 15. The developmental switch regions of P2 (top), P2 Hy dis (middle) and WΦ (bottom). Core promoter regions are underlined, transcriptional start sites indicated by bent arrows. C operator half-sites are boxed, Cox boxes are boxed with broken lines and direction of repeats are illustrated by arrows.

**Transcription regulation by the C repressors**

*The effect of C induced bending*

Neither the mechanisms behind C induced repression of Pe nor the way P2 C represses and activates P2 Pc are known in detail. It is probably difficult to see repression of Pe and activation of Pc as isolated events. Repression of Pe might automatically lead to activation of Pc since transcription from Pe interferes with transcription from Pc, the same pattern is seen for phage 186 (Saha *et al.*, 1987b) (Callen *et al.*, 2004). It is important to remember that autoregulation of Pc by C has only been confirmed in P2 and it needs to be verified for the other P2 family members.

The pattern seen in EMSAs using P2 Hy dis C and the wt or mutated C operator region shows that there is not a direct correlation between repression and binding (Paper I). Even though P2 Hy dis C is no longer able to repress the double operator mutant it still binds to the DNA. However, the binding is affected and one band, present with the wt DNA substrate, is missing in reactions with the mutant substrate indicating that this complex can not form. P2 C is also incapable of repressing Pe when two mutations, one mutation in each half-site, have been introduced (S. Renberg Eriksson and P. Henriksson Peltola, personal communication) but C binds to this mutant operator as efficiently as to the wt operator. However, preliminary results indi-
cate that P2 C will not bend this mutated substrate (preliminary unpublished results, P. Henriksson Peltola) which might explain the inability to repress Pe. This might very well be true for P2 Hy dis as well. The C induced bend might cause an unfavorable DNA configuration for transcription from Pe. The bending can however work in many ways repressing Pe and activating Pc. DNaseI protection studies show that P2 C enhances the binding of RNAP to Pc and this has been assumed to contribute to C activation of Pc (Saha et al., 1987a). It is not known if this recruitment is dependent on a direct protein-protein interaction between C and RNAP or if DNA bending could be enough. DNA bending by C could create more interaction surfaces between Pc and RNAP. Recruiting RNAP to Pc might not only activate Pc but also repress the stronger Pe promoter by “stealing” RNAP from Pe. C induced bending could bring Pc and Pe closer together and thereby facilitating the possible recruitment of RNAP from Pe to Pc. It can however be other steps in the transcription initiation than the actual recruitment of RNAP that are affected by the C induced bending, e.g. stimulation of the isomerization from the closed to the open DNA-RNAP complex.

The effect of transcriptional interference between Pe and Pc

In P2, the Pe and Pc transcripts overlap with approximately 35 bp, in P2 Hy dis with 75 bp, and in WΦ with 82 bp (Paper II, Paper I and Liu and Haggård-Ljungquist, 1999). The Pc promoter of P2 Hy dis, as judged by the sequence, seems stronger than our results indicate and also compared to the P2 Pe sequence. This would favor a hypothesis where head-on-collisions between elongating complexes from Pe and Pc is the major cause for interference of transcription from Pc and the longer the overlapping region the more negative is the effect on Pc. For phage 186, on the other hand, it has been shown that elongation from the strong pR promoter passing over pL interfere with transcription from pL since there is a slow release of open complexes (“sitting ducks”) formed at pL (Callen et al., 2004). A head-on-collisions could be excluded as a major cause for interference in 186 since increasing the inter-promoter distance had almost no effect on interference. In these studies P2 Pe and Pc were included in the experiments concluding that there is a “sitting duck” mechanism behind the observed interference in P2 as well as in 186, even if P2 Pc has a faster promoter clearance than 186 pL. I think we have a unique opportunity to examine this thoroughly since we can include several of the P2 relatives with known differences in overlaps between the two transcripts in an analysis similar to the one conducted by Callen and co-workers. Whatever mechanism is behind the transcriptional interference, a positive autoregulation will automatically follow as a result of the repression of Pe. A negative autoregulation, on the other hand, probably relies on other mechanisms. The positive autoregulation might be different within the P2 family, different mechanisms might contribute to a varying degree to the overall regulation seen. In P2, RNA polymerase binding to Pc covers 75-80
bp, (from -60 to +20) which should result in P2 C and RNAP being close enough to interact directly which might explain the positive autoregulation of Pe by P2 C, probably in concert with a relief of transcriptional interference when C represses Pe. In WΦ and P2 Hy dis however, the promoters are more distal and the C operators are more distant from Pe (Paper I, Paper II and Liu and Haggård-Ljungquist, 1999) and the positive regulation of C on Pc might depend completely on the relief of transcriptional interference when C represses Pe. Additional cryptic C binding sites closer to WΦ and P2 Hy dis Pe or the C induced bending (assuming P2 Hy dis C also bends DNA) might however allow RNAP and C to come in close contact in WΦ and P2 Hy dis as well as P2. It would be interesting to look for direct interactions between RNAP and the different C repressors.

To summarize it can be said that the repression of Pe and activation of Pc by the C repressors are probably two events mutually affecting each other. The C induced DNA bending could be involved in creating an unfavorable DNA configuration for transcription from Pe and simultaneously assist in recruiting RNAP to Pc. The recruitment might be further stimulated by an interaction between RNAP and C. When Pe is repressed there is no transcriptional interference from Pe on Pc, Pc transcription is established and may in part be maintained by an interaction between C and RNAP. I think we should really take advantage of the fact that we have several family members where the switch regions contain interesting differences, such as inter-promoter distances, to investigate to what extent the different mechanisms contribute to the overall picture and study the relative promoter strengths in the family members which might vary and contribute to the complex picture. It is obvious, looking at λ and 186, that there are several solutions to a common need to choose between lifestyles and this might be seen comparing otherwise very similar P2 members as well.

The affinity of the C repressors to their operators

The stability of a lysogen depends on the DNA binding affinity and the production of the C repressor. As presented in Paper II, WΦ has a higher spontaneous phage production compared to P2 and this might reflect a lower binding affinity of WΦ C for its operator than for P2 C to its operator. WΦ C might dissociate with a higher constant allowing higher frequency of prophage induction. This is currently under investigation by surface plasmon resonance analysis (SPR) and EMSA and preliminary data indicate that WΦ C has a lower affinity for its operator compared to both P2 and P2 Hy dis to their respective operator, indicating that the WΦ C-DNA complex is less stable (P. Henriksson Peltola, personal communication). This is further supported by the fact that P2 and P2 Hy dis show similar frequencies of spontaneous phage production (unpublished results).
The Cox proteins

**DNA binding**

We believe that the DNA binding motif of the Cox proteins is a predicted HTH motif found in the N-terminus. The helix-turn-helix domain is common in both basal and specific transcription factors in several of the kingdoms of life (Aravind *et al.*, 2005). Still it would be interesting to confirm this by crystallization and analysis of the 3D structure. A 3D structure could also reveal if there are one or two types of oligomerization surfaces in Cox. The P2 Cox boxes are arranged in different orientations in the different targets and it is not obvious if the Cox monomers oligomerize in a head-to-head or head-to-tail manner (or both). In WΦ, Cox binding to a direct repeat is either a result of bending/looping where one interaction surface is enough for dimerization, or a head-to-tail structure where there are two different dimerization epitopes in the protein. Considering the strong Cox induced DNA bending there is a possibility that a loop allows a head-to-head dimerization even though the distance between the half-sites is relatively short. It is also possible that different interaction surfaces are used for dimer formation and the formation of higher order oligomers, as in λ CI (Bell *et al.*, 2000). It would also be of great interest to determine the number of Cox molecules bound to the DNA which might be quite different for P2 and WΦ considering their different types of binding sites.

As implicated previously (Eriksson and Haggård-Ljungquist, 2000), P2 Cox probably lacks independently folded domains due to its small size. This might explain the difficulties we have had to change the DNA specificity of WΦ Cox to that of P2 Cox. Several amino acids, far apart in the primary structure, might come close in the folded protein and stabilize the DNA binding. The difficulties we have had provide support for the idea that there is no simple code for DNA-protein recognition. A residue in the C-terminal half of the CI repressor of the mycobacteriophage L1 plays an important role in binding of CI to its operator although the DNA binding HTH motif is located to the N-terminus (Ganguly *et al.*, 2004). Our results using hybrid proteins indicate that there is something in the C-terminus involved in DNA binding. The structure of the λ Cro protein in complex with its operator DNA has been determined (Albright and Matthews, 1998). It was known from before that the HTH motif, with the recognition helix inserted into the major groove, makes direct contact with the bases in the DNA and that the base-specific contacts that are most important for tight operator binding all occur within the recognition helix (Takeda *et al.*, 1989). This is supported by Albright but a complex picture emerges with many residues making not just one, but several, base-specific contacts and a few residues outside the HTH motif seem to be involved. In a work by van Sinderen and co-workers (submitted for publication) helix swap experiments have been performed involving the CI repressors of the lactococcalphages R1t and Tuc2009. These proteins
are very similar at a primary sequence level and still the helix swap experiment only worked one way (van Sinderen, personal communication) supporting what seems to be a general view that there are several levels of complexity in protein-DNA binding. P2 Cox and WΦ Cox are only similar at a predicted secondary structure level but quite different at a primary sequence level. Their respective way of binding to the DNA and oligomerizing might differ substantially considering the fact that P2 Cox recognizes several Cox boxes while WΦ Cox binds to one direct repeat. This could complicate the construction of a specificity mutant. Maybe oligomerization and an exact bending angle contributes to the specificity for a certain DNA target. If a specificity mutant is to be identified I think the WΦ Cox protein, or possibly one of the hybrid proteins constructed, should be subject to a random mutagenesis and the library of mutants could be screened in a plasmid system where DNA binding would activate P4 P_{LL}.

**Cooperativity with the integrase**

The data presented in Paper IV, where we show that P2 Int and P2 Cox bind cooperatively to attP, raises many new questions. We have weak indications of a direct protein-protein interaction between Int and Cox *in vitro* (A. Ahlgren Berg and C. Frumerie, unpublished results). If this interaction can be confirmed, it would be interesting to identify the amino acids involved in the interaction.

If a “DNA-specificity” modified WΦ Cox protein can be constructed it is important to remember that this modified protein and P2 Int might not be able to bind cooperatively to DNA and therefore a *cox* defective P2 prophage might still not be excised. This could be analyzed by EMSAs using P2 attP, P2 Int and the “DNA-specificity” modified WΦ Cox protein. If possible, it would also be interesting to examine if a completely unrelated protein, causing the same bending angle as Cox, could substitute for Cox in the prophage excision event. If the cooperativity seen between Int and Cox is not dependent on protein-protein interactions but only on the strong bending induced by Cox, it might be possible to replace Cox. It is however important to remember that an exact bending angle might be required and that might be difficult to generate.

There are indications that increasing the distance between the Int core binding site and the Cox boxes in *attP* has no impact on the cooperativity, as opposed to Int and IHF, but this needs to be confirmed (A. Ahlgren Berg and C. Frumerie, unpublished results) and different distance should be tried. As mentioned in the description of Paper III, WΦ Cox shows a poor binding to WΦ *attP* compared to what is seen for P2 Cox. Whether this is due to the sequence of the repeat at *attP* or the spacing between the half-sites could be studied by a mutational analysis. The cooperativity seen for P2 Int and P2 Cox binding to *attP* might be of greater importance in WΦ than in P2 and it
would be easy to conduct the same study as in Paper IV with WΦ Cox and WΦ Int.

The Cox proteins as repressors and activators

Judging from DNaseI protection studies (Saha et al., 1987b) and Paper III, the Cox proteins might very well function as repressors by excluding RNAP from Pc and, at higher concentrations, from Pe as well. In P2 it is obvious that Pc is protected and the Pe core promoter region is also protected at higher Cox concentrations (Saha et al., 1987b). In WΦ, the footprint seems to cover the transcription start of Pc and the entire Pe-Pc region when the Cox concentration is increased. It is however important to note that a negative autoregulation of Pe has not been examined for WΦ. Even if repression by steric hindrance of RNAP binding is not dependent on bending of the DNA, it might be that the strong Cox induced bending is important for the repression of Pc and/or Pe, especially if subsequent steps in the initiation of transcription is involved in regulation. At P4 P_{LL}, P2 Cox and P2 Hy dis Cox function as activators and it would be interesting to determine if activation is caused by Cox induced bending of the DNA or interactions with RNAP. It would therefore be interesting to look for direct interactions between Cox and RNAP. At P_{LL}, the Cox boxes are located upstream the promoter (as opposed to downstream Pc) at a distance where activators can contact RNAP directly.

Evolution of P2-like phages

The P2-like coliphages may be considered as different P2 isolates since they show at least 96% similarity of their structural genes (Nilsson and Haggård-Ljungquist, 2001). However, as shown in this work, the transcriptional switches of the phages characterized so far show a considerable variation. At least six different immunity groups, and three different integration sites, have been identified among the closely related P2 phages (J. Karlsson, C. Cardoso, A. Nilsson, and E. Haggård/Ljungquist, personal communication). P2-like phages are frequent in E. coli and most likely compete for a suitable host (Nilsson et al., 2004). A superinfecting phage can either grow lytically or form lysogeny if it belongs to a different immunity group than the residing prophage. If the two phages belong to the same immunity group, the immunity repressor of the resident prophage will block lytic growth of the superinfecting phage. Under these conditions, the superinfecting phage must integrate into the host to be stably maintained. However, the formation of lysogeny is problematic if the two phages share the same integration site, since tandem prophages are unstable due to expression of the integrase from prophages integrated in tandem (Bertani, 1971) (Haggård-Ljungquist et al., 1994). Under these condition the superinfecting phage must either exchange place with the resident prophage or integrate at a secondary site (Bertani and Six, 1988).
Thus, the competition between the P2-like coliphages has most likely driven evolution towards different immunities and integration sites. The processes leading to different immunities and integration sites among the P2-like coliphages is impossible to tell from this work, many more P2 related phages from *E. coli* and other enterobacteria must be characterized before a phylogenetic analysis can be undertaken. But recombination with related heteroimmune phages is one possible explanation. An example of such an event is P2 Hy *dis* that was generated by a recombination between P2 and a defective heteroimmune prophage present in *E. coli* B.
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