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Abstract

Micro-Doppler (µD) effects are phenomena that occur because of micro-motion. A micro-motion is

either a vibration, rotation, or acceleration which is small relative to the motion of the target. These

effects can be used in order to characterize a target through their signature movement.

These effects were captured using a Frequency Modulated Continous Wave (FMCW) radar on sev-

eral targets with a distinct signature. The targets were a four-armed drone, a cyclist, and a pedestrian.

Using conventional-and super-resolution algorithms allows the user to process the captured

To best be able to determine these signatures, different algorithms were used, Short-Time Fourier

Transform (STFT), Smoothed Pseudo-Wigner-Ville Distribution (SPWVD), Padé Fourier approxi-

mation (PFA), and Multiple Signal Classification (MUSIC). The comparison of the algorithms on

the measured data was done in MATLAB where the best possible scenario was taken. From the

comparison, it was noticed that in order to capture the most details, the MUSIC, PFA, STFT, and

SPWVD performed the best with a decreasing order.
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1. Introduction

1.1 Background

The Doppler effect is utilized to measure the radial velocity of moving targets. In the real world, a

target or any component of the target does not follow an ideally linear motion. They instead have

complex motion, called micro-motion. A micro-motion consists of vibration, rotation, or acceleration

inside a motion. These were introduced to characterize the movement of the target. This effect can

be observed almost everywhere such as rotating propellers of a fixed-wing aircraft, engine-generated

vibration in a vehicle, rotating antenna, flapping wings of a bird, and swinging arms and legs of a

walking person. A micro-Doppler (µD) characteristic can be considered a target’s unique signature

due to its stability and distinguishability [10]. The characteristic of these motions induces smearing in

the Doppler direction, this effect can smear an image if conventional Fourier Transform (FT) is used

[9].

Using a Frequency Modulated Continous Wave (FMCW), the Doppler effects can be captured and

analyzed. There have been several studies using various forms of FT to improve the resolution of radar

imaging, while few have tried to apply super-resolution algorithms. The super-resolution algorithm’s

purpose is to remove the blurring altogether. A comparison will be conducted between various FT-

based and super-resolution algorithms, the FT-based algorithms are Short-Time Fourier Transform

(STFT), Smooth Pseudo Wigner-Ville Distribution (SPWVD) and the super-resolution algorithms are

Padé Fourier Approximant (PFA), and Multiple Signal Classification (MUSIC). The algorithms will

be applied to a simple propeller, a drone, pedestrians, and a cyclist.

1.2 Aim

The main goal of the thesis is to collect accurate data on various movements with distinct µD effects.

The µD effects details should be able to be extracted from the existing signal. After the work, it

should be possible to identify different µD effects in the time/frequency of various targets. The goal

of the thesis is to determine if µD effects in systems can be detected and analyzed accurately using a

sub-optimal environment. The master thesis aims to answer these problems.

• How can the FMCW radar system extract and process µD effects from different objects, such as

a pedestrian swinging its arms?

• How does the conventional Fast Fourier Transform (FFT) algorithm compare against the super-

resolution algorithm?

• Is it possible to improve the time/frequency resolution of objects with the algorithms?

1.3 Delimitations

The project will only use horn antennas provided by SAAB and will not consider other applicable

antennas. Due to only using a pseudo-monostatic setup, it will not be possible to detect position and

elevation. The possible frequency band is constrained by the equipment, up to 40 GHz. The frequency

band is therefore focused on the 24 GHz band, and due to regulations only 100 mW isotropic power

1



1.4. Layout

can be transmitted. The FMCW radar is the implemented radar while a discussion on why is held at

a later stage. The focus lies on the algorithms within the processing of the data and the collection of

accurate measurements. No hardware is designed.

1.4 Layout

Chapter 2 - 4 contains the theoretical background behind the processes contained in the thesis.

Chapter 5 contains the implementation, design of the radar system, and measurement.

Chapter 6 contains the results behind both the measurement and the signal processing.

Chapter 7 contains a discussion of the results as well as a general discussion.

Chapter 8 contains a conclusion behind the work and what was obtained.

2



2. The Radar Principle

RAdio Detection And Ranging (RADAR) uses radio waves for detecting objects in a certain range. The

principle behind the detection of an object using a radar system, consist of first transmitting a radio

frequency (RF) electromagnetic (EM) wave. As this wave hits the target it then reflects towards the

radar antenna. Because a radar expects a response, it waits a certain amount of time before it repeats

the transmission. When the reflected signal arrives at the radar antenna, it is received and analyzed.

The transmitted power density, ST , is calculated using (2.1) [1] [33].

ST =
PTGT

4πR2
T

(2.1)

where PT is the transmitted power, GT is the antenna gain and RT is the range of the transmitted signal

has travelled [1].

Figure 2.1: Principle of operation for a radar system [1].

As the signal hits the target, depending on the Radar Cross Section (RCS), the signal is reflected and

the received power density, SR, at this point is described with (2.2) [1].

SR =
PTGTσ

(4π)2R2
T R2

R

(2.2)

where σ is the RCS of the object, and RR is the range between the receiver and the object. The RCS

of an object determines how much is reflected toward the receiver or antenna. As the signal hits the

receiver antenna, the effective aperture antenna determines the power received. The effective aperture

area, Ae, describes the experienced area of an incoming signal and is described with (2.3) [1].

Ae =
Dλ2

4π
(2.3)

where D is the directivity of the antenna, λ is the wavelength of the carrier signal. The directivity of an

antenna describes the intensity of radiation in all angular directions [1]. Using Ae in (2.2) the received

power, PR, is described and is seen in (2.4) [1].

3



2.1. Electromagnetic waves

PR =
PTGTGRλ2σ

(4π)3R2
T R2

R

(2.4)

where GR is the antenna gain of the receiver. The antenna gain of an antenna is the ratio of the

radiation intensity at the peak of the main beam, the directivity, and the antenna gain is described with

D = ηeGR and ηe is the efficiency of the antenna which is assumed to be 1 in ideal cases. This is a

general description of the radar principle and applies to the different configurations that exists.

The configurations that exist are monostatic and bistatic radar systems. In Figure 2.2, different config-

urations of radar systems can be seen. For the monostatic configuration, only one antenna is used for

transmit and receive which implies that duplexing is necessary. With the monostatic configuration the

received power equation can be simplified to the same gain and distance, GT = GR and RT = RR.

In the bistatic case, two antennas are used which the previous equations are based on. The bistatic

configuration allows the system to constantly transmit and receive, as no duplexing is needed [28].

If the bistatic angle is close to zero, the configuration is said to be pseudo-monostatic and allows for

continuous transmission [1].

Figure 2.2: The possible configurations of radar systems: A monostatic radar configuration is seen in

the upper subfigure and in the lower subfigure a bistatic radar configuration is seen [28].

From the equations discussed, it is important to note that a signal can only be detected up to a certain

range due to free space path loss. The maximum detectable range in a monostatic radar is described

with (2.5) [28],

Rmax = 4

d

PTGTGRλ2σ

(4π)3Pmin
(2.5)

where Pmin is the minimum detectable power due to the noise of various sources. In all previous

equations, only the Free Space Path Loss (FSPL) is applied which is described with FSPL = ( 4πR
λ )2.

[28]

2.1 Electromagnetic waves

EM waves are described with Maxwell’s equations and consist of electric and magnetic field waves

which are oscillating at a given frequency. Maxwell’s equation describes the macroscopic propagation

properties of electromagnetic waves using Ampere’s law and Faraday’s law. The permittivity of vac-

uum is ε0 = 8.85 ˆ 10´12 F/m and the permeability of vacuum is µ0 = 4π ˆ 10´7 H/m while the

εr « 1 [14].

As the electromagnetic wave propagates and the distance increases, the complex near field component

will appear to be plane. An EM wave propagating through free space is propagating at the speed of

4



2.1. Electromagnetic waves

light, c, is given by c = 1?
µ0ε0

= 299, 792, 458 « 3 ˆ 108 m/s. The direction in the wave propagates

and has no electric or magnetic field component in a plane wave [1]. The general plane wave in

exponential form can mathematically be expressed as [14]:

Ex = Aexp[j(ω(t ´ z

c
)]

Hy =
Ex

η

(2.6)

where A is the amplitude, z
c is the initial phase, ω is the angular frequency and η is the impedance of

free space [1] and z is the propagation direction and length. The intrinsic impedance is based on the

relationship between the electric field and the magnetic field, η =
b

µ
ε and in free space the intrinsic

impedance is η0 =
b

µ0

ε0
= 377 Ω [28]. In a source-free, linear, homogenous, and isotropic region,

Maxwell’s curl equations in phasor form are written as

∇ ˆ Ē = ´jωµH̄ (2.7a)

∇ ˆ H̄ = jωεĒ (2.7b)

and consists of two unknown parameters, Ē, H̄ [28]. These unknown can be solved for either Ē or H̄
by taking the curl of (2.7) giving

∇ ˆ ∇ ˆ Ē = ´jωµ∇ ˆ H̄ = ω2µε. (2.8)

This can be simplified through vector identities due to ∇ ˆ ∇ ˆ Ā = ∇(∇ ¨ Ā) ´ ∇2 Ā and is valid

for rectangular components of an arbitrary vector Ā. Using this leads to

∇
2Ē + ω2µεĒ = 0 (2.9)

because ∇ ¨ Ē = 0 in a source-free region. This is known as the wave equation or Helmholtz equation

for Ē, the equation is identical for H̄ which is derived in a similar manner:

∇
2H̄ + ω2µεH̄ = 0 (2.10)

These results are used to describe the behavior of the wave [28]. The direction of the electric field

gives the wave its polarization [18] and depending on the motion of the field, it can be either linear

or circular polarized. A linear polarized wave will have the Ex and Ey oscillate in phase and in most

cases with the same magnitude but is not guaranteed. A circularly polarized wave will have a phase

difference of π
2

between Ex and Ey, and depending on the leading phase it is either a "right-handed"-

or a "left-handed" circular polarized wave. This assumes that the amplitude of Ex = Ey, if this is not

the case, the wave has an elliptical polarisation [1].

The wave number or propagation constant and angular frequency are expressed as k = 2π
λ , ω = 2π f

respectively where λ is the wavelength in meters and f is the carrier frequency in Hz [1]. In Figure

2.3, the propagation of an EM plane wave through free space is seen, from the figure it is seen that the

wave has no fields in its propagation direction which is discussed later on. The EM waves in a radar is

mostly in the far field region where the electric and magnetic fields are orthogonal to each other. In the

near field region, this can not be assumed [14].

The frequency of the wave can be expressed as f = 1
T0

, where T0 is the period of the wave. It is

also possible to know the frequency from the wavelength because the speed of the wave is, c, which

is expressed as f = c
λ . Superposition states that when two or more waves have the same frequency

and are present at the same place and time, the resultant wave is the sum or superposition of the waves.

The superposition depends on the amplitude and phases of the waves, depending on the phase, either

constructive- or destructive interference can occur. This can lead to problems such as no wave being

present due to the destructive interference from the RCS of a target because of a phase difference from

returning or other signals present and effects from multipath fading [1]. When the EM wave hits a

moving object, the wave is subjected to a modulation that affects the frequency and angle, leading to

asymmetric Doppler spectra around the carrier frequency. In a practical sense the RCS of a complex

object is the function of aspect angle and frequency [8].
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2.2. Diffraction

x

y

z
c

E

B

Figure 2.3: An EM wave propagating at the speed of light with orthogonal relation between the electric-

and magentic field [14].

2.2 Diffraction

Diffraction is one interaction EM waves have with matter and describes the bending of the wave as they

propagate through an aperture or around the edge of an object. The amount of diffraction depends on

the aperture size, relative to the wavelength λ of the EM wave. An aperture is referred to as an antenna

for the diffraction phenomena in relation to radar. The emitted wave from the aperture is thought to

consist of many individual elements separated by a wavelength with isotropic radiation. Depending

on the distance between the apertures, it will affect the size of the diffraction. At a small distance (a

« λ) there will be significant diffraction whereas a larger distance (a » λ) will result in small or next

to no diffraction, seen in Figure 2.4. This will affect the antenna beamwidth in an antenna array, a

larger distance will result in a smaller beamwidth whereas a smaller distance will result in a larger

beamwidth. [1]

a >> λ a << λ

Figure 2.4: The diffraction phenomena with little diffraction and significant diffraction in respective

order [1].

2.3 Reflection

Reflection is when an incident EM wave induces an electric current on the surface, that then reradiates

the EM wave. The reradiated EM wave is referred to as either scattering or reflection of the incident

wave. If the matter is conductive, in which the electric field is free to move across the surface, essen-

tially all energy from the EM wave is reradiated. If the matter has dielectric properties, and bounded

electric charge, then some of the incident EM wave will radiate and some will propagate into the matter

with some being absorbed and some tunneling through and appearing on the other side. The direction

and how the wave is reflected depends on the roughness of the surface relative to the wavelength of the
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2.4. Radar Cross Section

incident wave. The surface is considered to be smooth if λ » roughness, where roughness refers to the

variation in surface height.

For a smooth surface, the angle of reflection θr is equal to the angle of incident θi. This is known as

specular scattering and most man-made objects have this property. On the other hand, if the surface is

rough, (λ « roughness), then the scattering is specular over small local regions. The incident energy

appears to be reflected at all angles, known as diffuse scattering. What kind of scattering must consider

in both cases as most surfaces are diffuse at shorter wavelengths in nature, seen in Figure 2.5.[1]

θi
θr

"Smooth" surface λ >> roughness

"Rough" surface λ << roughness

Specular Scattering

Diffuse scattering

Figure 2.5: The Reflection phenomena with specular reflection and diffuse scattering in respective

order [1].

2.4 Radar Cross Section

The quantity of the scattering phenomenology is known as the radar cross section (RCS) σ. The

RCS uses units of the area [m2] and is seen as a function of the target viewing angle relative to the

transmitter and receiver antenna and of the frequency and polarization of the incident EM wave. It is

not a measure of only the amount of incident EM wave reflected from the target but also how much

of the wave is intercepted by the target and how much is directed towards the radar’s receiver. So

to determine the RCS, three aspects need to be considered, interception, reflection, and directivity.

Therefore to create an invisible target, the amount of EM wave energy intercepted must be minimized,

the amount of energy reflected must minimize and the amount of energy reflected towards the receiver

must be minimized [1].

2.5 Waveguides

A waveguide allows an EM wave to propagate inside it and most often consists of a single conductor.

It is also common to talk about transmission lines in regards to microwave theory although the trans-

mission line uses a waveguide in its transmission. There are three types of waveguides, Transverse

electric wave (TE), Transverse Magnetic (TM) wave, and Transverse electromagnetic wave TEM. TE-

and TM wave mainly consist of a single conductor whereas a TEM wave often consist of two or more

conductors. To properly define the different waves, it is assumed that the fields are time-harmonic with

an ejωt dependency and propagating along the z-axis. A source-free transmission line or waveguide

can be written using Maxwell’s equation in phasor form [28].

7



2.5. Waveguides

∇ ˆ Ē = ´jωµH̄ (2.11a)

∇ ˆ H̄ = jωεĒ (2.11b)

The dependence of e´jβzz is used to reduce the three components of the vectors and solve the equation

in terms of Ez and Hz the following is obtained [28].

Hx =
j

k2
c

(

ωε
BEz

By
´ β

BHz

Bx

)

(2.12a)

Hy =
´j

k2
c

(

ωε
BEz

Bx
+ β

BHz

By

)

(2.12b)

Ex =
´j

k2
c

(

β
BEz

Bx
+ ωµ

BHz

By

)

(2.12c)

Ey =
j

k2
c

(

´β
BEz

By
+ ωµ

BHz

Bx

)

(2.12d)

where k2
c = k2 ´ β2 and is defined as the cutoff wave number where k = ω

?
µε = 2π/λ is the

wavenumber of the filling material of the transmission line or waveguide region and β is the prop-

agation constant. Accounting for dielectric loss, ε becomes complex given by ε = ε0εr(1 ´ tan δ)
where tan δ describes the loss tangent of the material [28]. The results from (2.12) are general for a

waveguide and are further discussed below.

2.5.1 Transverse Electromagnetic Wave

The characteristic of TEM waves is that Ez = Hz = 0 and applying it to the field components in the z
axis and the following is achieved by eliminating Hx

β2Ey = ω2µεEy ô β = ω
?

µω = k (2.13)

proving that the cutoff frequency kc =
a

k2 ´ β2 is zero for a TEM wave. Using the Helmholtz

equation given in (2.9) for Ex,
( B2

B2x
+

B2

B2y
+

B2

B2z
+ k2

)

Ex = 0, (2.14)

but because of the e´jβz dependence ( B2

B2z
)Ex = ´β2Ex = ´k2Ex so that the equation is reduced to ,

( B2

B2x
+

B2

B2y

)

Ex = 0 (2.15)

this also applies to Ey. TEM waves exist when there are two or more conductors present. A plane

wave is considered a TEM wave as no field component is present in the propagating direction. A

transmission line is also considered a TEM wave in the aspect that two infinitely large plates are

separated to infinity. According to the above discussion, a closed conductor cannot support TEM

waves since the static potential in the region would be zero or a constant, leading to the transverse

electric fields ē = 0. The impedance of a TEM wave is found using the ratio of the transverse electric

and magnetic field according to [28]:

ZTEM =
Ex

Hy
=

ωµ

β
=

c

µ

ε
= η, (2.16a)

ZTEM =
´Ey

Hx
=

c

µ

ε
= η. (2.16b)

It can be noted that the wave impedance is the same for a plane wave in a lossless medium. The

wave impedance relates to the transverse field components and is only dependent on the material con-

stants, whereas the characteristic impedance is a function of the line geometry in combination with the

material filling. [28]
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2.5. Waveguides

2.5.2 Transverse Electric Wave

A TE wave is characterized by Ez = 0 and Hz ‰ 0 and reducing (2.12) into

Hx =
´jβ

k2
c

BHz

Bx
, (2.17a)

Hy =
´jβ

k2
c

BHz

By
, (2.17b)

Ex =
´jωµ

k2
c

BHz

By
, (2.17c)

Ey =
jωµ

k2
c

BHz

Bx
, (2.17d)

The cutoff wave number kc ‰ 0 and the propagation constant β =
a

k2 ´ k2
c which is generally a

function of frequency and geometry of the waveguide or line. To be able to apply (2.17), Hz must be

found from the Helmholtz wave equation,

( B2

B2x
+

B2

B2y
+

B2

B2z
+ k2

)

Hz = 0, (2.18)

since Hz(x, y, z) = hz(x, y)e´jβz, the equation can be reduced to a two-dimensional wave equation

for hz:
( B2

B2x
+

B2

B2y
+ k2

c

)

hz = 0, (2.19)

since k2
c = k2 ´ β2. Hence the equation must be solved using a boundary condition given by the guide

geometry. The impedance of a TE wave is

ZTE =
Ex

Hy
=

´Ey

Hx
=

ωµ

β
=

kη

β
, (2.20)

which can be seen as frequency dependent and supported inside closed conductors and between two or

more conductors.

2.5.3 Transverse Magnetic Wave

A TM wave is characterized by Ez ‰ 0 and Hz = 0 which reduced from (2.12) into:

Hx =
jωε

k2
c

BEz

By
, (2.21a)

Hy =
´jωε

k2
c

BEz

Bx
, (2.21b)

Ex =
´jβ

k2
c

BEz

Bx
, (2.21c)

Ey =
´jβ

k2
c

BEz

By
. (2.21d)

Just like in the TE case, kc ‰ 0 and the propagation constant β =
a

k2 ´ k2
c is a function of frequency

and geometry of the line or guide. Using the Helmholtz wave equation on Ez results in

( B2

B2x
+

B2

B2y
+

B2

B2z
+ k2

)

Ez = 0. (2.22)

Since Ez(x, y, z) = ez(x, y)e´jβz it can be reduced into a two-dimensional wave equation for ez:

( B2

B2x
+

B2

B2y
+ k2

c

)

ez = 0, (2.23)
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2.6. Rectangular waveguide

since k2
c = k2 ´ β2. A boundary condition is needed to solve the equation based on the specific guide

geometry. The impedance of the TM wave is

ZTM =
Ex

Hy
=

´Ey

Hx
=

β

ωε
=

βη

k
, (2.24)

which is frequency dependent. Both TE and TM waves can be supported between two or more con-

ductors [28].

2.6 Rectangular waveguide

A rectangular waveguide consists of a width, a, and a height, b, with a permittivity ε and permeability

µ, a conventional standard used is to have the longest side of the waveguide along the x-axis so that

a ą b. From the previously discussed section, the boundary conditions can be used to solve the partial

differential equation. The partial differential equation is solved using the separation of variables. A

hollow rectangular waveguide supports TE and TM modes but not TEM since there is only a single

conductor. In the section, TE and TM modes will be derived and explain why propagation is not

possible below the cutoff frequency. [28]

2.6.1 TE mode

The general solution of a TE wave in a rectangular waveguide is

hz(x, y) = (A cos kxx + B sin kxx)(C cos kyy + D sin kyy), (2.25)

where ky and kx are constants such that k2
x + k2

y = k2
c . Applying boundary condition where the electric

field at the start of the waveguide is zero, the solution Hz can be expressed as

Hz(x, y, z) = Amn cos
mπx

a
cos

nπy

b
e´jβz, (2.26)

where the separation constants are replaced with, kx = mπ
b and ky = nπ

a where m, n = 0, 1, 2, 3...

and Amn are an arbitrary amplitude constant. The transverse field component TEmn can then

be found by inserting the result into (2.17). The propagation constant is expressed using β =
a

k2 ´ k2
c =

b

k2 ´
(

mπ
a

)2 ´
(

nπ
b

)2
which is real and corresponds to the propagation mode, k ą

kc =
b

(

mπ
a

)2
+
(

nπ
b

)2
and every mode, every combination of m and n has a cutoff frequency fcmn

is given by

fcmn =
kc

2π
?

µε
=

1

2π
?

µε

c

(mπ

a

)2

+
(nπ

b

)2

(2.27)

The mode with the lowest cutoff frequency is called the dominant mode, because a ą b, therefore the

lowest cutoff frequency is TE10(m = 1, n = 0) giving the following:

fc10
=

1

2a
?

µε
, (2.28)

and is the dominant TE mode of the rectangular waveguide. When m, n = 0, both Ē and H̄ are all zero

which indicate that there is no TE00 mode. [28]

2.6.2 TM mode

The general solution from the separation of variables is

ez(x, y) = (A cos kxx + B sin kxx)(C cos kyy + D sin kyy), (2.29)
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2.7. Horn Antenna

with the same boundary conditions as in (2.26) applied leads to the final solution is expressed as

Ez(x, y, z) = Bmn sin
mπx

a
sin

nπy

b
e´jβz, (2.30)

where Bmn is an arbitrary amplitude constant. The derivation of TE and TM mode is quite similar,

leading to a propagation constant

β =
b

k2 ´ k2
c =

c

k2 ´
(mπ

a

)2

´
(nπ

b

)2

. (2.31)

The similarities also lead to the same cutoff frequencies as in TEmn modes with the same phase velocity

and wavelength. The field expression of Ē and H̄ is zero if either m = 0 or n = 0 meaning that there

is no TM00,TM10 or TM01 mode and the lowest possible TM mode to propagate is the TM11 with a

cutoff frequency of

fc11
=

1

2π
?

µε

c

(π

a

)2

+
(π

b

)2

(2.32)

2.7 Horn Antenna

A horn is an aperture antenna fed from a waveguide mode into an expanded waveguide. By expanding

the expanded waveguide slowly, the waveguide mode aperture amplitude distribution translates into the

aperture plane. The increased length due to the slant walls compared to the direct path to the aperture,

results in a phase error. This phase distribution is approximately quadratic, comparing horns with the

same aperture and slant lengths. The horn with the longer slant has the greater gain. Horn antennas are

suitable for measurements both as a source and a gain standard because they can achieve pure linear

polarization. Aperture efficiency is a product of the phase error efficiency which is determined by the

quadratic phase distribution and amplitude taper efficiency which is determined by the distribution of

the amplitude of the waveguide mode.

A pyramid horn satisfies many requirements for antennas, starting in a rectangular waveguide in TE10

mode. The walls then flare out to the aperture. Due to the waveguide mode, a constant aperture ampli-

tude distribution in the E plane is initiated. In the H plane a cosine distribution is present, by varying

the aperture plane dimensions, different beam widths are obtained. If the aperture flare is only in the

H plane, the E-plane pattern remains broad whereas the H-plane pattern narrows down. Similarly, in

an aperture plane in only the E plane, a broad H-plane pattern remains and a narrower E-plane pattern

is obtained. Usual horns often have relatively similar beamwidth in both planes, whereas with the

pyramid these beamwidths can be controlled. The input waveguide for a large aperture determines the

bandwidth of the horn. Adding a central ridge in the horn increases the bandwidth by lowering the

cutoff frequency. With ridges, a near-decade is possible while also acting as a transformer between the

input and the radiating aperture impedances. [23] The gain of a horn antenna is given by:

GdB = 10log

(

4πHW

λ2

)

´ ATL ´ PELh ´ PELe, (2.33)

where ATL is the aperture taper loss, PEL is the phase error loss and W and H are the width and height

of the aperture respectively [23]. The 3 dB beamwidth is obtained from B = λ
d where d is the aperture

width in the respective plane of the beamwidth measurement [14]. In Figure 2.6 a horn antenna with

aperture flare in both E-plane and H-plane.
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2.7. Horn Antenna

E

H

Figure 2.6: A typical pyramidal horn antenna with flared sides in both directions, with a waveguide

feeding.
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3. Radar Signals

This chapter aims to describe the typical radar signals and the possible information available that can

be obtained.

3.1 Coherent and Noncoherent

A radar system can be either, coherent or noncoherent. A noncoherent radar system detects the ampli-

tude of the signal whereas a coherent radar system detects both the amplitude and phase of the signal.

A coherent radar uses I/Q data, where the information is added onto the carrier frequency as In-phase

(I) data and Quadrature (Q) data. The In-phase data is real whereas the Quadrature data is delayed by

90 °and is imaginary. It is inside the IQ data where the coherent radar processing occurs. [1]. The

incoming phase determines if any motion is present for a coherent system due to the Doppler effects.

If there are any motions present the incoming phase will then shift. The phase shift exists inside the

phase of the IQ data. [1] [6]

3.2 Pulsed wave

A pulsed radar transmits a series of pulses with a finite duration, as the radar waits for the echo or

reflection. It was also the first version of radar to be implemented. These pulses have a short time

duration and can be transmitted with higher power due to the duration. The receiver is isolated during

transmission as high power can destroy sensitive components. In addition to this in most cases, a

switch is also implemented to further reduce the risk of damaging components. A period of these

waves determines the length the signal can reach while being unambiguous. During the time between

the transmitted pulses, the receiver listens for echoes. How often the transmitted pulses are sent, is

known as Pulse Repetition Frequency (PRF). The time between the pulses is known as Pulse Repetition

Interval (PRI), and the relation between these is as presented in (3.1) [1].

PRF =
1

PRI
(3.1)

With transmitted signals and returning echoes, the range can be detected by the round trip time which

is dependent on the speed of light as the electromagnetic wave travels through free space. The round

trip time and range are related to each other according to (3.2) [1].

td =
2R

c
(3.2)

This is because the signal needs to first travel to the target and then back to the radar, resulting in the

wave having traveled 2R at the speed of light [1]. In Figure 3.1 an example of how the transmitted and

received signal is shown.

From this, it is evident that the range measurement is constrained by the PRI in order to get an unam-

biguous range measurement. This is because an echo can be received from the first transmitted signal

during the second transmission cycle, the measurement has an ambiguity. To prevent this a condition

according to (3.3) is introduced[1].
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3.3. Continuous Wave
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Figure 3.1: A pulsed waveform being transmitted and received, where the transmitted wave is black

and the received wave is red. Between the received and transmitted waves, there is a time delay.

Rmax ď c ¨ PRI

2
=

c

2PRF
(3.3)

If there is any relative movement between the radar and the target, a frequency shift occurs. This is

known as the Doppler frequency shift or Doppler and describes the difference between the transmitted

and received frequency of the signal in (3.4)[1] [33].

fd =
2vr

λ
=

2v cos θ

λ
(3.4)

Where fd is the Doppler frequency, vr is the relative velocity of the target in relation to the radar, v is

the absolute velocity, θ is the angle between the radar beam and the direction of the target [33] and λ

is the wavelength of the transmitted wave. The Doppler shift is dependent on the signal wavelength,

speed of the target relative to the radar, and the direction of movement [15]. Depending on if the target

is moving towards the radar or away, then fd will be positive and negative respectively. For the pulsed

radar to capture the Doppler effect, the transmitted pulse needs to be coherent [1]. The Doppler shift

is measured on the received wave and for the pulsed radar, this is measured at the PRF, meaning that

the maximum detectable velocity is dependent on the PRF. The sampling rate at the PRF could lead to

ambiguity for the Doppler. The unambiguous maximum Doppler shift is described with (3.5) and is

described with Nyquist sampling theorem [1].

fdmax
= ˘ PRF

2
or PRFmin = 2 fdmax

=
4vrmax

λ
(3.5)

Maximizing the unambiguous range leads to lower PRF and maximizing the unambiguous Doppler

shifts leads to higher PRF. The contradicting results lead to more often that no system can meet both

requirements. Therefore three different PRF regimes are defined: low PRF, medium PRF, and high

PRF [36]. Where low PRF has an unambiguous range, but ambiguities in velocity. The range for low

PRF lies around 100 ´ 4000 Hz. For Medium PRF both ambiguities will exist and lie in the ranges of

8 ´ 30 kHz, whereas for high PRF the Doppler shift is unambiguous and the range is ambiguous with

a range of 10 ´ 100 kHz and more assuming the Nyquist sampling criterion is fulfilled for the fastest

target [1].

3.3 Continuous Wave

A continuous wave transmits at all times possible, hence a bistatic or pseudo-monostatic configuration

with two antennas is necessary. The EM wave is continually transmitted without interruption while also

continually receiving [26]. Due to transmitting and receiving continuously, it is difficult to determine

the round-trip time as it only occurs once. Because of the continuous transmission, it is suitable for low

power due to the risk of leakage [1]. The continuous wave radar is instead useful in simple radars, to
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3.4. Frequency Modulated Continuous Wave
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Figure 3.2: A continuous wave transmitting and receiving at the same time, where the transmitting

wave is black and the received wave is red.

determine the Doppler shift due to the change in phase at the receiver [33]. In Figure 3.2 a continuous

wave is seen transmitted and received.

The echo from a CW is conjugate mixed with the transmitted signal, the conjugate mixing results in the

output signal which contains the Doppler shift. The output signal has a frequency resolution inversely

proportional to the duration of the signal capture [25] which is only limited by the system noise [26].

The drawback of the CW radar could be reduced by combining it with the pulsed wave that consists

of short power pulses and silent period in a periodic manner [25]. The continuous wave is transmitted

on a single frequency and because of this is of risk of multipath fading as unwanted reflection could be

added onto the signal [3]. There are no timing marks which means that no consideration needs to be

taken regarding any distance changes which leads to Doppler [26].

3.4 Frequency Modulated Continuous Wave

The Frequency Modulated Continuous Wave (FMCW) is built on the frequency-modulated wave where

the frequency varies over time. The FMCW is a Linear Frequency Modulated (LFM) wave, that repeats

for a number of times, known as sweeps. The FMCW can be found in either a sawtooth or triangular

form, where the sawtooth form changes from a minimum frequency to a maximum frequency and then

starts from the minimum frequency. The triangular form starts at a lower frequency and increases to the

maximum frequency and then starts to decrease to the minimum frequency to then increase again. This

process gives the FMCW its bandwidth. From the pulse wave, the repetition interval is adapted in order

to catch velocity changes over time, and the continuous wave in order to capture phase differences over

time using several LFM pulses. The FMCW is often referred to as a chirp due to the sound it makes

audibly [1].

Time (s)

Am
pl

itu
de

 (V
)

Figure 3.3: A repeating FMCW or chirp in a sawtooth form commonly used in radar.

The range resolution is inversely proportional to the bandwidth of the FMCW and independent of

the pulse width. The Doppler resolution is a function of the pulse width and the number of sweeps
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3.4. Frequency Modulated Continuous Wave

transmitted. This is one of the reasons the FMCW radar is used due to the fact that it can measure

both range and speed with high resolution. The transmitted signal can be expressed using (3.6) during

a period [25].

sTx = ej2π( fct+0.5Kt2), 0 ď t ď T (3.6)

where fc is the carrier frequency and K = B
PRI which is the slope of the frequency modulation. The

received signal from the reflection is described with a time delay td in 3.7.

sRx = ej2π( fc(t´td)+0.5K(t´td)
2), 0 ď t ď T (3.7)

The received signal is then conjugate mixed with the transmitted signal and a beat frequency is ob-

tained. By continuously transmitting these signals, a long sequence of measurements can be obtained

and analyzed. The beat frequency is dependent on the time delay which is expressed using (3.8) and is

on the baseband frequency [25].

td =
2(R + vr(t))

c
(3.8)

where vr is the radial velocity of a moving target. When all the data is collected, the data can be

divided into a fast-time and a slow-time matrix. The fast time refers to the sampling frequency and

the slow time refers to the time between pulses. Together they form a matrix that is referred to as the

data matrix, this can be seen in Figure 3.4. In the figure, the first sweep consists of N samples, which

is the upper subfigure. The subfigure under that shows the result with two sweeps and each sweep

consisting of N samples and in the last subfigure, the complete data matrix containing all the radar data

is obtained. [1]

One sweep

Two sweeps x N samples

N samples

M sweeps x N samples

Figure 3.4: The principle behind the data matrix generation with sweeps in the column and the samples

in the row.
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4. Signal processing for evaluation of time/frequency

domain

This chapter introduces the theoretical background to the signal processing and the algorithm used in

the thesis.

4.1 Short Time Fourier Transform

The Short-Time Fourier Transform (STFT) is an FT that evaluates both time and frequency. Cutting

the existing time-domain signals into finite-length blocks, and then using a FT on each of the blocks.

The applied FT uses a window function to extract various properties. The windows must be equal in

length and to use the STFT properly the signal is assumed to be stationary over the window duration

due to the fact that abrupt changes in FT will provide edge peaks [4] [17]. Mathematically the STFT is

expressed as

STFTtx(t)u(τ, ω) =

ż 8

´8
x(t)ω(t ´ τ)e´iωdt (4.1)

where ω(t ´ τ) is the center of the window function and x(t) is the signal evaluated [4]. Due to

the window, it is now possible to evaluate both time and frequency from the signal. But because the

window is time-limited, the resolution is determined by its length which leads to a trade-off. This trade-

off is between the time-resolution and frequency-resolution, a large window has a higher frequency

resolution but lower time resolution and vise versa [8] but how much the overlap of the windows are

also a factor[4]. The frequency resolution is proportional to the window length. [21] The frequency

evaluated with STFT is the instantaneous frequency and is frequently used in spectrum analysis. STFT

can be used in applications where FT is applicable. The STFT takes a one-dimensional (1D) signal and

turns it into a two-dimensional (2D) signal, hence the inverse STFT is not a one-to-one operation [13].

4.2 Wigner-Ville distribution

The Wigner-Ville distribution of a signal is defined as the Fourier transform of the time-dependent

auto-correlation function. The WVD of a signal is bilinear, meaning that it contains both frequency

and time with high resolution in both time and frequency [8]. A time-dependent signal x is evaluated

using

WVDx(t, ω) =

ż 8

´8
x(t +

τ

2
)x˚(t +

τ

2
)e´jωτdτ (4.2)

τ is the time lag, t is the average time, and WVDx is the Fourier transform of the autocorrelated

signal [19]. The signal inserted into the WVD is an analytical signal that has undergone the Hilbert

transform, which is to avoid interference between positive and negative frequencies. [16]. A downside

with WVD is that with more frequency components than one, cross-term interference occurs. In (4.2)

the time signal consist of only one frequency component x(t), whereas if x(t) = x1(t) + x2(t) which

is the reason for the cross-term interference, due to the fact that by inserting the multiple frequency

components into the equation, the total WVD is [19]

WVDx(t, ω) = WVD11(t, ω) + WVD22(t, ω) + 2Re(WVD12(t, ω)). (4.3)

17



4.3. Padé Fourier Approximant

The cross-term interference influences the result badly which is unwanted, but because these terms

often appear halfway [7] between the frequency pairs in the signal and Re represents the real part.

Attenuating the cross-term interference is therefore important [19] because it is twice as large compared

to the autocorrelated terms [7]. This interference is reduced using a smooth pseudo-WVD, which

preserves the useful properties of the time-frequency transform for a slight reduction in time-frequency

resolution but less cross-term interference [8]. There are other functions in order to handle the cross-

term interference but will not be described. The SPWVD is described in (4.4),

SPWVDG,H
x (t, f ) =

ż 8

´8
H(τ)

ż 8

´8
G(s ´ t)x(s +

τ

2
)x˚(s +

τ

2
)e´2πiτ f dsdτ, (4.4)

where H and G are the smoothing window in frequency and time respectively and s is now the the t
variable seen in (4.2). The frequency smoothing window in (4.4) is the autocorrelation of the window

and the time. This provides good cross-term suppression as well as independent window length in the

time and frequency resolution [17] [19].

4.3 Padé Fourier Approximant

Padé approximants are numerical tools used to accelerate the convergence sequence that is slowly

converging, by estimating the final converged value from early data points. These approximants can

directly be calculated from a data set by solving a set of linear matrix equations which produces signal

values for any location in the data matrix, and with extrapolation can create super-resolution in a

different application. This means that an estimate of the fully converged signal intensity at each pixel

can be estimated, which raises the possibility of estimates from a reduced data set [5]. The Padé

approximant is a rational function consisting of

fN(z) =
Pnp

Qnq

=
N

ÿ

s=0

cszs, (4.5)

where fN(z) is the function to approximate and the zs = eiω∆t which is the Discrete FFT (DFFT),

hence furthermore the application of this is referred to as Padé Fourier Approximant (PFA) and must

agree with the input power series to the highest order but can be extrapolated beyond this. For the

power series, fN(z), of order N in the variable z with the coefficients cs, the PFA is a rational function
Pnp

Qnq
. The variable z can be real or complex and the PFA expression approximates the fully converged

value of the function. Each of the polynomials Pnp and Qnq , uses z of the order np and nq respectively

[5]. The formal way of calculating the PFA of f (z) is given by

( nq
ÿ

s=0

qszs

)

¨
(

N
ÿ

s=0

cszs

)

=

( np
ÿ

s=0

pszs

)

. (4.6)

where ps and qs are coefficients from the polynomials Pnp and Qnq , respectively. The order of these

polynomials is determined by the input series such that N = nq + np for which the PFA is seen as

the diagonal approximant and complex [5]. The polynomial coefficients can be calculated by grouping

them into a linear system,

nq
ÿ

n=0

ct´nqn = 0 with t = np + 1, . . . , N (4.7)

thus pt can be solved as nq + np = N. This equation can be written as matrices









cnp+1 cnp . . . cnp+1´nq

cnp+2 cnp+1 . . . cnp+2´nq

. . . . . . . . . . . .

cN cN´1 . . . cnp









¨











q0

q1

...

qnq











=











0

0
...

0











(4.8)
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4.4. Multiple Signal Classification

where the coefficients qs are first calculated using the terms of order greater than np, then solved using

singular value decomposition because it finds the optimal approximation [5] [24]. Once the coefficients

for Q(z) are determined, ps can be calculated using matrix multiplication using the terms in z up to

np. Using this result the PFA can be calculated as

fN(z) =
Pnp

Qnq

=

řnp

s=0
pszs

řnq

s=0
qszs

, (4.9)

which is the nonlinear quantity of the ratio of two power series in the same variable and is an accelerated

estimate of the fully converged sequence at a given point, z. PFA is continuous except at the poles,

which consequently can approximate when the discontinuity goes to zero resulting in a pole in the

approximant [5].

4.4 Multiple Signal Classification

The MUSIC algorithm makes an Eigenvalue decomposition of the received signal covariance ma-

trix and uses a subspace algorithm to estimate the frequency or the direction of arrival. It is a

super-resolution algorithm used in order to estimate a spectral response [11]. The received sig-

nal used in the MUSIC algorithm is given by the signal vector x = As + n consisting of k
complex exponentials, where s = [s1...sk]

T is the amplitude vector, n is the zero mean Gaus-

sian noise and A = [a(ω1), . . . , a(ωk)] is the M ˆ k Vandermonde matrix of the steering matrix

a(ω) = [1, ejω, ej2ω . . . ej(M´1)ω ]T [12] [20]. The autocorrelation matrix of x is expressed first, and

then eigendecomposition

Rx = E[xxH ] = ARs AH + δ2 I (4.10)

under the assumption that k ă M, where δ2 is the noise variance and I is the M ˆ M identity matrix

and Rs is the real valued k ˆ k autocorrelation matrix of s [20] [22]. Given Rx, the MUSIC algorithm

estimates the contents of the signals using an eigenspace method and it is a Hermitian matrix. All M
eigenvectors tv1, v2, . . . vMu are orthogonal to each other and if they are sorted in decreasing order,

each eigenvector corresponds to the k largest eigenvalue in the signal subspace US. The remaining M ´
p eigenvectors correspond to the eigenvalue equal to the noise variance and span the noise subspace

UN and are orthogonal to the signal subspace, US K UN . [20] Using the eigendecomposition on (4.10)

results in,

Rx = USΣSUH
S + UNΣNUH

N . (4.11)

where US and UN are subspaces of the signal and the noise respectively and ΣS, ΣN =
diag(λ1, λ2, ..., λK) of respective decomposition [20] [22]. Since any signal vector e P US, it must

therefore also be orthogonal to the noise subspace. Hence e K v for all eigenvectors spanning the noise

subspace. To define the degree of orthogonality of e to all eigenvectors v P UN , the algorithms define

a squared norm such as

d2 = ||UH
N e||2 = eHUNUH

Ne =
M
ÿ

i=p+1

|eHvi|2 (4.12)

where UN = [vp+1, . . . vM] and contains the eigenvectors of the noise subspace UN . If e P US then

d2 = 0 according to the orthogonality condition. This creates sharp peaks at the signal frequency by

taking the reciprocal of the squared norm, giving us the frequency estimation function of MUSIC, or

the pseudo-spectrum [12] [20] [22] [32],

PMUSIC(e
jω0) =

1

eHUNUH
Ne

=
1

řM
i=p+1 |eHvi|2

. (4.13)

Plotting different values of ω is called pseudo spectra and has peaks where the zeros are [2] [20].
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5. Design and implementation of micro-Doppler radar

This chapter will discuss the design process, modeling, implementation, and verification of the mea-

surement and signal processing.

5.1 Modeling and simulation of the radar system

To capture the µD effects, a radar needs to be able to capture regular Doppler effects. Because of the

nature of the effects, a big effort lies in the repetitive velocity changes of the micro-motion. Looking

at a drone, the velocity at the tip of each blade is dependent on the length of a propeller blade and the

angular velocity and is described with v = ωr where ω is the angular velocity and r is the length of the

propeller blade. By using this equation, the velocity at every point on the blade can be calculated with

a maximum velocity at the tip. The speed of a tip of a 0.1 m long blade with a revolution per minute

(RPM) of 3400 is v = 2π 3400¨0.1
60

= 35.6 m/s. This would cause Doppler frequency of approximately

fd = 2¨vd
λ = 2¨35.6

0.0125
= 5700 Hz. A typical RPM of drones lies in the region of 2000 ´ 5000 RPM,

although it depends on its KV ratio, which determines the peak RPM at maximum voltage. With this

knowledge, the radar system can start to be designed using a PRI able to capture the movement of the

micro-motion.

In Figure 5.1 a simple model of a single rotating propeller blade is shown. The motion of this propeller

can be described with m = r sin ωt where m describes the position of the tip on the propeller blade

and r is the length of the blade and ω is the angular frequency. This model is then used in order to

simulate a simple µD and the capabilities of capturing the effects. The model or motion is a single

scatterer oscillating in a sinusoidal and is in the simplest form possible.

Figure 5.1: A propeller with a single blade rotating.

It is possible to build upon this model, but to do this every point on the propeller blade needs to be seen

as a scattering point. Which would require further work and would be interesting but would not affect

the simulation in a significant way.

The simulation uses the model presented and creates a system around it while placing the scatterer at a

certain range. The signal used is FMCW with varying PRI depending on the velocity of the scatterer.

Firstly the transmit (Tx) signal was created using sTx = ej2π( fct+0.5Kt2+KtPRI) which is then repeated a

certain amount of sweeps. It is also possible to use sTx = ej2π(0.5Kt2+KtPRI), where the only difference

is that the first expression accounts for the whole process of the signal and the second expression is the
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5.2. Collection of measurement data

assumption that the carrier frequency has been removed. This signal is assumed to be in free space,

giving the propagation velocity of the wave of c.

After the Tx signal is created, the range- and time-delay vectors were created using the previ-

ously mentioned model. Applying the time delay and adding it to the Tx signal, the the receive

Rx signal is created and is expressed as sRx = ej2π( fc(t´td)+0.5K(t´td)
2+K(t´td)PRI) or sRx =

ej2π(0.5K(t´td)
2+K(t´td)PRI+dϕ) where dϕ = 2πvdPRI

λ is the phase delay of the signal. The phase

delay consists of the velocity of the moving target and the total time measured, the instantaneous ve-

locity is v0 = rω cos ωt which is the derivative of m. The signals are then downmixed with the

conjugate of Tx as its reference signal: Tx˚ ¨ Rx. The downmixed signal now consists of M number

of sweeps and N number of samples and is reshaped into an N ˆ M matrix referenced as slow time and

fast time respectively according to the process in Figure 3.4. Pointing at a specific sample or sweep in

the matrix after using FFT in the fast or slow time or sample, is referred to as range bin and Doppler

bin respectively.

Using FFT in both directions will result in a range-Doppler map, which allows the user to see the

velocity and range. What is important is to identify the µD effect, which is found in the specific range

bin in which the target is placed. There are no limitations on the range except the maximum range

from the PRI because no noise is added. At the target range, the velocity should be time-dependent

and obtainable with STFT or other time/frequency algorithms. STFT is used because FFT does not

take into account the time-varying nature of the velocity. The Doppler information is extracted from

the number of sweeps done, and if the velocity contains µD it is then time-dependent. If the target is

stationary with µD effects, zero-Doppler can be removed by taking the average of the bins as the µD

will oscillate around this point around a static point. Depending on the number of sweeps, a better

resolution of the velocity can be captured.

5.2 Collection of measurement data

5.2.1 Setup

The measurement setup is seen in Figure 5.2, where it is seen that two separate antennas are used

to measure various micro-motions of objects. From the figure, the angle given is in reference to the

middle of the drone or propeller where 0 °is then parallel to the antennas. These antennas are placed

next to each other, thus enabling a leakage signal between them. The antennas used are horn antennas

with a gain of 25 ˘ 2 dB and an aperture length of 70 mm and 50 mm. The antenna is the standard

gain horn Model 22240-25 by Flann microwave. The total length of the antenna is 255 mm and is

connected through coaxial cables with a length of 2 m and an impedance of 50 Ω. The antenna has a

frequency range of 26.4 ´ 40 GHz, a cutoff frequency in TE10 mode is 21.917 GHz, theoretical peak

power of 0.025 MW, and an attenuation of 0.58 dB/30 m. [34]

The signal generator in the figure is a SMW200A Vector Signal generator that is connected to the

transmitting antenna [31]. When the signal generator starts the measurement, a synchronization signal

is sent simultaneously to the spectrum analyzer. The synchronization signal is sent in order to allow

communication between the instrument, otherwise, they are completely separate and a phase drift can

occur. Due to the synchronization signal, the signal analyzer knows when to capture the incoming

signal. The signal analyzer in the figure is a FSW43 Signal and Spectrum analyzer that is connected

to a receive antenna [30]. The transmitted and received signal are IQ signals and therefore coherent

signals. The received signal is firstly downconverted to a baseband signal. The signal still contains the

bandwidth of the chirp signal, which is removed in software using the conjugate of a reference signal.

This process can be seen in Figure 5.3.

In the figure the process of how the information is downconverted into manageable data.

The figure shows how the time and frequency relate in each step. Where in the last step we the baseband

signal is sampled. It is at the last step that the sampling occurs in order to be sufficient enough to capture

important details according to the Nyquist criterion.
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5.2. Collection of measurement data
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Figure 5.2: The measurement setup with different types of targets, where the propeller blade is along

the radar signal, 0 °.
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Figure 5.3: The process of downconversion from the equipment at the receiver to the software. At the

receiver, the signal has carrier frequency and bandwidth where the carrier frequency is removed. Then

the conjugate reference signal is applied giving us the Doppler information.

5.2.2 Lab measurements

Before taking the equipment to the measurement site, preparatory measurements were done in order to

ensure the validity of the simulation and measurements. What the preparatory measurement did was

to deduce eventual problems that could occur and confirm the simulation. Different situations were

tested such as the antenna polarization, rotation direction, angle of the propeller, and possibility of

detection. From these preparatory measurements, an insight into how the end result would look like of

the field measurement. But also the limits of the detection, such as how many of these micro-motions

can be detected and how our equipment detects the motion. The lab measurement allowed for more

controllable results due to the single propeller available. These measurements act as a verification of

the possible motion that can be captured. The lab measurement used the propeller given in Figure 5.4,

the attached aluminum strips and will provide four different velocities which will test the strengths of

the algorithms to find the details. Not all measurements of the propeller had aluminum strips, but as

the limitations were discovered, actions needed to be taken. In the modeling, the simulation was done
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5.2. Collection of measurement data

from the side and therefore easily identifiable. Not every measurement can ensure that the drone’s

propeller is captured directly from the side, therefore it is important to know what to look out for once

the ideal situation is no longer present. The aluminum was added to increase the RCS of the target.

Figure 5.4: The propeller used with dimensions of the propeller blade with respect to the middle, with

a measurement configuration.

5.2.3 Field Measurements

The measurements were conducted outside at Linköping Airport, the distance between the measure-

ment object and the equipment was measured up to 50 m, and a set of different PRFs in order to catch

different velocities in the micro-motion. These PRFs were chosen so that no velocity ambiguity was

present, hence the maximum speed was not exceeded. For the measurements, two different PRF were

chosen, 3 kHz for the measurement of pedestrians and 10 ´ 20 kHz for the replica of drones [35] and

a bicyclist. The parameters used during measurement is seen in Table 5.1 - 5.3 which also shows all

the measurement performed. The drone used during the measurement of the drone is four armed drone

where each arm has a two-bladed propeller, the drone was attached to a stick due to the location and

restriction of flying objects. The collection of measurements was only taken once, assuming the data

contained detectable µD effects. Otherwise, the measurement was retaken, because the measurement

was taken once, only the detectable cases without power comparison is made. The measurement was

taken after the need and possible scenarios to test the quality of the algorithms.

In Table 5.1, the parameters of the pedestrians are shown. In the measurement, there were two different

pedestrians in each measurement.

In Table 5.2, all the measurements performed on the movement of a bicycle is seen. There were a total

of four measurements. Two different parameters with different polarization were measured, firstly the

movement of the whole bicycle and then the movement of a single bicycle wheel.

After the measurement, they were validated using a primitive STFT at the measurement site. This was

done to ensure that all measurements contained usable µD effects. The µD effects were found using
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5.2. Collection of measurement data

Table 5.1: The used parameters on the measurement of the pedestrians with a bandwidth of 150 MHz.

Sampling

Frequency

(MHz)

Sweeps

(M)

Frequency

(GHz)

PRF

(kHz)

Range (m) Note

200 8000 24.125 4 6-10, 26-17 Away and towards the radar.

200 8000 24.125 4 10, 18-20 Constant range and Away.

200 8000 24.125 4 9-11, 26-17 Away and towards the radar.

Table 5.2: The used parameters on the measurement of the moving bicycle towards the radar with a

bandwidth of 150 MHz.

Sampling

Frequency

(MHz)

Sweeps

(M)

Frequency

(GHz)

PRF

(kHz)

Range (m) Note

200 8000 24.125 4 26-16 Horizontal polarization

200 20000 24.125 20 30-25 Vertical polarization

200 20000 24.125 20 4.5 Spinning wheel, horizontal polarization

200 20000 24.125 20 4.5 Spinning wheel, vertical polarization

Table 5.3: The used parameters on the measurement of the drone with a bandwidth of 150 MHz.

Sampling

Frequency

(MHz)

Sweeps

(M)

Frequency

(GHz)

PRF

(kHz)

Range

(m)

Note

250 6000 27 20 22 Aluminium foil attached

250 6000 27 20 3.5 Aluminium foil attached

250 6000 24.125 20 3.5 Aluminium foil attached, high RPM

250 6000 24.125 20 3.5 Aluminium foil attached, low RPM

250 2000 24.125 20 3 Aluminium foil bits attached, high RPM

250 2000 24.125 20 3 Aluminium foil bits attached, low RPM

250 2000 24.125 20 15 Aluminium foil bits attached, high RPM

250 2000 24.125 20 15 Aluminium foil bits attached, low RPM

250 2000 24.125 20 3 Aluminium covered blades, high RPM

250 2000 24.125 20 3 Aluminium covered blades, low RPM

200 2500 24.125 20 3 Aluminium covered blades, bottom

200 2500 24.125 20 3 Aluminium covered blades, top

the FFT of the range portion of the data. At the airport, there were metal signs and ground clutter which

were always found on the range-Doppler map. As this was seen as clutter, a method to remove it was

done by taking the average value across all the sweeps. Doing this left only the movement of various

objects and hence a µD effect could be seen. Knowing the range in which these effects occur, made it

possible to isolate the corresponding range bin. In some measurements, there are multiple range bins

evaluated hence only a portion of the information would be obtained. This was solved by doing every

evaluation of a bin, and then adding it to the final product. This is not an optimal approach, as some

algorithms are dependent on the noise to function properly. The used PRF was also low, which allowed

for a maximum range of several kilometers. To show all of this data is unnecessary, hence a more

reasonable approach was to only look at the first hundred meters.
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5.3. Applying the signal processing and algorithms on the measurement data

5.3 Applying the signal processing and algorithms on the measurement data

After the performed measurement was confirmed to contain the desired µD, the signal processing, and

algorithms were applied to the measurement data. From the measurement data, the result of it is seen

in Chapter 6. In order to extract the necessary information from the data, they were first processed

using similar steps as the simulation. The measurement data and parameters were saved inside a .mat

file. Before the algorithms can be applied some processing and reconfiguration needs to be done.

Importing the necessary information from the file, the data signal was firstly resized into a matrix

according to Figure 3.4. This is done because the reference chirp signal is only given as a single sweep

and the data signal is given as a long vector containing multiple sweeps. Multiplying the now data

matrix with the conjugate of the reference signal, the data matrix is now dechirped. The dechirped

signal is then multiplied with a window function of the same size in the fast time in order to reduce

edge frequencies. After the window function is applied, an FFT is applied in the same direction as the

window function. This data is now applicable to the algorithms.

Because the targets were at different distances throughout the measurement, the index representing

that distance needed to be found. This was done by removing the static part of the data matrix, and

looking where there was still movement. The only movement present was that of the measurement

target, hence those indexes were used. The static part of the targets is removed from the data matrix by

taking an average value from each sweep.

After the algorithms have been applied, the data is visualized using imagesc in MATLAB where an im-

age is displayed with the axis consisting of time and frequency, and the color represents the amplitude

of the data.

5.3.1 STFT

To process the data, a window and a stepsize were defined, these determine the resolution of STFT.

These were then used on the data to transform it into the time/frequency domain. The window deter-

mines how many sweeps are evaluated and the stepsize determines where the next cut should be. To

transform the data into the time/frequency domain, the data was cut at the range bin the target was

found in. In the indexes with the movement, the slow time was cut into the window size defined and

an FFT was applied, before the FFT is applied another window is applied to reduce edge frequencies.

The result of the cut is stored in a separate variable as every cut is a vector due to the index selection.

When the whole data has been cut and collected, the time/frequency data can then be displayed as an

image.

If the target is moving in several bins, the movement is separated into the indexes where it occurs and

then the same process is applied as previously discussed while the sum of every time/frequency data is

collected into a single matrix.

5.3.2 SPWVD

Using the indexes of the targets, the function wvd was used on the vector with ’smoothedpseudo’

applied [37]. The function gives a matrix consisting of N ˆ 2N of data from the vector, where N is the

length of the vector. This data can then be displayed as an image. With movement in multiple indexes,

the above steps are performed for each index and added on top of existing data.

5.3.3 PFA

Similarly to STFT, the algorithms use a window and a step size. The window is used to cut a part of all

the sweeps, and then send the information into the PFA function. The result from the PFA function is

the values of the coefficients from the approximation. These coefficients are used in two separate power

series and the division between them gives the approximation of the window which is accumulated.

The PFA function has an input and two outputs, the input is the data from the window cut. The output

of the function is the coefficients ps and qs in (4.9). Using polyval [27] together with z = eiω∆t, the
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5.3. Applying the signal processing and algorithms on the measurement data

data is accumulated and can be displayed as an image. With movement in several indexes, the above

steps are performed for each index and added on top of existing data.

5.3.4 MUSIC

The data was processed in a similar way as STFT and PFA, defining a window and stepsize, with

the same purpose as previously stated. Using the index of the movement, the cuts are taken across

the sweeps which is the inserted into the function pmusic where the number of subspaces and the

window size were inserted [29]. The result from the function was then accumulated and could then

be displayed as an image. With movement in several indexes, the above steps are performed for each

index and added on top of existing data.
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6. Results

In this chapter, the measurement result and relevant figures are given. In the sections of the comparison

of the algorithms, the figure consists of four different subfigures, STFT, SPWVD, PFA, and MUSIC.

These subfigures consist of small segmented plots, which consist of frequencies and amplitudes and a

segment represents a small time frame.

6.1 The Radar System and Simulations

Figure 6.1 is shown where a simple scattering point is rotating at a distance of 0.074 m from the center,

which induced a Doppler shift of approximately 4 kHz. The simple scatterer is based on the model

given in Figure 5.1 and follows the sine wave The figure shows that it is possible to simulate a µD

effect in elementary systems but also verifies that the radar systems are able to capture the intended

results.
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Figure 6.1: A novel simulation of a single scatterer moving sinusoidally with an angular frequency

ω = 356 rad/s or RPM of 3400 and 0.074 m.

The figure is obtained using the pspectrum in MATLAB and generates the image automatically. The

speed of the scatterer is seen to have a maximum velocity, vrmax = λ fd
2

= 25 m/s due to the Doppler
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6.2. Toy helicopter propeller with two blades and aluminum strips

frequency. In the figure, it is also shown how the scatterer is moving towards and away from the radar

due to the periodic movement. The maximum speed seen is reasonable due to the angular velocity and

the length of the blade.

6.2 Toy helicopter propeller with two blades and aluminum strips

In Figure 6.2 a toy helicopter propeller with aluminum strips is shown, which shows the performance

of the algorithms. The performance is seen to be comparable between the algorithms. In the figure, it

is seen that much like the previous figure that the scatterers are oscillating periodically with a RPM.

Unlike the previous figure, the propeller blade has two separate blades with aluminum strips at the tip,

which is out of phase with the other blade at 180 °. This phenomenon is seen in the figures and from

this knowledge, the RPM of the propeller can be obtained. Using graphical measures, the period of a

single blade is approximately 0.02 s which would give an angular velocity of ω = 2π
0.02

= 314.2 rad/s

and therefore the RPM is 3000.
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Figure 6.2: Measurement of a propeller with aluminum strips at the tip of each propeller blade.

In the figure, the strips are seen to be the main contributors to the reflected signal. The toy helicopter

was measured in the lab.

6.3 Toy helicopter propeller with several small strips

In Figure 6.3 the measurement uses four different aluminum strips attached to the toy helicopter pro-

peller and measured from the side is seen. From the figures, it is noticed that the MUSIC algorithm is

the only algorithm to detect all strips with distinction whereas it could be argued that other algorithms

have detected all strips. The PFA detects three of the strips with distinction whereas it could be hinted

that the fourth is detected, the same could be argued for STFT but it is not as obvious as MUSIC.

28



6.3. Toy helicopter propeller with several small strips

SPWVD is not able to detect more than two with distinction, it could be argued that it can detect three

strips. Because this is a controlled measurement with a known object, it is easier to argue what these

figures should contain. Because the same propeller is used, it is seen that the same periodicity is present

with 0.02 s and therefore the RPM is 3000.
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Figure 6.3: Measurement of a two-bladed propeller according to Figure 5.4, measured from the side.

The strips were added in order to test the strengths and weaknesses of the algorithms using known

test cases. This is because each of the strips will rotate at a different angular velocity which induces

different Doppler shifts. From the figure it is seen that the intended though were verified. The radial

velocity for each strip can be calculated, using v = ωr where the maximum possible velocity for the

propeller is v = 2π f r = 2π 3000
60

0.055 = 17.3 m/s. The strips are placed at 0.05 m, 0.04 m, 0.025 m

and 0.0175 m which results in the velocity of 15.7 m/s, 12.6 m/s, 7.9 m/s and 5.5 m/s respectively. In

a later figure, these velocities are discussed further. It is also noticeable that the blade coming towards

the radar gives a stronger reflected signal, there are two reasons for this. Firstly is because of the shorter

path for the reflected signal and that the other side of the blade interferes when the blade is moving

away from the radar.

In Figure 6.4, an instantaneous moment is taken from Figure 6.3 at t = 0.015. From the figure, it

is seen that the MUSIC algorithm only contains the estimated velocities but has next to no apparent

leakage. Although in the time/frequency plot, there seems to be a lot of spectral leakage whereas in the

Doppler cut it is not obvious. The amplitude of the noise seems to have a greater impact on the image

compared to the other algorithms. It is also important to note that while the amplitudes are normalized,

the scale in the unnormalized case is different for every case which more likely affects the MUSIC

algorithm. Looking at the velocities in the figure, it is noted that there are two consistent velocities for

the algorithms, « ´5 m/s and « 12 m/s which each corresponds to the velocities previously given.

The other velocities found are more unexplainable but could be explained with that the measurement

of the propeller blade was not exact, also the period of the propeller was taken as an approximate

and could vary slightly which would affect the calculation. From the figure, it is also noticeable that
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6.3. Toy helicopter propeller with several small strips

the thickness of the peaks vary, where the thickest peak belongs to STFT and SPWVD, while PFA is

somewhat similar and MUSIC has the smallest peaks. The strips are placed close to each other and

from the side they are noticeable to the MUSIC algorithm while setting the propeller at an angle, it is

no longer able to detect all strips. This is seen in 6.5.
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Figure 6.4: Slices taken from Figure 6.3 at t = 0.015 and shows the normalized amplitude.

In Figure 6.5, the propeller is now angled towards the radar at 45 °. This would affect the velocities

with a factor of 1/
?

2, where the velocities are 11.1 m/s, 8.9 m/s, 5.5 m/s, and 3.9 m/s respectively

which is verified in the figures below as the strips appear to be close together.

30



6.4. Pedestrian
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Figure 6.5: Measurement of a two-bladed propeller according to Figure 5.4, measured from the side at

an angle of 45 °.

6.4 Pedestrian

The measurements of the pedestrian consisted of two different targets which can be seen in Figure

6.6. In the rightmost subfigure, the static targets are removed and only the moving objects are seen.

From the figure, it is possible to see if it the pedestrian is coming towards or away from the radar.

Applying FFT in the sweep direction, the leftmost figure is obtained. It should be noted that during

this measurement the antennas were able to detect each other leading to a signal in the range of 0 m

and 0 m/s.
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Figure 6.6: Two different range-Doppler maps, (a) left a typical range-Doppler map and (b) shows how

the range changes for every sweep indicating motion.
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6.5. Bicycle

In Figure 6.7, the pedestrian walking away from the radar is extracted from the other pedestrian. The

motion can be seen to be periodic which indicates that there is complex motion present. The motion

can be seen as the velocities vary from negative to positive velocity, meaning that the motion is both

towards and away from the radar, while also having a constant velocity which these velocities oscillate

around. The signature is seen to consist of two negative and positive velocities, which is distinct for a

pedestrian.
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Figure 6.7: Measurement of a pedestrian walking away from the radar.

From the figure, it is seen that STFT is able to capture the general movement but misses some features

that other algorithms are able to capture. It does capture the movement of which are assumed to be the

arms and legs, which causes the oscillations.

SPWVD is also able to capture the general movement with more distinction, as it is able to separate the

two negative velocities. However, it suffers from the amount of frequency components in the movement

which affects the cross-term interference.

PFA is also able to capture the general movement in fine detail, where the features are quite obvious.

It does however suffer from spectral leakage.

MUSIC is also able to capture the general movement in fine details but suffers from spectral leakage

which worsens the image.

6.5 Bicycle

In Figure 6.8, the scenario where a cyclist is headed toward the radar is seen. From the signature seen

in the figures, it can be concluded that several features can be extracted with distinction. The features

are the spokes of the wheel, the pedals, and the body of the bicycle. The spokes can be extracted due to

the periodic flashing that is present in most subfigures. Because the spokes are close to each other, they

should appear several times in a single turn of a wheel. On a bicycle wheel, there are above 20 spokes,

with the knowledge of the parameters of the wheel, the exact RPM and speed could be calculated. The
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6.5. Bicycle

wheel is also extractable because of the knowledge that the minimum speed of the wheel is closest

to the ground, and the maximum speed is at the top of the wheel. Although the maximum speed is

not seen due to Doppler coupling, as the velocity is higher than the maximum measurable velocity

resulting in it placing in the negative part of the image. The pedals are seen to oscillate around the

body of the bicycle, periodically changing between a negative and positive velocity. The oscillation is

also slow in relation to the velocity of the wheel. It is assumed that these are pedals and not the legs

due to the material of the pedals more likely reflects a stronger signal than the legs of the cyclist. From

the figure the body of the bicycle in which these µD effects oscillate around, is seen moving with a

linear velocity with some slight variation assumed to be the cyclist steering the bicycle.
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Figure 6.8: Measurement of a Bicycle cycling towards the radar with an increasing speed.

From the figure above, it is seen that STFT was able to capture the general movement of the bicycle

with its µD effects. The µD were distinct enough that they could be evaluated using their feature width.

SPWVD did capture the general movement with distinction and but the movement blends together

making it difficult to evaluate a distinct µD effect.

PFA was able to capture the general movement in greater detail than STFT.

MUSIC was also able to capture the general movement in greater detail than STFT but suffers from

spectral leakage.

In Figure 6.9, the wheel of a bicycle is seen. In the figure, we can see that the movement of the spokes

is noticeable. From the figures, it is seen that the spinning of the wheel creates some kind of band.

Along with the band, it is seen that in STFT, the angular velocity is directed away from the radar due to

the negative Doppler frequency. With knowledge of the number of spokes, the RPM of the wheel could

be calculated. Unfortunately, this was not considered during the preparation. If this was considered,

more measurements would have been conducted and investigated. From PFA and STFT we can see a

clear periodicity from when the spokes are reflecting the signal whereas, in SPWVD and MUSIC, this

is not as obvious.
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6.6. Drone
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Figure 6.9: Measurement of a Bicycle wheel spinning, the measurement data file was large, hence the

measurement time on SPWVD was smaller compared to the other algorithm.

6.6 Drone

In Figure 6.10 a regular drone with its motors running at the maximum speed possible and in the figure

several short peaks are seen. The distance in time between the peaks is roughly 4.5 ms wide which

would represent an RPM of 13300. The length of the propeller blade was roughly the same as the

propeller used in the lab measurements, hence v = 2π 13300
60

¨ 0.055 = 77 m/s which is unlikely because

the measured velocity was at a maximum of 30 m/s. This can not be the period of a single motor and

therefore it is unlikely that the RPM of a regular drone can be determined. Using the estimated velocity,

the RPM would be 5200 with a periodicity of 0.012 s. Aside from the RPM estimation, it is noticed

that it is difficult in finding any significant feature that can be extracted in a meaningful way. Although

these peaks can be useful, it is not possible to decide the number of motors on the drone at a glance.

The lower RPM allows for more sweeps to reflect on the propeller blade and capture more details,

although it is still difficult to get any useful data aside from the signature. To get any conclusive data,

aluminum strips are added to the tip of the propeller blade and an increase in RCS is desired.
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6.6. Drone
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Figure 6.10: Measurement of a simple drone with a high RPM

Continuing with the regular drone but at a lower speed, the results in Figure 6.11 are obtained. In the

figure, it is noted that the radial velocity is lower and the periodicity is larger compared to the previous

figure. The time difference between the peaks is 0.0195 s which indicates an RPM of 3080, which is

somewhat reasonable for a motor. Although it is not certain that this is a single motor because of the

number of arms and propeller blades on the drone. The speed of the propeller would roughly be 17.7

m/s. Comparing the calculated speed and the measured speed, there is a difference of 7.5 m/s which

would indicate that this is not the true velocity of the propeller blade. Using the measured speed,

ω = v/r, the RPM would roughly be 1700, which has a period of 0.035 s. It is important to know that

these parameters are available because the parameters of the object are known.
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6.6. Drone
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Figure 6.11: Measurement of a simple drone with a low RPM

From the previous figures, it is seen that it is difficult to accurately determine the parameters from

just the time/frequency plot. To evaluate further, aluminum strips were added to a propeller blade tip.

This is seen in Figure 6.12, in the figure, the period of a single blade is now noticeable with a period

of 0.018 s, which has an RPM of 3390 and the calculated velocity is 19.5 m/s which corresponds to

the measured velocity to a degree. The measured velocity varies between the different algorithms, bit

consistently shows a velocity below 20 m/s which would indicate that the calculated velocity and the

measured velocity are the same.
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6.6. Drone
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Figure 6.12: Measurement of a simple drone with aluminum strips added to one of the propellers and

a high RPM

The added aluminum strips have the expected effect due to the increased RCS, although it is no longer

possible to determine the other propeller blades. Except in Figure 6.12c where there still seems to

be flashes from the other propeller blades, although there are some dots in MUSIC, it can not be

determined if it is noise or the flashing of propeller blades. The propeller blades with the aluminum

foil are seen to be strongest when they approach the radar which is expected.

In Figure 6.13, a similar scenario is seen as the previous figure. In the figure, the drone has a low

RPM which makes it easy to determine the RPM. With a period of 0.054 s, the RPM is calculated to be

1100 which translates to a velocity of 6.4 m/s. It is noticed that the aluminum strips have the strongest

reflection when moving toward the radar. The conventional algorithms are somewhat identical with the

only difference being the cross-term interference of SPWVD whereas the super-resolution algorithms

have a lot of spectral leakage.

Attaching more strips to more blades results in Figure 6.14, which is a reminiscence of Figure 6.10.

The distance between two of the closest peaks are 0.021 s which represents an RPM of 2930 and a

velocity of 15.3 m/s, which is seen to be almost twice as small as the measured value meaning that the

period should be half of what was indicated.

In Figure 6.15 the drone is seen with several attached aluminum strips to some blades and it is possible

to determine the period of a single propeller blade. A period is 0.055 s which represents an RPM of

1090 and with the length of the propeller blade, the velocity is 5.7 m/s which seems to be somewhat

reasonable compared to the measured values. From the figures, it also seems that the number of

propeller blades covered in aluminum can be decided as there are only two distinct blades that oscillate

37
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Figure 6.13: Measurement of a simple drone with aluminum strips added to one of the propellers and

a low RPM
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6.6. Drone
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Figure 6.14: Measurement of a simple drone with aluminum strips added to multiple propellers and a

high RPM
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6.6. Drone
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Figure 6.15: Measurement of a simple drone with aluminum strips added to multiple propellers and a

low RPM
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6.7 Comparison

In the comparison section, every value given in Table 6.1 - 6.4 is taken from the graphs and the thickness

of the lines determines the approximate feature width from Figure 6.2 - 6.15. The feature width is taken

at a certain peak in the respective figure and is determined by the frequency interval the line occupies.

6.7.1 Toy Helicopter propeller

In Table 6.1, several measurements on the toy helicopter where the feature width of the tip is isolated.

From the table, the performance of the used algorithms is seen and it is noted that the conventional

FT-algorithms have thick feature widths whereas the super-resolution algorithm has quite thin feature

widths except in the last measurement where PFA has a significantly larger width than MUSIC. The

big difference is most likely due to the angle that the propeller is set. Due to the angle, the aluminum

strips appear closer to each other and blend together which can be seen in the SPWVD and PFA.

Table 6.1: Feature width on the toy helicopter propeller measured in m/s

Measurement STFT SPWVD PFA MUSIC

One strip 5 2.5 0.4 0.2

Several strips (0 °) 2.5 2.5 0.25 0.5

Several strips (45 °) 2.5 3.9 2.3 0.3

6.7.2 Pedestrian

In Table 5.1, the feature width from the measurement is seen. The feature width is taken on an obvious

µD effect and not on the main body. It is possible to extract the main body of the pedestrian although,

no distinguishable feature is found, hence unnecessary. It is noticed that the feature width is quite con-

sistent for SPWVD, PFA, and MUSIC, although it should be noted that the feature width of SPWVD

is a single line among several lines. STFT has the worst performance in terms of feature width.

Table 6.2: Feature width of the pedestrian measurement in m/s

Measurement STFT SPWVD PFA MUSIC

Pedestrian 1.2 0.2 0.3 0.15

6.7.3 Bicycle

In Table 6.3, all the extractable feature widths are seen. As all the features were distinguishable in

relation to the moving parts of the bicycle, these features were captured with good results. Looking at

the widths, all of which are consistently thin across the different algorithms in comparison to previous

results.

Table 6.3: Feature width on the bicycle measured in m/s

Measurement STFT SPWVD PFA MUSIC

Body of the bicycle 0.4 0.1 0.5 0.5

Spokes of the bicycle 0.1 0.15 0.1 0.1

Pedals 0.2 0.15 0.15 0.2

Only the wheel 0.5 0.3 0.1 0.5
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6.7. Comparison

6.7.4 Drone

In Table 6.4, all measurement taken on the drone with the feature width extracted is seen. In the first

two measurements without anything added to the drone, PFA performed the best with the thinnest

feature width while the rest of the algorithms had thicker widths. Although when the aluminum was

added its performance got worse, while the other algorithms improved slightly in each related case.

Table 6.4: Feature width on the drone measured in m/s

Measurement STFT SPWVD PFA MUSIC

Regular (fast) 5 2.5 0.3 1.5

Regular (slow) 2 0.6 0.3 1.5

Added a strip to one blade (fast) 2 1.5 1.5 0.9

Added a strip to one blade (slow) 2 1.5 0.8 0.5

Several strips to the blades (fast) 3 2.5 1 0.7

Several strips to the blades (slow) 1 1 0.5 0.45
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7. Discussion

This chapter discusses different aspects of the thesis. It will discuss why the waveform was chosen,

the measurements and equipment as well as the performance of the algorithm across all the different

targets.

7.1 Modelling and simulation

Early on in the thesis, it was decided to use FMCW because the majority of the literature on the topic

uses it. It is also advantageous to be able to determine the range, which leads to the pure CW being ruled

out. A pulsed CW radar could be used but because of the available equipment, it seemed unreasonable

to use pulsed CW due to the possibility of constant transmission using FMCW. The FMCW waveform

was also chosen due to the extent to which it can be used, from the possibility to detect heartbeats to

the flaps from birds. All from determining how often a sweep is sent out. Other benefits of the FMCW

waveform is its high range resolution and the availability of low power transmission. In Figure 6.1,

the early simulation result shows that it is quite possible to detect µD effects using FMCW radar and

obvious tips. While the scenario is in its simplest form with only one point of backscattering. Important

to note that the effect seen with only a single scatterer, makes the implementation of multiple scatterers

more difficult. With more scatterers, the simulation would be similar to Figure 6.2 but everything in

between would be filled.

7.2 Measurements

The field measurements were taken at either the SAAB lab or at Linköping airport. The measurement

in the SAAB lab was on the small propeller and provided essential knowledge on how official mea-

surements should be taken. All other measurement was taken at Linköping airport at a measurement

site. The measurements were taken over two days with sunny weather on both days and the measure-

ment being quite remote, which was ideal to reduce surrounding disturbances aside from the occasional

plane. Because the antenna has a narrow beamwidth, they needed to be directed at the target, as there

were grass fields alongside the site which would otherwise be noticed. If the movement of the grass

was captured it was difficult to distinguish the exact range bin the velocity resided in.

A problem that was noticed during the post-processing was that due to differences in the measure-

ment and different parameters, each velocity wound up occurring in different bins. Resulting in the

parameters needing to be changed for each and every one of the files, which is tedious work.

The used equipment was meant for indoor use and because of this, the need for good weather was

necessary. During the intended time for measurement, it was snowing and a large amount of snow

was on the ground. This was unideal as the measurements were delayed until the weather was good

enough that it cannot damage the equipment. Assuming that the equipment would not be damaged in

such weather, the result would not differ to a large degree. The biggest effect of such measurement

would be if it was snowing or raining during the measurement as this would interfere with the radar

signal because the increased amount of reflections creating an unreadable range-Doppler map. Without

it snowing, the snow on the ground would reflect more of the signal due to the nature of the color.

From the result, it is evident that in order to capture the radial velocity and RPM of the drone, obvious

periods are needed which is not possible on a real drone with multiple rotors rotating with independent
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speed due to the number of rotors reflecting the signal. Using the model, it is possible to estimate the

length of the propeller blade assuming the RPM is given from the data.

7.3 Equipment

The equipment used was quite a limiting factor, as both the transmitter and receiver had a functional

range, and the horn antenna also had a functional range. Both the transmitter and receiver are functional

up to approximately 40 GHz which allows for the use of ISM bands, but the used horn antenna available

was able to provide a gain of 25 dB in the range of 26.4 ´ 40 GHz. This led to a problem due to no ISM

band available in the given range. The closest ISM band was at 24 GHz but the cutoff frequency of the

horn antenna in TE10 mode was at 21.917 GHz. Because the cutoff frequency was below the ISM band,

the frequency range was therefore 24 ´ 24.25 GHz. The impact of this is uncertain but from the results,

it is obvious that the antenna was still functional as no significant change when a higher frequency was

used. As the transmitter and receiver were a signal generator and analyzer respectively, a program

able to control them was used. This program consisted of a preexisting MATLAB script provided by

SAAB. In the program, it was possible to control parameters, such as the number of sweeps, measuring

time, etc. When the data was then saved it appeared in a data file and was useable, if this data was

large, however, it would take a long time for the data to be processed as these files were up to 1.2 GB

of data. The data in the file contained every parameter used in the measurement. The largest files took

up to 15 minutes to process for a 2-second measurement, which is also a reason for the number of

measurements of the pedestrians and bicycles, as a longer measurement time was needed compared to

the drone. The size of the file had a direct impact on the post-processing of the data, as MATLAB has

a limitation on the size of arrays and the amount of memory it can use. Hence some measurement data

needed to be reduced in the result, although this was only a problem for the WVD algorithm due to the

function generating a time vector twice the size of the input.

7.4 The General Performance and Discussion of the Algorithms

A short discussion of each algorithm’s performance and uses and its potential uses in future applica-

tions.

7.4.1 STFT

In general, the STFT is quite consistent in its ability to detect all the different objects measured through-

out the thesis work. While it is evident it suffers from the trade-off in either frequency or time reso-

lution, it is still a useful tool to verify that the measurement is valid. The performance throughout the

thesis has been similar to the super-resolution algorithm but with a worse resolution.

7.4.2 SPWVD

The SPWVD has been the worst-performing algorithm in a general sense, while it has its strength with

its independent windows to determine the resolution. It cannot handle several frequency components

in an applicable way using real data. While it did generate good results when the aluminum strip was

attached, it should not be used on data that contains more than two frequency components. SPWVD

was able to suppress a certain amount of cross-term interference but not enough to be useful in this

application. In order to use SPWVD it would need to be able to suppress several cross-terms as each

frequency component results in more cross-terms. While there is a possibility that the implementation

was flawed, especially in the case of several range bins. As this was a case that was not considered

until the measurements were done.
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7.4.3 PFA

PFA was, in general, able to detect a majority of details contained in the data, with great details. The

lines showing the details were always quite thin and therefore have a good frequency resolution. The

algorithm has shown a promising use and the full extent of it is unknown, as it needs further work.

Considering that this is the first application of PFA on radar data, it could prove to be useful in radar

applications. Although there is some problem with spectral leakage, can be reduced with further work.

7.4.4 MUSIC

The MUSIC algorithm was able to detect a majority of details with great detail. The algorithm did

capture every detail in Figure 6.3 which no other algorithm did. Although the algorithm does suffer

from the number of subspaces in MATLAB. Without knowing the number of frequency components in

a measurement, it is difficult to find the best result without trial and error. If it is possible to determine

the number of subspaces needed automatically the algorithm would be quite useful in almost every

application. The algorithm does however suffer from leakage, which is a known issue for the algorithm.

7.5 Machine Learning and artificial intelligence

In the figures presented, there are clear patterns for each µD effect and can be used to train an Artificial

intelligence in order to classify the different movements. From the measurements of the pedestrians,

it can be seen that the pattern is quite unique compared to the bicycle measurement. Although the

potential problems with the pattern are that the bicycle and pedestrian are quite similar in their periodic

movement and could easily be mistaken. The main difference is that because of the spokes from the

bicycle wheel make it unique. For the drone, the possibility of classification is a more difficult task.

The regular drone shows a flashing, which could be investigated but the difficulty lies in determining

useful parameters. From the figures, it is seen that the regular drone creates maximum and minimum

velocities forming an interval noticeable in the measurement. While it is interesting to be able to

classify different targets, it needs further work to function properly.
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8. Conclusion

The micro-Doppler effect of a target is not an easy task to measure due to the amount of complex

micro-motion, for example, the movement of the leg of a pedestrian. From the results, it can be seen

that there are a lot of factors that make the measurement of micro-Doppler difficult. It is not possible

to get conclusive data from a drone without aluminum strips if the rotors are rotating at a high velocity.

With aluminum strips, the micro-Doppler effects of drones are noticeable and can be used in feature

extraction, up to a certain amount of points with most algorithms. Micro-Doppler effects in a pedestrian

are complex and to get conclusive data, the focus would be solely on the topic, as no algorithm gave

useful data. SPWVD is not suitable for feature extraction due to the amount of cross-term interferences

that occur but is suitable in simpler measurements such as drones with aluminum strips attached at each

tip of the propeller blade. The MUSIC algorithm was able to detect every detail in the lab measurement

with close strips which no other algorithm was able to. STFT is a stable tool that is still useful and will

not be replaced any time soon. The Padé approximant could be a useful tool in the future due to the

fact that the performance was in many cases better than the MUSIC algorithm in terms of resolution.

For the best feature extraction with a focus on the details, the MUSIC algorithm should be used with a

known number of scatterers.
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