Quantitative assessment of the structural bias in protein–protein interaction assays
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With recent publications of several large-scale protein–protein interaction (PPI) studies, the realization of the full yeast interaction network is getting closer. Here, we have analysed several yeast protein interaction datasets to understand their strengths and weaknesses. In particular, we investigate the effect of experimental biases on some of the protein properties suggested to be enriched in highly connected proteins. Finally, we use support vector machines (SVM) to assess the contribution of these properties to protein interactivity. We find that protein abundance is the most important factor for detecting interactions in tandem affinity purifications (TAP), while it is of less importance for Yeast Two Hybrid (Y2H) screens. Consequently, sequence conservation and/or essentiality of hubs may be related to their high abundance. Further, proteins with disordered structure are over-represented in Y2H screens and in one, but not the other, large-scale TAP assay. Hence, disordered regions may be important both in transient interactions and interactions in complexes. Finally, a few domain families seem to be responsible for a large part of all interactions. Most importantly, we show that there are method-specific biases in PPI experiments. Thus, care should be taken before drawing strong conclusions based on a single dataset.
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1 Introduction

In the last decade, knowledge about the functions of many proteins has been gathered through high-throughput protein–protein interaction (PPI) experiments [1–10]. Clearly, the use of large-scale assays to understand the functions of proteins has been very useful. However, the number of overlapping interactions between the different studies is surprisingly small, mainly due to the high rate of false negatives in PPI assays, i.e. that the current techniques cannot detect a large portion of all true interactions [11–14]. In addition, false positives may also be a cause of small overlaps.

For example, consider the two independent genome-wide screens for the complexes of the Saccharomyces cerevisiae proteome published in 2006 [5, 6]. Both used tandem affinity purification (TAP) where a bait protein is expressed with a dual tag for purification in two steps, first on IgG columns and subsequently on Calmodulin columns. Finally, the purified preys are identified using MS. The two steps of purification should ensure as few contaminants as possible.
In the end, however, a comparison between the identified protein complexes of the two near-identical studies, showed substantial differences [12].

Another widely used method for identifying PPI is the yeast two hybrid (Y2H) screen [15]. As opposed to TAP, that identifies protein complexes, Y2H identifies direct pairwise interactions between two proteins. The method is based on the reconstitution of a transcription factor and thereby expression of a reporter protein: the DNA-binding domain and the activation domain of the factor are fused to two proteins of interest. Due to the differences in methodology, the overlap between Y2H screens and TAP experiments is, as expected, quite low [11, 14].

Aside from the interest in deciphering the function of individual proteins, large-scale interactions have served to identify general properties that are of importance for interaction participation. For instance, it has been proposed that proteins with disordered regions [16–19] and high content of repeating domains [18, 20] are important for interactions, in particular transient ones. These proteins contain large surfaces for flexible binding, hence they may accommodate many interactions in vivo. An alternative view is that these properties make the proteins ‘sticky’ so that they interact with practically anything and therefore cause many false positives in interaction assays. Furthermore, experiments indicate that highly interactive proteins (hubs) often are well conserved and/or essential [21, 22]. In addition, homologous proteins, and in particular proteins with domains from the same family, tend to interact more frequently than others [23, 24]. Finally, proteins that interact are often coexpressed.

However, some of these features have only been shown for a single dataset and may not be as pronounced in other datasets. Therefore, we investigate the differences between the various S. cerevisiae PPI datasets and assess their reliability. We aim to characterize the inherent biases in the different methods. Further, we want to see whether these biases can explain part of the small overlap between different interaction assays.

2 Methods

2.1 Protein–protein interaction datasets

The interaction data from two TAP studies, Gavin et al. [5] and Krogan et al. [6], was extracted using the spoke model [25]. In the spoke model, there are links between the tagged protein (bait) and each protein in its harvested complex (preys), but there are no links between preys in the same complex. This is in contrast to the matrix model [25] which is used for the MIPS datasets [26], where links exist between all members of the same complex. The MIPS database is divided into different levels of complexes and we only considered interactions between proteins that belong to the same complex at the lowest level. Y2H data were downloaded from IntAct [27], where all interactions from two hybrid experiments, as well as two hybrid fragment pooling, were included. The Reguly data were downloaded from the Journal of Biology website in August 2006 [28].

Due to the differences in size, it is not straightforward to compare the Gavin and Krogan datasets. In order to get a better comparison of the TAP datasets, we created a reduced Krogan set (Krogan-R), of similar size as the Gavin set. This was done by extracting high confidence interactions only, with LC-MS/MS confidence score over 99.6 or a MALDI score over 2 as defined in [6].

2.2 Protein properties

Cutoffs for the different properties mentioned below, were selected in such a manner that, when possible, there were a similar number of proteins with each property. That is, around 900–1000 proteins with the property as can be seen in Table 2. The protein family database ( Pfam)-A [29] domains were assigned using HMMER (http://hmmer.wustl.edu) with a cutoff for assignments at an E-value of 0.1. Within domain repeats, additional assignments with higher E-values were allowed as previously described [20]. In addition, related domains were grouped together according to the Pfam Clans (ftp://ftp.sanger.ac.uk/pub/databases/Pfam/). Proteins were considered repeating if two or more domains from the same family/clan is adjacent to each other.

Promiscuous domains were defined as the domains that occur most frequently in interactions. In other words, the sum of the connectivity of all proteins containing the domain, taking all five datasets into account. Alternative cutoffs for promiscuous domains were tested (Supporting Information). The ten most promiscuous domains were Actin-like ATPase domain, Domain present in DEAD box RNA helicases (DEAD), G-protein superfamily, β propeller, Helicase conserved C-terminal domain (Helicase C), RNA motif recognition domain (RRM), Armadillo/β-catenin-like repeat (ARM), ATPase family associated with various cellular activities (AAA), NADP-binding Rossman fold and Protein Kinase domain.

Disordered regions were predicted using DISOPRED 2.1 [30]. A protein was considered disordered if 80 or more contiguous residues with predicted disorder are found. Conserved proteins were defined as proteins from a KOG [31] that is present in six eukaryotes. A list of essential yeast proteins were defined according to a study by Giaever et al. [32]. Abundant proteins were defined as those having more than 6000 molecules per cell according to ref. [33]. Membrane proteins were defined as those having more than one predicted transmembrane helix by TMHMM [34].

2.3 Functional assignment

Functional annotations from Gene Ontology (GO) were downloaded from the Saccharomyces Genome Database (ftp://ftp.yeastgenome.org/yeast/) and only terms at the more general level of GO slim were considered.
2.4 SVM predictions

Support vector machine (SVM) training and testing was performed using the SVM-light package [35]. A simple classification scheme was used, where the features for each protein pair were represented with the numbers 0, 1 or 2. Each property was divided in a binary mode with presence or absence of the property. As an example, if the property is repeated/not repeated: 0 = none of the two proteins are repeated, 1 = one of them is and 2 = both are. SVMs with a polynomial kernel were trained to predict interacting proteins with each of the datasets as positive examples and an equal number of random protein pairs as negative ones. In each round of classification, one-third of the dataset was kept for testing while training was performed on the remaining two-thirds. Ten rounds of training and testing were run to calculate SDs.

2.5 Statistical tests

To estimate the statistical significance of the results, Z-scores were calculated from randomization in 10000 iterations. The Z-score was calculated as $Z = \frac{x - \mu}{\sigma}$ where $x$ is the observed value and $\mu$ is the average value obtained from simulations with SD $\sigma$. Assuming a normal distribution of the data, the $p$-value was then derived from the Z-score using normal distribution $p$-value tables.

For the enrichment of properties in the different datasets random pairs were drawn from a set of proteins with the same fraction of that property as is found in the whole yeast proteome.

3 Results and discussion

3.1 Interaction datasets

We have investigated three experimental yeast interaction datasets referred to as Krogan et al. [6], Gavin et al. [5], and Y2H [15]. In addition, we have included two manually curated datasets for quality assessment. These are MIPS complexes [26] and a literature curated set by Reguly et al. [28], referred to as LCI. The latter is comprised of PPIs gathered from a literature survey of small-scale experiments [28]. In addition, a third curated dataset from Kiemer et al. [36] was also investigated with similar results as the LCI dataset (Supporting Information). This dataset contains small-scale interactions detected with at least two independent methods.

The Krogan and Gavin datasets were obtained from large-scale TAP experiments and, like the MIPS database, describe protein complexes rather than pairwise interactions. It is noteworthy that not all members of a complex are necessarily in direct physical contact. Also, we have used the spokes method [25] to define the interactions in the TAP datasets (Section 2) and hence, there may be a bias towards interactions involving proteins that were successfully cloned as TAP baits. In addition, the purification steps should disable detection of transient interactions [3]. In many respects, Y2H detection is complementary to TAP experiments in that it only detects direct, physical pairwise interactions, and may detect weak, transient interactions, that are missed with TAP.

Despite two purification steps, there seem to be many false positives in the TAP experiments [5, 6]. Therefore, filtration algorithms have been applied on the raw data in both studies to obtain biologically meaningful interactions. Here, however, we have performed our analysis primarily on the raw data since we are interested in the interactions each method can detect, rather than analyzing complexes that may differ due to the filtering process. Indeed, the interactions that many may regard as false positives may also tell us about the biases of different methods.

The perhaps most striking difference between the two datasets is the large number of interactions in the Krogan set compared to the other datasets, see Table 1. Therefore, a reduced Krogan set (Krogan-R), containing a similar number of interactions as Gavin, was constructed (Section 2). The number of baits used in the Gavin and Krogan experiments is similar and more than 50% of the baits are identical. Interestingly, each bait has about twice as many identified preys in the Krogan dataset compared to Gavin. The discrepancy can be explained by different detection methods; while MALDI-TOF was used for prey identification in both experiments, Krogan et al. also used a more sensitive detection through LC-MS/MS.

The number of pairwise interactions that are shared between the three experimental datasets can be seen in Fig. 1. The intersection between the Gavin and Krogan datasets is small with only 4048 common pairwise interactions. As may be expected, due to the differences in methodology, the intersection between Y2H data and the two TAP datasets is

![Figure 1. Overlap between datasets. The overlap between pairwise interactions in Gavin, Krogan and Y2H datasets. The numbers indicate the number of protein pairs in each field.](image-url)
3.2 Assessing the quality of the interactions

The GO provides a controlled vocabulary for genes [37]. It consists of three classifications: molecular function, cellular compartment and biological process. Although it is not evident that a pair of interacting proteins should have the same molecular function, they should primarily be colocalized and participate in the same biological process. Hence, GO annotations may serve to roughly estimate the reliability of the interaction datasets.

Here, we have used a version of GO that was retrieved before the release of the two TAP studies [5, 6], and it is therefore safe to assume that we are not, in a circular manner, using functional annotations derived from these datasets for assessment. However, the same cannot be said in the case for the Y2H dataset which thus may have an overestimated GO overlap.

As can be seen in Fig. 2, a large fraction of the interacting pairs from all datasets are annotated to the same compartment and process using GO slim [37]. The fraction of colocalized interacting proteins is similar in the Gavin and Krogan datasets, although it is substantially lower than the corresponding fraction in the curated LCI dataset (Fig. 2). The fraction of interacting pairs involved in the same biological process is highly significant in all datasets (Supporting Information), but it is higher in the Gavin dataset compared to Krogan unless the Krogan-R set is considered. Notably, the intersection of Gavin and Krogan datasets, although it is substantially lower than the corresponding fraction in the Krogan-R, shows a hub-like pattern in both datasets. However, the overlap is clearer in the Gavin dataset compared to Krogan-R, which may be due to the difference in the availability of literature annotations.

Table 1. Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>noP</th>
<th>noPairwise</th>
<th>k/P</th>
<th>noBait</th>
<th>k/Bait</th>
<th>noPrey</th>
<th>k/Prey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gavin</td>
<td>2576</td>
<td>20039</td>
<td>7.78</td>
<td>1759</td>
<td>12.02</td>
<td>1814</td>
<td>11.7</td>
</tr>
<tr>
<td>Krogan</td>
<td>5359</td>
<td>61382</td>
<td>11.45</td>
<td>2264</td>
<td>27.98</td>
<td>5321</td>
<td>11.9</td>
</tr>
<tr>
<td>Krogan-R</td>
<td>2792</td>
<td>20353</td>
<td>7.29</td>
<td>2064</td>
<td>13.24</td>
<td>2425</td>
<td>8.8</td>
</tr>
<tr>
<td>Y2H</td>
<td>3863</td>
<td>6462</td>
<td>1.67</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>LCI</td>
<td>3307</td>
<td>11858</td>
<td>3.59</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mips</td>
<td>1073</td>
<td>9869</td>
<td>9.20</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

The number of proteins (noP) and pairwise interactions (noPairwise) followed by the average connectivity (k/P) in each dataset. For Gavin and Krogan TAP data, the number of baits (noBait) and preys (noPrey) is shown followed by the average number of preys per bait (k/Bait) and baits per prey (k/Prey). The Krogan dataset consists of preys identified through MALDI-TOF (2363) and LC-MS/MS (5201).

In conclusion, using these measures, Gavin seems to be of slightly better quality than the full Krogan set, but the datasets are of similar quality when reduced to a similar size. Further, the intersection between Gavin and Krogan are clearly of better quality, while it is hard to draw any conclusions about the Y2H dataset from these results due to biases in the evaluation methods.

3.3 Protein properties and interactions

The structural properties of a protein affect its propensity to form interactions with other proteins and the nature of those interactions. For instance, several studies show that proteins with high connectivity, i.e., hub proteins, contain more repeated protein domains and disordered regions [16–18, 38, 39]. Given the disparate experimental procedures generating the PPI datasets, it is possible that certain protein properties are particularly enriched in some datasets. Here, we have studied the bias of the datasets towards structural properties and other characteristics associated with connectivity.

The structural properties of a protein affect its propensity to form interactions with other proteins and the nature of those interactions. For instance, several studies show that proteins with high connectivity, i.e., hub proteins, contain more repeated protein domains and disordered regions [16–18, 38, 39]. Given the disparate experimental procedures generating the PPI datasets, it is possible that certain protein properties are particularly enriched in some datasets. Here, we have studied the bias of the datasets towards structural properties and other characteristics associated with connectivity.

Most other investigations of PPI networks tend to focus on hubs as compared to nonhubs. However, the definition of a hub is often an arbitrary cutoff at a certain level of connectivity. We have chosen, instead, to take into account all the
pairwise interactions and try to avoid classification of the proteins into different categories. Hence, we have investigated how frequently different protein properties are found in one or both proteins in an interacting pair.

### 3.3.1 Disordered regions

Disordered regions are not associated with any tertiary structure, but instead allow the protein to assume different states. These regions enable flexibility and are of particular importance for molecular recognition [30, 40]. Therefore, it is not surprising that disordered regions are often found in hub proteins [16–19, 39] and are likely to be enriched in transient interactions [18, 19].

The enrichment of interacting protein pairs involving a disordered protein is shown in Fig. 3A. It is clear that there are substantial differences between the datasets with respect to disorder. The Y2H and Krogan datasets show considerable over-representation of interactions involving a disordered protein. However, this trend cannot be seen in the Gavin dataset. This difference between Gavin and Krogan does not seem to be related to the detection methods as we find that the Krogan interactions detected using LC-MS/MS, as well as by MALDI-TOF, show over-representation of disordered proteins (Supporting Information). Therefore, the lack of disordered proteins in the Gavin dataset does not appear to be due to the general principle of the pull-down method, nor due to the detection method, but is due to some as yet unidentified factor.

Further, there is no significant enrichment of disorder in the Gavin–Krogan intersection, indicating that many of the interactions with disordered regions may be considered less reliable. Alternatively, the explanation lies in that disorder proteins are generally associated with low abundance (Table 2), a feature which decreases the likelihood of detection through several pull-down methods. A confounding factor is the strong over-representation of disorder/protein interactions in the LCI dataset (Supporting Information).
Figure 3. Enrichment of physical protein properties. Z-scores for the fraction of PPI pairs that contain a protein that (A) contains disordered regions >80 residues; (B) has a domain repeat; (C) is longer than 800 residues; (D) has more than one predicted transmembrane helix or (E) has a promiscuous domain or (F) is abundant (over 6000 molecules/cell). The datasets shown are Gavin (Gav), Krogan (Kro), Gavin–Krogan intersection (G+K) and Y2H. The Z-scores are calculated as $Z = \frac{x - \mu}{\sigma}$, where $x$ is observed fraction, $\mu$ the expected fraction from randomization with SD $\sigma$. A Z-score of three corresponds to a $p$-value of 0.0001.

Table 2. Correlation between properties

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Domain repeat</th>
<th>Disorder</th>
<th>Length</th>
<th>P-domain</th>
<th>TMH</th>
<th>Abundance</th>
<th>Conserved</th>
<th>Essential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain repeat</td>
<td>487</td>
<td>0(0.0)</td>
<td>137(10.5)</td>
<td>151(13.5)</td>
<td>158(17.3)</td>
<td>50(−1.1)</td>
<td>98(4.7)</td>
<td>188(12.8)</td>
</tr>
<tr>
<td>Disorder</td>
<td>971</td>
<td>137(10.5)</td>
<td>0(0.0)</td>
<td>404(31.1)</td>
<td>244(17.6)</td>
<td>74(−4.0)</td>
<td>93(−3.2)</td>
<td>284(11.2)</td>
</tr>
<tr>
<td>Length</td>
<td>907</td>
<td>151(13.5)</td>
<td>404(31.1)</td>
<td>0(0.0)</td>
<td>230(16.8)</td>
<td>99(−0.6)</td>
<td>119(0.3)</td>
<td>228(7.2)</td>
</tr>
<tr>
<td>P-domain</td>
<td>742</td>
<td>158(17.3)</td>
<td>244(17.6)</td>
<td>230(16.8)</td>
<td>0(0.0)</td>
<td>23(−7.6)</td>
<td>192(11.1)</td>
<td>292(17.1)</td>
</tr>
<tr>
<td>TMH</td>
<td>885</td>
<td>50(−1.1)</td>
<td>74(−4.0)</td>
<td>99(−0.6)</td>
<td>23(−7.6)</td>
<td>0(0.0)</td>
<td>57(−6.1)</td>
<td>129(−1.9)</td>
</tr>
<tr>
<td>Abundance</td>
<td>1002</td>
<td>98(4.7)</td>
<td>93(−3.2)</td>
<td>119(0.3)</td>
<td>192(11.1)</td>
<td>57(−6.1)</td>
<td>0(0.0)</td>
<td>397(20.9)</td>
</tr>
<tr>
<td>Conserved</td>
<td>1342</td>
<td>188(12.8)</td>
<td>284(11.2)</td>
<td>228(7.2)</td>
<td>292(17.1)</td>
<td>129(−1.9)</td>
<td>397(20.9)</td>
<td>499(28.0)</td>
</tr>
<tr>
<td>Essential</td>
<td>110</td>
<td>129(7.8)</td>
<td>159(2.3)</td>
<td>198(7.3)</td>
<td>198(10.4)</td>
<td>74(−5.2)</td>
<td>281(14.2)</td>
<td>499(28.0)</td>
</tr>
</tbody>
</table>

The total number of yeast proteins with each property followed by the co-occurrence with other properties in a protein. The Z-scores are in parenthesis; for over(positive)/under(negative)-representation of the co-occurrence of two properties.

Information). There, protein interactions detected through pull-down methods are only marginally less likely to contain disorder proteins compared to interactions derived from Y2H experiments and other miscellaneous biochemical methods (data not shown).

In conclusion, compared to all other methods we have examined, the Gavin experiment protocol disfavors interactions involving proteins with disordered regions. That aside, our results indicate that disorder is over-represented both in the binary interactions detected by Y2H and in TAP complexes.
3.3.2 Repeats of protein domains

With their highly variable sequences and frequent copy variation, repeated domains create large surfaces that can interact with a variety of partners [20, 41, 42]. Domains such as the tetracopeptide repeat can be found with different numbers of repeating units in yeast and each of these repeats interact with several different interaction partners [41]. We have previously shown that domain repeats are over-represented in eukaryotic interaction networks [18, 20]. In addition, sequence repeats, including repeated domains as well as shorter repeats, are common in hub proteins [38].

Here, a protein with domain repeats is defined as a protein with one or more tandem Pfam [29] domains from the same family. We find that they are strongly enriched in pairwise interactions in all datasets (Fig. 3B). They seem to be equally important in interactions found with TAP or Y2H. However, in the intersection of Gavin and Krogan (G + K), probably the most reliable subset of the high-throughput methods, this trend is weaker, possibly indicating that domain repeats can give rise to false positives.

3.3.3 Protein size

Protein size, here defined as the length of the protein sequence, is clearly correlated to disordered regions and domain repeats (Table 2). To accommodate long domain repeats and large disordered regions, a protein needs to be of substantial size. Further, large proteins can provide more binding surfaces, and could therefore be expected to interact with many partners. Hence, it is not clear if the sheer size of the proteins leads to the observed over-representation of disordered regions and domain repeats in interactions.

As can be seen in Fig. 3C, proteins longer than 800 residues are over-represented in the two TAP datasets, especially Krogan. However, the distribution of long proteins does not show the same patterns as disorder or domain repeats (Figs. 3A and B), and especially the enrichment of repeats and disorder in Y2H is clearly not only due to their size as long proteins are not enriched in the Y2H set. In addition, Huang et al. [14] conducted a study of the false discovery rate in Y2H experiments and found that it was not higher for large protein than small, hence at least in Y2H, there should be no methodological bias towards larger proteins.

3.3.4 Membrane proteins

Membrane proteins are not well represented in the PPI datasets due to the experimental obstacles involved in detecting their interactions. Indeed, we find that while the expected fraction of membrane proteins among the interacting pairs of proteins is around 22%, most datasets contain about 5% membrane protein interactions. Hence, there is a significant under-representation of membrane proteins in the PPI datasets (Fig. 3D). Furthermore, the Y2H dataset contains almost twice as many membrane protein interac-
All datasets show a strong statistical over-representation of interactions involving these ten domains, indicating that a few promiscuous domains are responsible for a large fraction of all interactions (Fig. 3B). In fact, nearly half of all interactions include one or more of these ten domains. Alternative cutoffs for promiscuous domains were tested (Supporting Information), generating similar results. It should also be noted that proteins with these promiscuous domains also tend to be large and contain domain repeats and disordered structures (Table 2).

3.3.6 Protein abundance

Aside from structural properties, it is well known that abundant proteins tend to be highly connected [11]. Naturally, the more abundant a protein is, the more likely it is to be detected in interaction assays such as TAP. Our results indicate that protein abundance is the strongest contributor to PPI in all of the datasets except Y2H (Fig. 3F). Since, proteins are overexpressed in Y2H there should be no bias towards abundant proteins in that dataset. However, there is still a slight over-representation, possibly owing to the fact that abundant proteins have been assayed more frequently. An alternative, and more interesting, explanation is that abundant proteins participate in a larger number of interactions.

There is a clear correlation between protein abundance and domain repeats (Table 2). Hence, disorder/length must contribute to the interactions to such an extent that they are detected despite their low abundance.

It is also well-established that conserved proteins have a higher connectivity than average [21], which is supported in Krogan and Y2H (Fig. 5A). Likewise, essentiality has also been correlated with the connectivity of the proteins in the network [22], and our results show that this is true for all datasets (Fig. 5B). However, there is a strong correlation between abundance, conservation and essentiality (Table 2). Therefore, it is not self-evident which characteristic is the primary cause for the high interactivity of these proteins. Presumably, an essential and conserved protein is more likely to be important in interaction networks [21, 22]. Still, it is unclear whether an abundant protein participates in more...
interactions than its low abundance counterpart. Due to these correlations, here shown to be related to the experimental method, the interactivity of abundant, conserved and essential proteins in the real life network is still unclear.

3.4 Interaction prediction based on physical properties

As of yet, we have identified several properties that are over-represented in interacting protein pairs, and discerned the variation within different datasets (Fig. 3). However, we have also shown that many of these properties are strongly correlated (Table 2). Hence, the relative importance of the investigated properties for the interaction is largely unknown. In an attempt to determine how important the different properties are with regard to interactions, we have performed interaction prediction based on protein properties alone. We have used a SVM that was trained to predict interaction/no interaction-based solely on one or several of the protein properties. If the predictive power is increased by adding more properties this indicates that these properties are contributing independently to the interaction capability.

It is clear from the SVM predictions that abundance is the most important factor for identifying TAP interactions (Fig. 6). Further, although over-represented in some datasets, the individual contributions from domain repeats, disorder and long proteins is low and in some cases close to random (50%). Still, these properties (domain repeats, disorder and length), which are strongly correlated, do provide a small improvement when used in combination in the SVM training, especially in the Krogan set. Nevertheless, abundance gives the best performance in TAP interaction prediction and little is gained by adding the three other properties.

Interestingly, in the Y2H dataset, domain repeats and disorder provide equal classification as abundance, even if it is low. This would suggest that domain repeats and disorder are indeed important for the transient interactions detected by the Y2H method.

4 Concluding remarks

Here, we present an in-depth analysis of the biases in PPI experiments, in particular with regards to a number of physical properties of the interacting proteins. Considering that the TAP and Y2H are quite different methods, it is not surprising that our investigation shows substantial differences with regard to the interacting proteins detected by the two methods. Interestingly, we also demonstrate that the Gavin and Krogan datasets, constructed using similar methods, diverge substantially. In particular, there is a disagreement with regards to disorder content, which is over-represented in Krogan, but not in Gavin. This result may explain why studies based on different datasets have come to conflicting conclusions regarding disorder content in interactions [16–18, 38, 43].

Further, disorder regions should be more common in transient interactions than stable complexes according to recent results [18, 19]. However, the enrichment of disorder in Krogan would suggest that disorder may also be important for interactions in stable complexes, especially if they are detected in spite of their low abundance.

Figure 6. SVM prediction of interactions. The figure shows the percentage correct classified interactions from SVM’s trained on different properties of the interacting protein pairs. The properties tested are domain repeats (R), disorder regions >80 residues (D), sequence length >800 residues (L) and protein abundance >6000 molecules/cell (A).
Unlike disordered regions, which are uncommon in the Gavin experiment, repeated domains are common in interactions irrespective of detection method. However, when SVMs were used to discern the best determinant properties for protein interaction, structural properties paled in comparison to the effect of abundance in TAP experiments. This is not surprising, considering that abundant proteins are easier to detect with MS. What remains to be discovered is if abundance is a relevant physical property that is enriched in functional interactions or if it is primarily an artifact of the experimental procedure. In favour of the former is a small enrichment of abundant proteins in Y2H, although abundance should not have any effect on the Y2H assay. The slight over-representation of more abundant proteins in Y2H interactions could indicate that abundant proteins actually have more interaction partners in vivo. However, this trend may also be a consequence of sampling biases. Further, a few highly ‘promiscuous domains’ seem to be involved in nearly half of all interactions. Hence, it would be interesting to further investigate the interactions in which these domains participate, in order to discern if any of these domains give rise to false positives. However, this does not seem to be the case in Y2H interactions as Huang et al. [14] do not list these domains as ones responsible for false positives in their study.

In conclusion, long proteins, containing promiscuous domains, disordered structure and domain repeats are prone to interact frequently. However, the degree to which these different properties contribute to interactions will remain an open question until the effect of protein abundance on protein interaction detection is better understood. In the meantime, the best working assumption is that analysis of the full PPI networks should be performed on data stemming from a combination of different methods.
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