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Abstract

Thin films provide a remarkable asset, as depositing a thin surface layer can com-
pletely alter a material’s characteristics and provide new, inexpensive, and valuable
properties. In 2020, a new Chemical Vapour Deposition (CVD) approach was de-
veloped at Linköping University, using plasma electrons as reducing agents for the
deposition of metallic thin films. To understand the CVD approach, comprehen-
sion of the deposition chemistry is crucial.

In this thesis, I have performed a theoretical examination of the gas phase
and surface chemistry of ferrocene in the recently developed CVD method to form
metallic iron thin films, using plasma electrons as reducing agents. Results show
that ferrocene anion formation and dissociation are probable in the gas phase,
depending on the energy of the plasma electrons. It gets successively easier to
dissociate the complex after gaining electrons. The most probable gas phase species
leading to film formation was determined FeCp−

2 , FeCp, and Cp− under the normal
deposition parameters. An electron energy above 220 kJ/mol would suffice for ion
formation and dissociation to form FeCp and Cp− fragments.

On the surface, ferrocene’s vertical and horizontal adsorption is equally prob-
able, with energies around -72 kJ/mol. Cp, Fe, and FeCp with Fe facing towards
the surface interacts stronger with the surface than ferrocene, with adsorption en-
ergies of -179, -279 kJ/mol, and -284 kJ/mol. FeCp with Fe facing up from the
surface had adsorption energy of -23 kJ/mol. As the surface bonding of Fe and
FeCp with Fe facing the surface is stronger than for the other species, this poses a
possible way of tuning the CVD method to limit carbon impurities. By providing
above 180 kJ/mol energy, for example in the form of heating the substrate, the un-
wanted species FeCp2, Cp, and FeCp with the ring facing downwards would desorb
from the surface, leaving the Fe and FeCp fragments with iron facing towards the
surface still adsorbed. This poses a possible way of reducing carbon impurities.
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1 Introduction

1.1 Chemical vapour deposition of metallic thin films

Thin films have been utilised for centuries and are applied for numerous purposes
to enhance everyday life. They provide a remarkable asset as depositing a thin
layer, typically ranging in nano to micrometers, on top of a bulk material can
alter the characteristics and provide new, inexpensive, and valuable properties [1].
Metallic thin films can improve several attributes, such as optical [1], coating [1–4],
electrical [1, 5], mechanical [2–4], chemical [2], magnetic [6, 7], and catalytic [8, 9]
properties. Hence, they have multiple meaningful application areas, such as in elec-
tronics, coatings, optics, and catalysis [10, 11]. The deposition is feasible through
different techniques, such as Physical Vapour Deposition (PVD) and Chemical
Vapour Deposition (CVD). In CVD, the molecular species, called precursors, are
typically introduced with a carrier gas into a heated CVD chamber (Figure 1),
where molecules react and form a thin film on top of a substrate [10, 12, 13].
In PVD, the deposition involves purely physical impacts [10, 12]. As opposed to
PVD, CVD is not a line-of-sight process. Therefore, CVD is superior for specific
applications, such as when films of high uniformity or large areas are required [10,
12–14]. Additionally, plasma-enhanced CVD may enhance film quality and growth
rate by providing extra energy or changing the chemical pathways [3].

Figure 1: A simple schematic drawing of a CVD chamber.

In CVD, many simultaneous reactions can occur, and both gas phase and sur-
face reactions are relevant for thin film growth. Such reactions include precursor
decomposition, gas phase reactions of the precursor, and adsorption, diffusion,
nucleation, and desorption at the surface, as visualised in Figure 2. As can be
described by fluid dynamics, the friction encountered by gas when flown above a
surface creates a fluid-flow boundary layer where the velocity and concentration
of species differ. The species must diffuse through this boundary layer, where the
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lower speed makes them reside longer and chemical reactions more likely to oc-
cur. On the surface, the adsorbed species, called the adsorbate, can diffuse to find
more energetically favourable sites. If the adsorption strength is insufficient, some
species may desorb after adsorption. [10, 12]

Figure 2: Schematic drawing of the most relevant chemical reactions inside a
CVD chamber, inspired by Figure in [12].

Figure 3: Schematic representation of the new CVD
method described in [15]. Courtesy of Henrik Peder-
sen, used with permission.

In 2020, Nadhom et al. [15]
demonstrated a unique CVD
technique to deposit metal-
lic thin films, using plasma
electrons as reducing agents
for metal-containing pre-
cursors. The electrons are
drawn towards the sub-
strate surface using a pos-
itive bias (see schematic
drawing in Figure 3). In
a cold plasma, the energy
of the electrons is signifi-
cantly higher than that of
the ions. The collision be-
tween high-energy plasma
electrons and precursors can break chemical bonds, producing new fragments such
as radicals and ions in the gas phase or on the surface. Using plasma as an energy
source enables low deposition temperatures and the deposition of metals with a
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low reduction potential, which is generally difficult due to their oxidising tendency.
Such an example is an iron thin film (74 at.% Fe) deposited from a ferrocene pre-
cursor on a cold (35-50°C) Ag substrate, using the CVD approach. Additionally,
the method has been proven area-selective depending on substrate resistivity[16]
and adhesive masking[14]. The new CVD approach has several meaningful appli-
cation areas. For instance, it opens for less complicated electronics and elemental
semiconductors manufacturing and enables using temperature-sensitive materials
in, for example, patterning applications [3].

1.2 Ferrocene

Figure 4: Ferrocene staggered
(left) and eclipsed (right) confor-
mational structure.

Ferrocene and other metallocenes are used ex-
tensively as CVD precursors [10]. Ferrocene
has two five-carbon cyclopentadienyl anions
(Cp−), centered by a positively valenced iron
(Fe2+) [17–19]. Figure 4 shows the staggered
and eclipsed ferrocene conformations. Each
Cp− ring holds six π-electrons equally shared
by five orbitals to form an essentially aromatic
structure. [20]

1.3 Thesis objective
This thesis focuses on the formation of iron (Fe) thin films on silver (Ag), using
ferrocene (FeCp2) as a precursor and plasma electrons as a reducing agent in the
CVD approach presented by Nadhom et al. [15]. So far, the chemical reactions
and mechanisms of the new CVD technique are limited. Additional investigations
are required to understand the gas phase, surface chemistry, and the effects of
the plasma, leaving a knowledge gap to be filled by further research. Knowledge
about the gas phase and surface reactions is crucial for understanding and ad-
vancing CVD processes and deposited materials. As CVD systems often limit the
performance of in-situ measurements, analyses are usually constrained to ex-situ
analyses. Therefore, computational studies provide an invaluable tool for knowl-
edge about the chemistry occurring during CVD processes.

In this thesis, I employ Quantum Chemical methodology to unveil information
about the previously mentioned CVD method. Here, I examine gas phase and sur-
face chemistry on an Ag(111) surface for ferrocene and decomposition fragments.
The Gaussian 16 and the Vienna Ab-Initio Simulation Package (VASP) were used
to compute the gas phase and surface reactions. The National Academic Infras-
tructure for Supercomputing in Sweden (NAISS), and the National Supercomputer
Centre (NSC) at Linköping University provided the computational resources.
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2 Background
2.1 Ferrocene electronic structure

Iron is a transition metal (TM) with an electronic configuration of [Ar]3d64s2,
with five d-orbitals containing six d-electrons. Due to the incompletely filled d-
orbitals, Fe and its complexes exhibit several close-lying spin states [21]. Ferrocene
adopts an approximately octahedral geometry, where the Fe d-orbitals split into
triply degenerate low-energy orbitals (dxz, dxy, dyz) and doubly degenerate high-
energy orbitals (dz2 , dx2−y2) under the influence of the octahedral crystal field.
This splitting, known as orbital spin splitting, is characterized by the ligand-field
splitting parameter, ∆oct. The degree of spin splitting depends on the strength
of the ligand, the metal identity, and the metal charge [18]. Compared to the
energy state of the degenerate orbitals, referred to as the barycentre, the low-
energy orbitals (labelled t2g) lie 2

5
∆oct lower in energy, and the high-energy orbitals

(labelled eg) lie 3
5
∆oct higher in energy. The energy differences arise due to the

repulsion between the ligand and metal orbitals. The t2g orbitals locate between
the ligands, whereas the eg orbitals align with the ligand axis, creating repulsion
forces. As a result, the t2g orbitals are more involved in metal-ligand bonding.
Molecules in low and high spin states correspond to electrons occupying low or
high-energy orbitals, respectively. For the iron d-orbitals, the low and high spin
states are the singlet and quintet states, respectively (Figure 5). Ferrocene is
considered to be a low-spin complex.

Figure 5: Schematic drawing of the occupation of the spin-split iron d-orbitals
for the low (singlet) and high (quintet) spin state in an octahedral field.

4



Figure 6: Schematic drawing of the electron
occupation of the orbitals in the cyclopentadi-
enyl anion (Cp−).

The cyclopentadienyl anion (Cp−)
has a practically aromatic struc-
ture with three delocalized pairs
of electrons around the ring. Cp−

belongs to the D5h point group,
and the orbitals form a′′2, e′′1, and
e′′2 orbitals with increasing energy,
varying from bonding to weakly
bonding to anti-bonding (Figure
6). The e′′1 and e′′2 orbitals are
doubly degenerate. Electrons fill
the orbitals from lowest to high-
est energy, leaving the e2” orbitals

Figure 7: Schematic drawing of the electron
occupation of the orbitals of two cyclopentadi-
enyl anions (Cp2).

unfilled. The orbitals of two Cp−

rings can combine to form ten lig-
and orbitals with a′1 < a′′2 < e′1 <
e′′1 < e′2 < e′′2 (Figure 7), where e′1,
e′′1, e′2 , and e′′2 are doubly degen-
erate. [22]

Ferrocene forms by combining
the orbitals of Fe and two Cp−

orbitals, creating an 18-electron
complex with five electrons from
each Cp− ring and eight from
Fe2+. [20] An 18-electron sys-
tem is generally considered a very
stable configuration. The most
significant contributions to the
bonding come from the Fe d-
orbitals and π-bonds in Cp−. [23]

In the eclipsed ferrocene (D5h),
the orbitals are occupied in the
following order: a′1 < a′′2 < e′′1 <
e′1 < e′2 < a′1 < e′′1* < e′′2 (nb) <
e′2* < a′1* < a′′2* < e′1* (Figure
8). The first two orbitals (a′1, a′′2)
are mainly contributed from the
Cp− orbitals, with a small contri-
bution of the 4s, 4pz, and 3dz2 Fe
orbitals.
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Figure 8: Schematic drawing of the electron oc-
cupation of the orbitals in ferrocene.

The e′′1 orbitals involve the
interaction between the lig-
and and the dxz, dyz Fe-
orbitals, the most crucial fac-
tor in the complex stabiliza-
tion as these orbitals have the
strongest overlap between the
ligand and metal. The fol-
lowing orbital (e′1) is mainly
from the Cp orbitals, with a
small contribution from the Fe
3px,py orbitals. The three next
orbitals are metal d-character
orbitals from the contribution
of (dxy, dx2−y2), (dz2), and (dyz,
dxz). These orbitals vary from
weakly bonding (e′2 ) to practi-
cally non-bonding (a′1 ) to anti-
bonding (e′′1 *). The a′1 orbital
is the highest occupied molec-
ular orbital (HOMO). The e′′1*
orbitals are unfilled in the
ground state and are the lowest
unoccupied molecular orbitals
(LUMO). However, it is worth
noting that the relative ener-
gies of these orbitals have been
somewhat ambiguous. [20] Fer-
rocene is previously recognised
to be in a singlet state under
normal conditions. [23–25]
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2.2 Ferrocene geometry and dissociation

In a previous computational project[26], I evaluated different functionals and ba-
sis sets to investigate the geometry and ring dissociation of FeCp2 in the gas
phase. The evaluated functionals included the density functional theory-hybrids
B3LYP[27, 28] (≈20% Hartree-Fock exchange)[29], MO6-2X[30] (≈54% Hartree-
Fock exchange), and the DFT functional PBE[31, 32]. In addition, various basis
sets for the B3LYP functional were evaluated, including Pople-type[33], LANL2DZ
with Los Alamos National Laboratory 2 double-zeta effective core potential [34]
(ECP), and Karlsruhe[35] basis sets. Mixed basis sets were also employed, using
the Pople-type basis set on C and H atoms with the LanL2DZ or Karlsruhe basis
set on Fe. Furthermore, I investigated the inclusion of Grimme’s dispersion cor-
rection (gd3)[36]. The relevant results from the previous study[26] are compiled
in Appendix D.

Results showed that using the B3LYP functional with dispersion correction
and a mixed basis set consisting of def2tzvp for iron and 6-311G(2df,2pd) for
other atoms produced reliable values for conformation energy difference, bond
lengths, and reaction enthalpies in close agreement with experimental and theo-
retical values. The B3LYP functional performed better than the MO6-2X and PBE
functionals. The B3LYP functional has been previously shown to produce geomet-
rical values that closely match experimental results[25, 37]. The calculated energy
difference between the eclipsed and staggered conformations was found to be -2.2
kJ/mol, with the eclipsed conformation being slightly lower in energy, consistent
with experimental[38, 39] and previous computational[24, 40, 41] findings. The low
rotation barrier allows both conformations to occur in the gas phase[18, 40, 42].
The standard enthalpy of formation for the reaction Fe + 5 C2H2 −−→ FeCp2 was
calculated to be ∆rH0 = -1305 kJ/mol for the eclipsed conformer. This value dif-
fered by only 22 kJ/mol from the value of -1327 kJ/mol calculated from theoretical
values.

The ferrocene dissociation of one and two rings was examined by scanning the
bond distance between the iron and the ring center. Asymmetrical dissociation
was energetically favored, allowing an intact resonance structure in the remaining
Cp− ring. When one of the rings moved outwards during asymmetric dissociation,
while still at a close distance, the iron moved to even out the distance to the
rings. At long enough distances, the iron started to move closer to the retained
ring, in alignment with experimental data[43]. As one of the Cp− rings leaves, the
electrostatic attraction and hence the distance and dissociation energy between
the iron and the remaining Cp− ring should increase. This has been shown in an
experimental study, where the dissociation of the second ring was 123 kJ/mol less
energetically favourable[43]. Dissociation of the rings caused the complex to change
from a low (singlet) to a high (quintet) state, suggesting a spin change is necessary
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for dissociation. Figures 9 and 10 show the respective steps of the symmetric and
asymmetric scan, where the end structure is the structure obtained when the scan
ended.

Figure 9: The decomposition steps of the symmetric scan.

Figure 10: The decomposition steps of the asymmetric scan.
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2.3 Ferrocene adsorption on surfaces

The adsorption of ferrocene has been of interest to numerous researchers, and
several experimental and theoretical studies have been conducted previously. De-
position of ferrocene requires low temperatures as it readily desorbs from sur-
faces. Ferrocene has been found to adsorb associatively or dissociatively on var-
ious cold surfaces, such as Ag(100)[44–47], Cu(111)[44, 48, 49], Pt(111)[50, 51],
and Au(111)[52]. The adsorption of substituted ferrocene has also been studied on
Ag(111) [53, 54], in which the substitution atoms bind to the surface. However,
to my knowledge, pure ferrocene adsorption on Ag(111) has not been studied.

Figure 11: Schematic picture of
the adsorption sites of the (111) sur-
face of an fcc material; on-top (1),
hcp hollow (2), fcc hollow (3), and
bridging (4) position. The light gray
atoms are the top-layer atoms, the
middle-dark gray are the middle-
layer atoms, and the dark gray are
the bottom-layer atoms.

Silver is an fcc material. The (111) sur-
face of an fcc material has four adsorption
sites; 1) on top, 2) hcp hollow, 3) fcc hollow,
and 4) bridging positions (Figure 11). The
first three correspond to putting the adsor-
bate directly above one of the crystal struc-
ture’s top-layer, second-layer, or third-layer
atoms. The bridging position is the site pre-
cisely in between two top-layer atoms.

Ferrocene can adsorb vertically and hor-
izontally (Figure 12). Vertical adsorption
is generally considered a π-stacking interac-
tion between the Cp− ring’s π-system and
the surface. Cp− rings and benzene share
similarities in being geometrically flat and
aromatic. Adsorption, where the conjugated
carbon-hydrogen ring lies flat on the surface,
has been found previously for benzene on
various surfaces[55, 56]. On Ni(111), ben-

Figure 12: Horizontal (left) and vertical (right) adsorption geometry of ferrocene.
Fe, C, and H atoms are yellow, brown, and beige, respectively.
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zene adsorbs 1.91(± 0.04) Å above the surface[55] at the favourable hcp hollow
and bridging adsorption sites[55, 56]. Another study has found that the hcp-hollow
site is most energetically favourable for the adsorption of Cp− on Ni(111)[56].

Ferrocene has been shown to adsorb associatively in a vertical geometry on
Ag(100)[44–47] and horizontal geometry on Cu(100)[44]. The difference in adsorp-
tion is attributed to the distance between the surface atoms, with the Cu-Cu bond
length matching that of two adjacent hydrogens of the Cp− ring, enabling a chelat-
ing interaction between the two adjacent hydrogens and two surface copper atoms,
with the Cu-H bonds breaking and regenerating at a rapid rate.[44] On Ag(100),
desorption is the preferred process over decomposition. Partial fragmentation with-
out desorption could be obtained by synchrotron UV-radiation, resulting in the
retention of more strongly chemisorbed fragments on the surface. [45, 46] It has
also been found that heating a physisorbed ferrocene leads to ligand dissociation,
forming immobile surface-bound Cp radicals (C5H5

•). Cyclopentadienes (C5H6),
however, were found to be mobile on the surface.[57]

Moreover, ferrocene has been found to adsorb in a sequence of vertical and hor-
izontal geometries on Cu(100)[48] and Cu(111)[48, 49] surfaces, with non-covalent
interactions between the Cp− rings[48]. Ferrocene has also been found to ad-
sorb vertically on Cu(111) with a slight tilt relative to each other, attributed to
steric repulsion of the H-atoms[58]. It has also been determined that vertically ph-
ysisorbed ferrocene on Cu(111) can undergo dissociation of one of the Cp− rings
upon a barrier-less approach of a Fe atom, leading to the formation of surface-
bound and gas-phase FeCp complexes viable for further reactions [49].

Dissociative ferrocene adsorption has been determined on Au(111) [52] and
Pt(111)[50]. On Au(111), two layers formed of FeCp2 and FeCp complexes at the
bottom and Cp− rings at the top.[52] On Pt(111), a layer of Cp− rings formed. At
high exposures, ferrocene could replace the fragments on the surface. [50]

Ferrocene adsorption on Pt(111) near a step-edge[51] has shown both vertical
physisorption and horizontal chemisorption, the latter slightly favoured on a flat
surface but very similar in energy close to a step edge. Chemisorption occurs
through an initial C-Pt bond, allowing for an H shift from C to Fe to the surface
and a simultaneous Fe-Pt bridge formation. Ferrocene and H can migrate to the
step-edge, where the H can rebind to Fe and open the sandwich structure leading
to the dissociation of the bottom Cp− ring from Fe and the rebinding of H to
the Cp− ring, achieving the lowest energy structure. Complete dissociation was
reached by migrating the top Cp− ring away from Fe, resulting in a slightly higher
energy end-structure (+0.23 eV).

To conclude, the adsorption of ferrocene is complex, depending on the surface,
temperature, and energy source. Further experimental and theoretical investiga-
tions are necessary to understand the behavior in the new CVD approach.
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3 Quantum Chemical Methodology

3.1 Quantum Chemistry

3.1.1 The Schrödinger equation and the many body problem

Quantum chemistry (QC) applies quantum mechanics to chemical systems to pre-
dict chemical behaviour at the atomic level. At the heart of QC lies the Schrödinger
equation, providing a means to determine the wave function Ψ of a system, from
which many properties of the chemical species can be extracted[59]. The solution
to the time-independent, non-relativistic Schrödinger equation (Eq. 1) yields the
total energy (E) and wave function (Ψ), which corresponds to the eigenvalues and
eigenfunctions of the Hamiltonian operator (Ĥ), respectively.

ĤΨ = EΨ (1)
The Hamiltonian operator is a differential operator representing the total en-

ergy of a system. The total energy consists of the kinetic energy, a sum of the
kinetic energy of the electrons T̂e and the nuclei T̂n, and the potential energy, a
sum of the electron-nuclei V̂ne, electron-electron V̂ee, and nuclei-nuclei V̂nn interac-
tion. In atomic units, the Hamiltonian can be expressed as in Eq. 8. Here, i and j
span over N electrons, and A and B span over M nuclei. MA is the mass of nucleus
A, RAB and rij are the distance between nucleus A and B, and electrons i and j,
respectively, ZA and ZB denote the particle charge of species A and B, and the
Laplacian operator ∇2 = δ2

δx2 +
δ2

δy2
+ δ2

δz2
with respect to the cartesian coordinates

of the respective species A and i.

Ĥ = T̂n + T̂e + V̂ne + V̂nn + V̂ee = (2)

= −1

2

M∑
A=1

1

MA

∇2
A − 1

2

N∑
i=1

∇2
i −

N∑
i=1

M∑
A=1

ZA

rAi

+
M∑

A=1

M∑
B>A

ZAZB

RAB

+
N∑
i=1

N∑
i>j

1

rij

Quantum chemical methods rely heavily on the Born-Oppenheimer approxima-
tion[60], presuming the nuclei to be stationary relative to the fast-moving electrons
(T̂n=0). This approximation allows for separating and solving the Schrödinger
equation separately in terms of a nuclear and an electronic part. Generally, QC
methods utilise the electronic Hamiltonian (Ĥe) (Eq. 3) to calculate the electronic
wave function Ψe and the electronic energy Ee (Eq. 4). It follows that the nuclear
energy is the nuclear interaction energy (En = V̂nn), and the total system energy
Etot sums by the electronic energy Ee and the nuclear energy En (Eq. 5).[59, 61]

Ĥe = T̂e + V̂ne + V̂ee = −1

2

N∑
i=1

∇2
i −

N∑
i=1

M∑
A=1

ZA

rAi

+
N∑
i=1

N∑
i>j

1

rij
(3)
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ĤeΨe = EeΨe (4)

Etot = Ee + En (5)

Many-electron species present a many-body problem, which makes it impossible
to solve the Schrödinger equation analytically[59]. Quantum chemical methods use
approximations and subsets of functions to obtain numerical solutions with vary-
ing levels of accuracy, balanced against computational cost, and speed. Hartree
Fock (HF) and Density Functional Theory (DFT) are two widely used methods of
calculating electronic energy, using functionals of the wavefunction and electron
density, respectively. Choosing a method also involves the selection of a basis
set, a set of functions that span the vector space of the orbitals approximating
the electronic wave function. A complete basis set includes an infinite number of
basis functions, which is not computationally feasible. Instead, only a certain set
of basis functions are included. In general, larger basis sets give more accurate
but more computationally demanding approximations. Two examples of basis sets
commonly used in molecular and solid state modelling, respectively, are molecular
orbitals (MOs) constructed from a Linear Combination of Atomic-type Orbitals
(LCAO), and plane waves constructed from Fourier expansion of the periodic part
of the wave function of the solid material.

3.1.2 The Hartree-Fock method

The HF method[62, 63] is a central part of QC, using one-electron equations, a
Slater determinant, and an average potential to solve the Schrödinger equation.

The electronic Schrödinger equation of an N-electron molecule can be approxi-
mated by a product of N three-dimensional single electron equations, yielding the
simplest Hartree approximation of the electronic Schrödinger equation (Eq. 6),
where ri describes a three-dimensional electron vector, and ψi(ri) is termed an
orbital. Molecular orbitals (Eq. 7) can be approximated as a linear combination
of n atomic-type orbitals (Φ) with a coefficient (cij) describing the contribution
of each AO to the molecular orbital, which is the LCAO approach. The set of
AOs used to approximate the MOs is the basis set, and improved accuracy can
be obtained by including more functions in the basis set, at the cost of increased
computational complexity.

ĤeΨ(r1, r2, ..., rN) = EeΨ(r1, r2, ..., rN) = Ee

N∏
i=1

Ψi(ri) (6)

Ψi(ri) =
n∑

j=1

cijΦj(r) (7)
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Under the assumption of no electron interaction (V̂ee = 0), the electronic Hamil-
tonian is a sum of one-electron Hamiltonians (Eq. 8), where ĥ(i) is a one-electron
Hamiltonian, or a core Hamiltonian, which includes the kinetic energy and nuclei-
electron interaction energy experienced by the electron (Eq. 9).

Ĥe =
N∑
i=1

ĥ(i) (8)

ĥ(i) = −1

2
∇2

i −
M∑

A=1

ZA

rAi

(9)

For describing the interaction between electrons, the HF approximation intro-
duces an averaged potential experienced by one electron due to the repulsive forces
from all other N − 1 electrons, called the Hartree Fock potential V̂HF (i) (Eq. 10).
It contains sums of coulomb interactions (Ĵij) and exchange interactions (K̂ij). Ĵij
is the interaction that an electron positioned at r⃗i experiences in the presence of
another electron in spin-orbital χj (Eq. 11), where a spin-orbital is a product of
a spatial orbital and one of the two orthonormal spin functions. x⃗i is a product
of the spatial coordinates r⃗i and spin coordinates s⃗i. K̂ij, defined as in Eq. 12,
accounts for the Pauli principle, which states that two electrons cannot have the
same quantum numbers.

V̂HF (i) =
N∑
j=1

Ĵij − K̂ij (10)

Ĵij(x⃗1) =

∫
|χj(x⃗2)|2

|r⃗1 − r⃗2|
dx⃗2 (11)

K̂j(x⃗1)χi(x⃗1) =

∫
χ∗
j(x⃗2)χi(x⃗2)

|r⃗1 − r⃗2|
dx⃗2χj(x⃗1) (12)

Following this, the Hamiltonian of interacting electrons can be described as
the Fock operator f̂(i), a sum of the one-electron Hamiltonian of an independent
electron and the HF potential (Eq 13). Eq. 14 defines the Hartree Fock equations,
used to find the lowest energy of the orbitals. ϵi is the Langmuir multiplier, labelled
the orbital energy.[59, 64]

f̂(i) = ĥ(i) + V̂HF (i) (13)

f̂iχi = ϵiχi (14)

In the HF method, the N normalised single electron wave functions build up a
normalised, antisymmetric Slater determinant ΦSD (Eq. 15, showing the diagonal
elements). The expectation value ⟨Ψ∗|Ĥ|Ψ⟩ is minimised by utilising the varia-
tional method to vary the spin orbitals that are constrained to being orthonormal.
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As the value of a spin-orbital depends on the value of all the other spin orbitals, the
HF method utilises the self-consistent field (SCF) theory to solve the Schrödinger
equation, which is an iterative process to find the lowest energy of the system.
The SCF cycle involves an initial guess of the many-particle wave function used to
calculate the kinetic and potential energy operators and the Hamiltonian. Using
the Hamiltonian, the Schrödinger equation can be solved to determine the wave
function used as an initial guess in a new loop. By repeating the cycle until meeting
a convergence criterion of the wave function, the final wave function and solving
of the Schrödinger equation give the total energy, called the HF energy EHF (Eq.
16).

ΦSD =
1√
N !
det{χ1(x1)...χN(xN)} (15)

ĤΦSD = EHFΦSD (16)

The variational principle states that the calculated energy will always be higher
than or equal to the ground state energy, introducing the correlation energy de-
fined as the difference between the ground state energy and the HF energy (EC

= E0 - EHF ). The correlation energy mainly arises from the repulsion of elec-
trons, which is treated in an average fashion by the HF potential, and thus is not
accounted for correctly, limiting the accuracy of the HF method. Different meth-
ods have been proposed to account for the correlation, such as the wave-function
based Møller Plesset (MP2), configuration interaction (CI), quadratic CI (QCI),
and coupled cluster (CC) approaches. Another method that uses an approximate
correlation treatment is the DFT approach. DFT/HF hybrids are DFT function-
als that include a part of HF exchange, which usually makes the functional more
accurate.[59, 64]

3.2 Density Functional Theory

3.2.1 The theorems of Hohenberg and Kohn

Density Functional Theory is a method with many analogies to the HF method.
However, In DFT, the ground state electronic energy is a unique functional of the
ground state electron density (ρ0), as proven by Hohenberg and Kohn[65]. In Eq.
22, given from the first theorem of Hohenberg and Kohn, T [ρ0] is the kinetic energy,
Eee[ρ0] the electron-electron interaction energy, and ENe[ρ0] is the nuclei-electron
interaction energy. Eee[ρ] consists of a Coulomb part J[ρ0] and a non-classical part
Encl[ρ0] (Eq. 18).

E[ρ0] = T [ρ0] + Eee[ρ0] + ENe[ρ0] (17)

Eee[ρ0] = J [ρ0] + Encl[ρ0] (18)
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The ground state density correlates to only one system with specific N, RA,
and ZA. Therefore, the expression divides into system-dependent and system-
independent contributions (Eq. 19). The nuclei-electron interaction term ENe

depend on the system, and the kinetic energy and electron-electron interaction
terms are said to be system-independent since they are independent of N, RA, and
ZA. The T[ρ] and Encl[ρ] parts are unknown.[59]

E[ρ0] = ENe[ρ0]︸ ︷︷ ︸
system dependent

+T [ρ0] + J [ρ0] + Encl[ρ0]︸ ︷︷ ︸
system independent

(19)

3.2.2 The Kohn-Sham approach

As mentioned earlier, the kinetic energy of the electrons is unknown. To make the
kinetic energy computationally feasible, Kohn and Sham[66] proposed an approach
to calculating as much as possible of the kinetic energy explicitly and approximat-
ing the rest, introducing the Ts[ρ0] term for the kinetic energy of non-interacting
particles and the exchange-correlation energy Exc (Eq. 21). Exc consists of the
Kohn-Sham kinetic energy TC [ρ0] approximating the remainder of the kinetic en-
ergy (defined as T[ρ0]-Ts[ρ0]), and Encl[ρ0] (defined as Eee[ρ0] − J [ρ0]). Exc then
contains everything unknown.

T [ρ0] = Ts[ρ0] + Exc[ρ0] (20)

Exc[ρ0] = (T [ρ0]− Ts[ρ0]) + (Eee[ρ0]− J [ρ0]) = TC [ρ0] + Encl[ρ0] (21)

Finally, the energy functional is the sum of the nuclei-electron and electron-
electron interactions, the kinetic energy of non-interacting particles, and the un-
known exchange-correlation energy (Eq. 22).

E[ρ0] = ENe[ρ0] + J [ρ0] + Ts[ρ0] + Exc[ρ0] (22)

By introducing an effective potential of an electron Veff , the Hamiltonian
of a non-interacting electron can be described (Eq. 24). This Hamiltonian is
called the Kohn-Sham (KS) operator (f̂KS). Veff contains the Coulombic forces
of the electron-nuclei and electron-electron interaction, as well as an unknown
exchange-correlation potential Vxc, defined as the derivative of Exc with respect
to ρ (δExc/δρ).

f̂KS = −1

2
∇2

i + Veff (ri) (23)

Veff (r) = −
M∑
A

ZA

|r1 − RA|
+

∫
ρ0(r2)

|r1 − r2|
dr2 + Vxc(r1) (24)

From here, the Schrödinger-like Kohn-Sham equation of a non-interacting elec-
tron can be introduced (Eq. 25). The solving of these one-electron Kohn-Sham
equations involves an iterative SCF method by using a trial density to obtain the
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Veff and using it to get the electron density of the one-electron Kohn-sham orbitals
with energy ϵ. As in the HF method, this is done by using a Slater determinant and
exploiting the variational principle, using a trial density ρ̃ under the constraints
that it is non-negative ρ̃(r⃗) ≥ 0 and that the integral of the density over all space
is equal to the number of electrons N in the system

∫
ρ̃(r⃗)dr⃗ = N . The SCF loop

is repeated until a set convergence criterion is satisfied. Figure 13 illustrates a
flowchart scheme of the Kohn-Sham SCF procedure.

f̂KSΨi = ϵiΨi (25)

Figure 13: Flow scheme illustration of the Kohn-Sham self-consistent loop.

The Kohn-Sham approach thus makes the computation of the kinetic energy
of the non-interacting electrons feasible. Next, a method of approximating the
unknown exchange-correlation term Exc is required. The computational accuracy
heavily depends on the exchange-correlation functional.
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3.2.3 Exchange-correlation functionals

To approximate the exchange-correlation term, various functionals have been in-
troduced, such as the Local Density Approximation (LDA), Generalised Gradient
Approximation (GGA), meta-GGA, and hybrid GGA.

The LDA assumes a uniform electron gas, where Exc depends only on the local
electron density at position ρ(r) and is equal to the sum of the exchange-correlation
energy per particle (εxc[ρ(r)]), positioned at ρ(r) (Eq. 26), weighted after the
probability that it is an electron at position ρ(r). The LDA approach has shown
valuable results for geometry and harmonic frequency calculations. However, it
generally delivers poor energetic results.[59]

ELDA
xc [ρ(r)] =

∫
ρ(r)εxc[ρ(r)]dr (26)

The GGA approach introduces, through a Taylor expansion series of the uni-
form electron density from the LDA method, a charge density gradient to account
for the non-homogeneity of the electron gas (General form, Eq. 27). The exchange-
correlation is often split into exchange Ex and correlation Ec parts. Different GGA
method uses different integrands f and gradients ∇. A meaningful GGA functional
is PBE, proposed by Perdew, Burke, and Ernzerhof[31].

EGGA
xc [ρ(r)] =

∫
ρ(r)f [ρ(r),∇ρ(r)]dr (27)

A hybrid functional incorporates a contribution of exact HF exchange into the
DFT functional. B3LYP is a DFT/HF hybrid including 20% HF exchange and
80% DFT exchange[29], tuned for accurate yet efficient calculations. It includes
Becke’s 3-parameter exchange functional with both LDA and GGA exchange and
the Lee-Yang-Parr correlation functional. This thesis utilises the DFT/HF hybrid
B3LYP for molecular modelling and the pure DFT functional PBE for solid-state
modelling.

For weakly interacting systems, accurately describing dispersion forces is cru-
cial, something where both LDA and GGA fail. In such cases, the addition of
dispersion correction can be made to the functional. In this thesis, I utilise the D3
version of Grimme’s empirical dispersion correction (gd3)[36].
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3.3 Statistical mechanics

In DFT, the calculations are generally performed at 0 K. By combining the results
from quantum mechanics with statistical mechanics, one can get thermodynamic
information, providing a way of comparing the obtained results with experimen-
tal data. Statistical mechanics, therefore, constitute an important link between
quantum mechanics and the real world.

Central to statistical mechanics is the partition function q (Eq. 28), where
kB is Boltzmann’s constant and T is the temperature. The molecular partition
function is defined as the sum over all quantum energy states 0, 1, ..., n, with
corresponding energies ϵ0, ϵ1, ..., ϵn, that a molecule may exist in, as described
by the Boltzmann distribution. The probability of the molecule being in state i
can therefore be explained as the number of molecules in state i (Ni) divided by
the total number of molecules in all states (N), which is equal to the partition
function (Eq. 29).

q =
N∑
i=1

e
−
ϵi
kBT (28)

Ni

N
=
e
−
ϵi
kBT

q
(29)

The partition function can be used to directly derive the internal energy U
and the Helmholtz free energy (A) and from them several other important ther-
mochemical properties such as entropy (S), enthalpy (H), and Gibbs free energy
(G) (Eqs. 30-34).

U = kBT
2(
∂ln(q)

∂T
)V (30)

A = −kBT ln(q) (31)

S =
U − A

T
= kBT (

∂ln(q)

∂T
)V + kBln(q) (32)

H = U + PV = kBT
2(
∂ln(q)

∂T
) + kBTV (

∂ln(q)

∂V
)T (33)

G = H − TS = kBTV (
∂ln(q)

∂T
)V − kBT ln(q) (34)

For an isolated molecule, the total energy can be expressed as a sum of the
translational (ϵTi ), rotational (ϵRi ), vibrational (ϵvi ), and electronic contributions
(ϵEi ), (Eq. 35). Following, the partition function can be described as a prod-
uct of the partition functions of the different contributions (Eq. 36), simplifying
computations.

ϵi = ϵTi + ϵRi + ϵvi + ϵEi (35)

qi = qT qRqvqE (36)
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3.4 Quantum Chemical modelling
3.4.1 Energy Optimisation and Vibrational analysis

Performing a geometry optimisation of a system means finding the geometric struc-
ture that corresponds to a minimum on the potential energy surface (PES). The
PES portrays the potential energy as a function of a molecule’s atomic positions,
where a minimum is where the partial derivatives are zero. A guess of the initial
molecular geometry initiates the geometry optimisation, the iterative investigation
of the structure, and its corresponding electronic potential energy.[61]

Molecules always vibrate around their positions. These vibrations occur at
specific frequencies, and each frequency corresponds to a motion. Near the equi-
librium, the vibrations can be considered essentially harmonic.[61] A vibrational
analysis[67] refers to calculating the harmonic frequencies of vibrations. The vi-
brational frequencies yield spectroscopy information. Paired with statistical me-
chanics, thermochemical and kinetic data can be obtained. From the different
frequencies, the entropy (S), enthalpy (H), Gibbs free energy (G), and heat capac-
ity (cv) can be calculated using the partition function[68].

The vibrational analysis involves the evaluation of the equilibrium structure’s
potential energy second derivatives with respect to the cartesian coordinates.[59]
The second derivatives line up in a Hessian matrix, which is diagonalised to de-
termine the frequencies and the corresponding normal modes. The principal axes
of inertia are determined to separate the rotational and translational modes from
vibrational modes. The rotational and translational frequencies should be close to
zero, and the occurrence of negative frequencies indicates the optimised geometry
corresponds to a transition state.[67]

3.4.2 Molecular Quantum Chemistry Modelling

Gaussian 16 is a code used for electronic structure modeling. The molecular mod-
elling in this thesis has been performed using the DFT/HF B3LYP functional.
The used basis set was a mixed basis set with def2tzvp on the Fe atom and the
6-311G(2df,2pd) basis set on the C and H atoms.

The 6-311G(2df,2pd) Pople basis set uses six basis functions to describe the
core electrons. As the valence electrons are more critical for bonding and chem-
ical reaction, models typically use more basis functions for the valence electrons
compared to the core electrons to increase accuracy while keeping a low compu-
tational cost. The valence basis set consists of three basis functions to form a
so-called split-valence triple-zeta basis set, making it a more extensive basis set
and increasing accuracy compared to a minimal or double-zeta split valence ba-
sis. The primitive functions are of Gaussian type. During chemical bonding, the
positive charge of the nucleus in adjacent atoms distorts the atomic orbitals, a
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phenomenon called polarisation. It is meaningful to account for the polarisation
effects in polarised molecules by adding polarisation functions, which in practice
means adding functions of higher orbital quantum numbers to the basis set. In
this basis set, 2p1d polarisation functions are added on H and 2d1f polarisation on
other atoms.[69] The def2tzvp basis set is an Ahlrich basis set with a triple-zeta
valence and 1p polarisation on H, 2d1f on C, and 1p1d1f on Fe.

3.4.3 Periodic calculations for solid-state quantum chemical modelling

The Vienna Ab-Initio Simulation Package (VASP) is a quantum chemical code
used for computing the quantum mechanical properties of materials. The solid-
state calculations in this thesis have been performed using the DFT functional
PBE implemented in the VASP software.

The modelling of solid systems differs from individual molecular species and is
typically approached using either a cluster or a periodic model [70]. When surfaces
are to be studied, the so-called slab approach involves modelling the crystal unit
cell as a bulk structure, expanding it, cutting it along a direction, and adding
a vacuum in the z-direction to obtain a slab model. The vacuum must be large
enough to eliminate interaction between the top of the cell and the bottom of the
next cell image. The orientation of crystal growth can be studied by cutting the
crystal along different surfaces and comparing their surface energies.

Crystals have a periodic structure with a regular stacking pattern and identi-
cal properties in equivalent points. [71, 72] The crystal lattice is the characteristic
three-dimensional crystal shape. The unit cell is the smallest unit of the crystal
symmetry, from which the full crystal lattice can be formed through translation
only. The unit cell is characterized by lattice parameters a, b, c, and correspond-
ing angles α, β, γ [70]. In solid-state computations, the crystal unit cell can be
repeated under periodic boundary conditions (PBCs)[72]. Bloch’s functions (Eq.
37) describe the relationship between the wave function of equivalent points in
the crystal, where the wave functions are constrained to satisfy Bloch’s theorem
[70]. The periodic function u has the same periodicity as the crystal, n is the
band index, k is the wave vector, r is an arbitrary positional vector, e is Euler’s
number, i is the imaginary unit and R is the lattice vector, consisting of the unit
cell vectors. The periodic function can be expanded as a Fourier series of plane
waves that run over the reciprocal lattice vectors G (Eq. 38).

ψnk(r) = unk(r)eikr (37)

unk(r) = unk(r+R)

unk(r) =
∑
G

CGnk · eiG·r (38)
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The Fourier expansion of the periodic part of the wave function provides an
infinite set of one-electron wave functions represented by plane waves. To obtain a
feasible basis set, the plane waves of the Kohn-Sham orbitals are truncated by the
cutoff energy (Eq. 39) including only waves with smaller kinetic energy than the
cutoff. Larger cutoff energy yields a more extensive basis set and typically higher
accuracy but is more computationally demanding.

1

2
|G+ k|2 < Ecutoff (39)

It is computationally efficient to use a plane wave basis set for periodic cal-
culations. However, close to the nucleus the wavefunctions oscillate rapidly and
become difficult to describe. The core electrons do not usually contribute to re-
actions, why a pseudopotential can replace the potential of each core electron to
describe them more accurately and decrease the computational cost. The Project
Augmented-Wave pseudopotentials (PAW)[73] yield fast and accurate results and
are used in this thesis, as implemented in the VASP software.

All Bloch vectors k considered as solutions to the wave function must be con-
strained to lie within the first Brillouin zone, the primitive cell in reciprocal space.
The Bloch vectors form an infinite set, which must be simplified for feasible com-
putations. Close points in reciprocal space have approximately the same wave
functions, allowing for a finite, weighted set of k-points to be formed that is used
to sample the first Brillouin zone. This set consists of Bloch vectors related by
symmetry and is called a k-point mesh. Typically, it is preferred to use odd-
numbered k-points to include the central Γ point of the first Brillouin zone in the
k-point mesh. Using more k-points typically increases accuracy, but significantly
increases the computational demand.

To determine a reliable and computationally efficient method for a system, the
properties should be converged with respect to cutoff energy and k-points. The
general guidance is to use the number of k-points inversely proportional to each
length of the unit cell and use a cutoff energy higher than the minimum cutoff
energy specified for the elements.

3.4.4 Bulk characterisation
Different parameters can be calculated and compared to experimental data to
validate the reliability of the computational method and characterise the periodic
system. Such parameters include the lattice parameters, cell volume, bond lengths
and angles, and cohesive energy. The cohesive energy is the energy required to
remove an atom from a crystal into the gas phase and gives a measure of the
stability of the crystal.
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3.4.5 Surface energy
The surface energy is the excess energy at the surface, compared to the bulk, and
gives information about the stability of the surface, where a lower value indicates
surface stability. This can be compared to experimental results, and it can also be
utilised to investigate different surfaces of the material to see which is the lowest
in energy. The surface of the lowest energy should correspond to the preferred
growth direction.

3.4.6 Adsorption energy
Surface chemistry can involve various reactions, such as adsorption, diffusion, and
surface reactions. Adsorption occurs when a molecule adheres to the surface, with
the adsorbate being the adsorbing species and the adsorbent being the material
it adheres to. The strength of the adsorption can vary, as indicated by the ad-
sorption energy, the energy decrease when an adsorbate adheres to the adsorbent.
Negative adsorption energies indicate the adsorption is energetically favourable,
and that energy is released upon adsorption, with more negative values indicating
stronger attachment. Physisorption occurs mainly due to van der Waals interac-
tions, whereas chemisorption involves the formation of chemical bonds. Slightly
negative adsorption energy generally signifies physisorption, whereas more nega-
tive values signify the creation of a chemical bond.

3.4.7 Density of states analysis

The electronic density of states (DOS) analysis provides a way of investigating
electronic structure, by plotting the density of states as a function of energy, thus
giving information about how the electrons occupy the orbitals. In VASP, DOS is
calculated by projecting the electron contributions onto atomic orbitals. The DOS
can then be analysed to obtain an understanding of the electronic properties of a
system.

3.4.8 Bader charge analysis

Bader charge analysis is used to calculate the electron density of atoms, using the
code from the Henkelman group.[74] The Bader charge analysis divides molecules
into atoms based on charge density using zero flux surfaces. The zero flux surfaces
are two-dimensional surfaces for which the charge density corresponds to a local
minima perpendicular to the surface. These minima are generally considered to
occur between atoms and are therefore used to distinguish the atoms. Enclosed in
the Bader volume, Bader charges approximate the atomic charges and can be used
to evaluate charge transfers, which gives an indication of the chemical character
of atomic interactions.
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4 Computational details

The gas phase and surface chemistry of ferrocene, ions, and fragments were investi-
gated using the Gaussian 16 and VASP softwares. The National Academic Infras-
tructure for Supercomputing in Sweden (NAISS), and the National Supercomputer
Centre (NSC) at Linköping University provided the computational resources.

4.1 Gas phase chemistry

Molecules were built using Gaussview 6[75] The gas phase chemistry calcula-
tions were performed using the Gaussian 16 software package[76], utilising the
B3LYP[27, 28] DFT/HF hybrid functional with D3-Grimme dispersion correction
(gd3)[36] and a mixed basis set with Karlsruhe[35] def2tzvp basis set on the iron
atom, and the Pople[33] 6-311G(2df,2pd) basis set on the other atoms, herein re-
ferred to as a mixed def2tzvp/6-311G(2df,2pd) basis set. This mixed basis set
includes all 96 electrons and 405 functions and has previously been shown to pro-
duce reliable results for the computations of FeCp2 bond lengths, conformation
energy differences, and thermochemistry[26]. The study investigated the eclipsed
FeCp2 conformer with D5h symmetry, as this conformer has previously been stated
lower in energy than the staggered conformer, both computationally[26, 77] and
experimentally[18, 38, 39, 77]. The frequencies and thermochemical properties
were calculated under standard conditions, at T = 298.15 K and P = 1 atm.

4.1.1 Electronic spin states and geometry

Table 1: The investigated species fer-
rocene (FeCp2), cyclopentadienyliron
(FeCp), cyclopentadienyl anion (Cp),
and iron (Fe), with associated ions.

FeCp2

FeCp−
2 , FeCp2−

2

FeCp+
2 , FeCp2+

2

FeCp
FeCp−, FeCp2−, FeCp3−

FeCp+, FeCp2+, FeCp3+

Cp
Cp−, Cp2−, Cp3−

Cp+, Cp2+, Cp3+

Fe
Fe−, Fe2−, Fe3−
Fe+, Fe2+, Fe3+

Due to the incompletely filled d-orbitals,
iron, and its complexes can obtain sev-
eral close-lying spin states. Therefore,
it is important to investigate the elec-
tronic spin states to ensure the right spin
state and energy of the molecule are used
for the accuracy of further calculations
on the chemical reactions. The relative
energy of different electronic spin states
and molecular geometries of FeCp2 and
its FeCp, Fe, and Cp fragments was in-
vestigated. A plasma is present dur-
ing the CVD approach used by Nadhom
et al.[15]. Therefore, both neutral and
charged FeCp2 with up to two negative and positive charges, and both neutral and
charged fragments FeCp, Fe, and Cp with up to three positive and negative charges
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were considered. All investigated species are compiled in Table 1. The energy of
different electronic spin states with multiplicities 1,3,5,7 or 2,4,6,8 was investi-
gated for FeCp2, FeCp, Cp, and Fe, and respective ions. The electronic energies
of all species and multiplicities are compiled in Appendix A, Tables A1-A4. For
the lowest-energy electronic spin state, the molecular geometry was investigated
regarding Fe-C, C-C, and C-H bond lengths.

4.1.2 Ion formation electronic energies, enthalpies, and Gibbs free en-
ergies

The electronic energies, enthalpies, and Gibbs free energies of ion formation were
considered for the ions. All ions were calculated using the same mixed basis set
as the neutral species. The anions were also calculated using diffuse functions[78]
on carbon and hydrogen. The diffuse functions were only added on C and H, as
the electronic charge is not expected to distribute on Fe due to its low reduction
potential. The enthalpies and Gibbs free energies were obtained using vibrational
analysis, as implemented in Gaussian 16 [67].

The electron was treated as a product or reactant for the ion formations. The
electronic energies, enthalpies, and Gibbs free energies (X = E, H, G) of the forma-
tion of ions were calculated consecutively. The first electronic energies, enthalpies,
and Gibbs free energies of the ion formation to positive ions were calculated as:

Xfirst
r = Xx+ +Xe− −Xxneutral (40)

The second electronic energies, enthalpies, and Gibbs free energies were calcu-
lated as:

Xsecond
r = Xx2+ +Xe− −Xx+ (41)

And the third electronic energies, enthalpies, and Gibbs free energies were
calculated as:

X third
r = Xx3+ +Xe− −Xx2+ (42)

The energies and enthalpies of anion formation were calculated in the same way
but with the electron as a product. As an electron is a fermion, it is appropriate to
use the Fermi-Dirac statistical mechanics approach for the thermochemistry of the
electrons[79], as done by Fifen[80]. The electrons are assumed to be an ideal elec-
tron gas at 298.15 K described by a canonical ensemble, where the enthalpy of the
electron He = 3.1351 kJ/mol[80], and Gibbs free energy Ge = -3.6160 kJ/mol[80].
The electronic energy of the electron was set to zero, Ee = 0 kJ/mol, as an at 0 K
should have zero energy.
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4.1.3 Ferrocene dissociation

The dissociation of the FeCp2 molecule and ions FeCp−
2 , FeCp2−

2 , FeCp+
2 , and

FeCp2+
2 into FeCp, Fe, and Cp and respective ions up to three positive and negative

charges were examined. All investigated dissociation reactions are compiled in
Appendix C, Table C1. All ions were calculated using the same mixed basis set
as the neutral species. The anions were also calculated using diffuse functions on
carbon and hydrogen. The reaction energies ∆rE, enthalpies ∆rH, and Gibbs free
energies ∆rG (X = E, H, G) were calculated for each species as:

∆rX = Xproducts −Xreactants (43)
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4.2 Surface chemistry

The adsorption process gives information about the first step in thin film formation.
Here, the chemistry of FeCp2 adsorbing to an Ag(111) surface was investigated.
Modelling of the adsorption requires both modelling of the adsorbent and the
adsorbate. Therefore, both the silver crystal, its surface, and the free FeCp2

molecule were modelled. After this, the adsorption of the FeCp2 molecule to the
crystal surface could be examined. The surface decomposition was investigated for
both the vertical and horizontally adsorbed FeCp2. All surface calculations were
modelled using the VASP 5.4.4 software and projector-augmented wave (PAW)
pseudopotentials. The computations utilised DFT, the Perdew-Burke-Ernzerhof
(PBE)[31, 32] functional, and a basis set of plane waves. The Brillouin zone was
sampled using the Monkhorst-Pack k-point mesh[81]. Different cutoff energies and
k-points were used after the convergence of the respective system, to decrease
computational cost. The bulk structure was calculated with and without D3-
Grimme dispersion correction. The rest of the structures were calculated with
dispersion correction. Spin polarization was considered for relevant systems after
the assessment of magnetisation.

4.2.1 Bulk silver crystal structure

The crystal Ag fcc bulk structure belonging to the Fm-3m space group was mod-
elled. The initial crystal bulk structure was obtained from the crystallographic
data. The initial bulk structure had a volume of 68.1923 Å3 with dimensions
4.0855 × 4.0855 × 4.0855 Å. The cut-off energy was set to 450 eV, using 7x7x7
k-points, after convergence. As silver is a metal, the Methfessel-Paxton smear-
ing with N=2 and a width of 0.2 eV was used, ensuring an entropy contribution
term below 1 meV/atom. The bulk structure was calculated with and without D3-
Grimme dispersion correction and the lattice parameters, cell volume, and Ag-Ag
nearest neighbor distance were compared to theoretical and experimental values.

4.2.2 Isolated silver atom

To be able to calculate the cohesive energy, the energy of an isolated silver atom in
the gas phase was calculated. To keep the silver atoms from interacting with the
image, the atom was set in a box of 20 Å in all directions. Since only one atom was
modelled, the k-points were set to 1x1x1, and Gaussian smearing was used, with a
0.1 eV smearing width, ensuring an entropy contribution term below 1 meV/atom.
Spin polarisation was considered, as the system possessed magnetisation of 1. After
convergence of the cutoff, it was set to 450 eV.
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4.2.3 Cohesive energy

The cohesive energy was calculated and compared to experimental results. The
cohesive energy is the energy required to remove an atom from a crystal into the
gas phase and is calculated as:

Ecohesive = Ebulk −N × Eatom (44)

Where Ecohesive is the cohesive energy, Ebulk the energy of the atom in the bulk
crystal structure, Eatom is the energy of an isolated atom, and N the number of
atoms in the bulk structure.

4.2.4 Surface energies

The relaxed bulk structure unit cell was expanded to model the crystal structure. A
vacuum distance of 15 Å was introduced in the z-direction to keep the images from
interacting. The dimensions were 5.75820 × 5.75820 × 31.4553. The crystal model
was optimised with 550 eV cut-off energy and 9x9x1 k-points after convergence.
The k-point in the direction of the vacuum was set to 1 to reduce computational
demand. As the lattice parameters were optimised in the bulk structure, the lattice
parameters were fixed during the rest of the optimisations.

The crystals were cut along the relevant directions [111], [311], [200] and [220]
to create different slab models. The surface energies were investigated to examine
which surface was the most relevant for studying surface reactions. The surface
energy was calculated through the following formula:

γ =
Ecrystal − nEbulk

2A
(45)

Where Ecrystal is the energy of the crystal system, n is the number of atoms in
the crystal system, Ebulk is the energy of a bulk atom in the bulk system and A
the surface area.

4.2.5 Crystal layer convergence and extension

When an adsorbate adsorbs to a surface, it usually interacts only with the topmost
layers of the crystal model. To reduce computational cost, the number of flexible
layers used in the crystal model cut along the [111] direction was converged in
terms of surface energy. The bottom layers were fixed and gradually made flexible
from the top to the bottom, and because of the fixed layers the surface energy was
calculated as follows[82]:

γ =
1

A
(Erelaxed

crystal − nEbulk)−
1

2A
(Eunrelaxed

crystal − nEbulk) (46)
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where A is the slab surface area, Erelaxed
crystal is the energy of the relaxed crystal

structure, n is the number of Ag atoms in the crystal, Eunrelaxed
crystal is the energy of

the unrelaxed crystal structure obtained from a single point calculation, and Ebulk

is the energy of the bulk structure.
Six crystal layers were fixed and two were left flexible for further calculations.

The model was extended to a volume of 2032 Å3, with dimensions 8.6373 × 8.6373
× 31.4553, in order to eliminate interaction between images of the adsorbate when
put on the surface.

4.2.6 Isolated ferrocene

To calculate the adsorption energy, the energy of an isolated FeCp2 needed to be
calculated. The FeCp2 structure optimised in Gaussian 16 was used as an input
structure and put inside a box with 20 Å vacuum in all directions. The cut-off
energy was set to 900 eV and k-points to 1x1x1 after convergence.

4.2.7 Adsorption system

The ferrocene adsorbate was put on the surface to form adsorption systems. Fer-
rocene was put on the surface in its vertical and horizontal configurations, and at
each of the four adsorption sites of an fcc (111) surface, the on-top, hcp hollow,
fcc hollow, and bridge positions. All adsorption systems were optimised with fixed
lattice parameters and two flexible layers, using 550 eV and 9x9x1 k-points. The
cutoff of the isolated ferrocene converged slowly, therefore a cutoff of 900 eV was
used for the calculation of the adsorbate. However, this cutoff is too large and
would require too much computational time to use for calculating the adsorption
system. To still obtain accurate energies, a single-point calculation was carried
out using 900 eV and 9x9x1 k-points, with the optimised structures at the 550
eV/9x9x1 level used as input structures.

4.2.8 Adsorption energy

The adsorption energy was calculated as:

Eadsorption = Esystem − (Eadsorbate + Eadsorbent) (47)

Where Eadsorbate is the energy of the optimised FeCp2 molecule in a vacuum,
Eadsorbent the energy of the optimised silver crystal system and Esystem is the en-
ergy of the optimised adsorption system containing the crystal and the adsorbed
FeCp2.

28



4.2.9 Density of States & Bader charge analysis

To better understand the adsorption process, the electronic configurations, and
charges can be analysed. The electronic density of states was calculated. The
Bader charge analysis was performed using the code from the Henkelman group.[74]

4.2.10 Adsorption of fragments

To understand how the molecule can dissociate on the surface, the adsorptions of
neutral Fe, Cp, and FeCp fragments were modelled and the adsorption energies
were calculated.

The isolated neutral Fe, Cp, and FeCp were modelled and optimised, using
1x1x1 k-points. The cutoff energy of Fe was set to 500 eV and for Cp and FeCp
900 ev, after convergence. The systems possessed magnetisation of 4.0, 1.0, and
3.7, respectively, whereas spin polarisation was considered.

The adsorption of Fe and Cp was investigated for the on-top, hcp, fcc, and
bridge positions. The adsorption of FeCp was modelled with the iron facing up-
wards, and downwards. Only the fcc hollow position was considered for FeCp, as
this was the favourable adsorption site of both Cp and Fe, respectively. The cutoff
of the isolated Cp and FeCp converged slowly, therefore a single-point calculation
with a cutoff of 900 eV was performed for the Cp and FeCp adsorption systems.

4.2.11 Vertical decomposition

To model the dissociation of the vertically adsorbed ferrocene on the surface,
the surface was extended to a rectangular surface with an area of 129.2 Å2 and
optimised using 550 eV and 5x5x1 k-points. The neutral FeCp and Cp fragments
were put at different fcc positions on the surface and the structures were optimised
at 550 eV and 5x5x1 k-points, following a single-point calculation at 900 eV and
5x5x1 k-points.

4.2.12 Horizontal decomposition

To investigate the possible decomposition from horizontal adsorption, the on-top
adsorbed ferrocene was moved closer to the surface in steps of 0.2 Å. The z-
coordinate of Fe was fixed, while the x and y coordinates were allowed to relax.
The C and H atoms were allowed to relax in all directions. The structures were
optimised with 5x5x1 k-points and a cutoff of 550 eV, following a single-point
calculation at a cutoff of 900 eV. Magnetisation was assessed for each step except
the last.
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5 Gas phase chemistry

The relative electronic spin state energies and molecular geometries were examined
for FeCp2 and its FeCp, Fe, and Cp fragments. Taking into account the plasma
in the CVD approach[15], I examined neutral and charged ferrocene, up to 2
positive or negative charges, and neutral and charged FeCp, Fe, and Cp fragments,
up to 3 positive or negative charges. To better understand the structures, the
Fe-C, C-C, and C-H bond lengths were investigated for the lowest-energy spin
states. The reactions of ion formation reactions were calculated. To describe
anions more accurately, I added diffuse functions to the basis set for C and H atoms
in the FeCp2, FeCp, and Cp anions. To investigate gas phase thermodynamics,
the dissociation reactions of neutral and charged FeCp2 into neutral and charged
FeCp, Fe, and Cp fragments were examined. For reactions where anions were
present, diffuse functions were added to all species in the reaction.

5.1 Electronic spin states and molecular structures
5.1.1 Relative electronic spin states
Iron and its complexes can have multiple electronic spin states due to incom-
pletely filled d-orbitals, thus I investigated which state had the lowest energy,
with Appendix A, Tables A1 - A4 providing calculated electronic energies for each
electronic state and species. The relative electronic spin states are compiled in
Appendix A, Table A5. To compare the relative energies, I looked to Swart’s[24]
investigation of the electronic spin states of metallocenes, at the OPBE/TZP level,
which has given reliable results for iron[83]. The relative energies of ferrocene were
approximately 0.0 (sing.), 206 kJ/mol (trip.), and 217 kJ/mol (quin.), in agreement
with experimental data and the results of Pansini et al.[25] at the OPBE/ADZP
level of approximately 0.0 kJ/mol (sing.), 160 kJ/mol (trip.), and 181 kJ/mol
(quin.). In contrast, the B3LYP functional used here gives lower values, differing
by 120-180 kJ/mol: 0.0 (sing.), 82.7 (trip.), and 76.8 (quin.). Note that B3LYP is
previously recognized to favour high spins, due to the inclusion of HF exchange in
the functional. [24] The results here significantly favours high spins, compared to
the OPBE functional. For cases that require accurate determination of the spin
states, a thorough investigation is recommended to ensure an appropriate method.
For metallocenes, a starting point would be the OPBE functional. Here, the cru-
cial aspect is to correctly specify the lowest energy state. The singlet was correctly
determined as the lowest energy state of ferrocen, consistent with previous results.
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5.1.2 FeCp2

The singlet state of ferrocene, which has zero unpaired electrons, was energetically
favourable indicating all electrons occupy the orbitals pairwise. This is consistent
with previous results[24, 25, 84]. Swart[24] has suggested that the low spin state of
metallocenes increases the covalent bonding properties of the ligand-metal bond,
hence favouring the low spin state. Figure 14 shows the optimised geometrical
structure of the ferrocene molecule. The singlet state ferrocene’s Fe-C, C-C, and
C-H bond was 2.070 Å, 1.423 Å, and 1.077 Å, respectively. A compilation of
experimental and calculated bond lengths from previous studies is found in Table
2.

Figure 14: Geometrical structure (top and side view) of ferrocene.

Table 2: Compilation of the Fe-C, C-C, and C-H bond lengths (Å) of ferrocene
from this and other experimental and theoretical works.
a The def2tzvp basis set was used for Fe, and the 6–311G(2df,2pd) basis set was
used for C and H.
b The LanL2DZ basis set was used for Fe and the 6–31G* basis set was used for
C and H.

Method Fe-C C-C C-H Ref.
B3LYP/ 2.070 1.423 1.077 This work
(def2tzvp/6-311G(2df,2pd)a

Experimental 2.064 ± 0.003 1.440 ± 0.002 1.104 ± 0.006 [85]
Experimental 2.058 ± 0.005 1.431 ± 0.005 1.122 ± 0.02 [39]
B3LYP/m6-31G(d) 2.065 1.428 1.082 [40]
B3LYP/ 2.079-2.080 1.428 - [84]
(LanL2DZ/(6–31G*)b

B3LYP/ADZP 2.078 Å 1.429 1.091 [25]
OPBE/TZP 2.007 1.431 1.087 [24]
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Experimental results found Fe-C, C-C, and C-H bond length in the ranges 2.053-
2.067 Å, 1.426-1.442 Å, and 1.098-1.142 Å, respectively.[39, 85]. Compared to
experimental results, the calculated Fe-C bond length agrees well while the C-C
and C-H bond lengths are underestimated. The Fe-C bond length is slightly longer
(0.003-0.017 Å deviation), and the C-H bond length is slightly shorter (0.003-0.019
Å deviation) compared to experimental results, with relative errors of 0.15-0.83%
and 0.21-1.32%, respectively. Deviations larger than ± 0.1 Å are common for
coordination complexes[59], hence the result of the Fe-C bond length provided
here agrees exceptionally well.

In a previous project[26], I investigated the ferrocene bond lengths by us-
ing different hybrid functionals with different extents of HF exchange (B3LYP,
MO6-2X) and a pure DFT functional (PBE), along with different basis sets. The
B3LYP functional gave results in close agreement with experimental results, while
the MO6-2X overestimated and PBE underestimated the Fe-C bond length. The
B3LYP functional has also previously been stated to give reliable results of the
geometry of metallocenes[23].

The Fe-C bond length here lies within the range of what has been found in
previous theoretical works (2.007-2.080 Å). The C-C and C-H bond lengths are
slightly shorter than what has been found in other works. Compared to the Fe-
C bond length of 2.007 Å obtained at the OPBE/TZP level[24], the Fe-C bond
length presented here agrees better with the experimental, while the C-C and C-
H bond lengths show less agreement with the experiment. The differences are
likely due to the different functional and basis sets. Compared to computational
results from other works using the same functional as here, B3LYP, the bond
lengths agree very well. The C-C and C-H bond lengths calculated here are a
bit shorter compared to the other computations (1.428-1.429 Å, and 1.082-1.091
Å)[25, 40, 84]. This is likely an effect of the difference in basis sets. The smaller
6–31G*/LanL2DZ[84] and ADZP[25] basis sets basis set gave longer Fe-C bond
lengths than that presented here. Thus, the def2tzvp/6-311G(2dp,3df) basis set
gives better predictions on the Fe-C bond length. The m6-31G(d)[40] basis set gave
Fe-C bond lengths in very close agreement with experimental data. m6-31G(d) is
a modified basis set to better describe first-row transition metals[86], and it can
indeed be seen that it performs well, better than the def2tzvp/6-311G(2dp,3df)
basis used here. However, the difference is relatively small.

Overall, I consider the mixed basis set def2tzvp/6-311G(2pd,2df) a good choice
for appropriately describing the bond lengths in ferrocene, especially the metal-
carbon bond length, and possibly other metallocenes.
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5.1.3 FeCp2 ions

Appendix A, Table A6 gives details of the spin state and Fe-C, C-C, and C-H bond
lengths for the lowest-energy spin state structures of ferrocene ions and fragments.

FeCp−
2 (d7), was found to be in a doublet spin state, which is highly reasonable,

as an electron is added to a molecule with no unpaired electrons. This electron
should reasonably occupy one of the vacant LUMO orbitals. For the FeCp2−

2 (d8)
ion, the energies of the quintet and triplet states differ only by 1 kJ/mol, which is
essentially negligible and both should be almost equally accessible. Suggestively,
the electrons occupy the LUMO orbitals according to Hund’s rule in the triplet
state. In the quintet state, the electrons must have occupied higher-energy orbitals
than the first LUMO. The most favorable state for FeCp+

2 (d5) is the doublet state,
indicating the removal of one electron from the HOMO orbital, consistent with
experimental findings[23]. The FeCp2+

2 ion (d4) is in a triplet state, suggesting the
removal of another electron from the HOMO orbital.

In terms of bond lengths, the Fe-C bonds are longer in the ions compared to
FeCp2. This is reasonable, as the addition or removal of electrons disrupts the
18-electron rule, leading to fewer accessible electrons for maintaining the aromatic
structure of the rings in cations and increased repulsion forces in all ions. Conse-
quently, the bond lengths increase, indicating that the ions may be more prone to
dissociation. This is further investigated later, by examining dissociation reactions.

To accurately describe electron behaviour in anions, diffuse functions can be
added to the basis set. Diffuse functions were included for the anions, specifically
on C and H as the charge is not expected to distribute on Fe due to its low
reduction potential. The inclusion of diffuse functions resulted in smaller Fe-C,
C-C, and C-H bond lengths in the anions. The optimised geometries of the FeCp2

ions are visualised in Appendix B, Table B1.

5.1.4 FeCp fragments

The FeCp complex can form when FeCp2 loses one of its Cp− rings. The optimised
geometries of the FeCp fragment and ions are visualised in Appendix B, Table B2.
The Fe-C bond lengths were in the range of approximately 2.1-2.5 Å. Most Fe-C
bond lengths are longer in the fragments than in ferrocene, indicating a possible
decrease in interaction between iron and carbon. The ions have in general high
spin states.

FeCp− and FeCp2− were favoured in a quintet and quartet state, respectively,
indicating the extra electron in FeCp2− has been added to an unpaired electron.
In both complexes, the C-C and C-H bond lengths share equal values, indicating
an equal distribution of the electrons between the carbons, suggesting aromatic
properties in the ring. FeCp3− had a singlet state.
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FeCp is favoured in a sextet state with long Fe-C and shorter C-C and C-H
bond lengths, indicating stronger bonding in the ring and weaker Fe-C bonding.
It is reasonable that the extra positive charge compared to FeCp− is distributed
throughout the carbon rings, leading to a lower electrostatic attraction to the
positively charged iron.

The electronic spin states of FeCp+, FeCp2+ and FeCp3+ were all expected, with
successively lower spin states: quintet, quartet, and triplet states, respectively,
and increasing Fe-C, C-C and C-H bond lengths. The electrons are expected to
be removed one by one from the highest-lying orbitals, and the bond lengths are
expected to increase due to the repulsion forces. In the structures, the Fe-C, C-C,
and C-H bond lengths vary from shorter to longer.

The differences in lengths of the C-C bonds signify that the C-C bonds might
start to form double and single bonds, respectively. As a rule of thumb, a C-
C single bond is around 1.5 Å, while a double bond is around 1.3 Å. Hence,
some of the bonds are closer to a double bond, and some are closer to a single
bond, indicating that aromaticity is lost in the ring. This should reasonably lead
to destabilization. The Fe-C and C-H bonds depend on the bond length of the
adjacent C-C bond.

5.1.5 Cp fragments

The optimised geometries of the Cp fragment and ions are visualised in Appendix
B, Table B3. Cp− was calculated to be in a singlet state. Cp− has a practically
aromatic structure and is relatively stable. It has three π-bonds, in which it shares
6 electrons. For an aromatic structure, it is expected that the bonding orbitals are
filled with paired electrons, leaving the anti-bonding orbitals vacant, in accordance
with Hückel’s molecular orbital theory.

The neutral Cp radical had a doublet spin state, which is reasonable. As the
Cp− anion has a practically aromatic structure and all-paired electrons, removing
one of the electrons would leave one of the orbitals with an unpaired electron. The
C-C bond lengths vary, with the shorter and longer bonds having characteristics
of double and single bonds, respectively. The C-H bonds vary depending on the
C-C bond lengths.

Cp2− and Cp3− were favoured in a doublet and singlet state, so the addition
of further electrons to the Cp− anion fills one of the vacant anti-bonding orbitals.
Cp+, Cp2+, and Cp3+ were favoured in a triplet, doublet, and singlet state. This
means the electrons should be removed from one of the weakly bonding orbitals
at a time.

The anions all had equal C-C bond lengths, indicating a resonance structure.
The Cp−, Cp2−, and Cp3− all have C-C bond lengths relatively close to each other
(1.410, 1.410, 1.412 Å). However, the C-H bond lengths become larger the higher
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the negative charge on the ion (1.085, 1.104, 1.214 Å). The added electrons should
be incorporated into the aromatic carbon ring because there it should be easier
to distribute the electronic charge. The addition of those electrons could cause
repulsive forces toward the electrons in the hydrogen atoms, leading to a longer
bond C-H length.

The Cp+ ion had equal C-C bond lengths, indicating a resonance structure,
although the bonds were longer than in Cp−. The Cp2+ had varying C-C and C-H
bond lengths. The Cp3+ ion had long C-C bond lengths, indicating single bonds.
It is very reasonable that the aromatic properties in the ring are lost with the
removal of electrons.

5.1.6 Fe fragments

Fe was calculated to be in a quintet state, with electrons distributing according to
Hund’s rule. The Fe+, Fe2+, and Fe3+ ion has a sextet, quintet, and sextet state,
respectively. The anions Fe−, Fe2− and Fe3− display a quartet, triplet and doublet
state, respectively.
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5.2 Electronic energies, enthalpies and Gibbs free energies
of ion formation

Reactions of ion formation provide valuable information about energy require-
ments for electron addition and removal. Comparing calculated energies of the
removal and addition of electrons to ferrocene with experimental results of the
plasma electron energy might indicate whether the reaction would occur. This aids
to determine the fragments present in the chamber and the growth-contributing
chemical species. Table 3 lists calculated ∆rE, ∆rH, and ∆rG values for each ion
with the electron treated as a reactant or product.

Accurately describing ionisation processes is generally a bit more complex than
describing the ground state, since it often involves the occupation of excited states.
A deviation of around 0.2 eV (≈ 19 kJ/mol) is common for ionisation energies and
electron affinities. B3LYP has been recognised to give relatively accurate ionisation
energies.[59]

The energies, enthalpies, and Gibbs free energies of the ion formations increases
with increasing positive or negative charge. This means it is increasingly more
difficult to remove or add electrons to an ion of higher charge. This is expected,
due to the increasing repulsion forces.

Few experimental data on ionisation are available for comparison of ferrocene
and its fragments. The first ionisation enthalpy of ferrocene is calculated to be 679
kJ/mol. Compared to the experimental ionisation enthalpy of approximately 667
kJ/mol[87], this value compares well. The deviation is approximately 12 kJ/mol.
The first ionisation enthalpy of Cp is calculated to 793 kJ/mol, which compares
relatively well to experimental value of 811[88], with a deviation of 18 kJ/mol. The
ionisation enthalpies of iron are here calculated to be 722, 1596, and 3051 kJ/mol.
The corresponding experimental values are 762[89]-766[90], 1567[90], and 2964[90]
kJ/mol. These differ by approximately 40-44, 29, and 87 kJ/mol. As these values
are quite large, the deviation is acceptable. The enthalpies of the anions are -
74, 767, and 1419 kJ/mol. Compared to the experimental electron affinity of 21
kJ/mol, the corresponding value of 74 here deviates by 53 kJ/mol. To yield more
accurate results, diffuse functions could be included. However, as Fe here has a
+II positive oxidation state in ferrocene and ideally is reduced to Fe0 in the CVD
process, as well as iron’s low reduction potential, the accurate description of Fe
anions is not investigated further here.
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Table 3: Electronic energies ∆rE, enthalpies ∆rH, and Gibbs free energies ∆rG
of ion formation, and experimental enthalpies of ion formation (∆rH). The calcula-
tions were performed at the def2tzvp/6-311G(2df,2pd) level including Grimmes D3
dispersion correction. Obtained bond lengths after inclusion of diffuse functions
are included in the parentheses, calculated at the def2tzvp/6-311++G(2df,2pd)
level including Grimmes D3 dispersion correction. The thermochemistry is calcu-
lated at standard temperature and pressure, T = 298.15 K, p = 1 atm. All values
are in kJ/mol.

Product ∆rE ∆rH ∆rG Exp. ∆rH
FeCp−

2 67 (45) 48 (27) 36 (15)
FeCp2−

2 550 (258) 537 (253) 538 (252)
FeCp+

2 680 679 681 667[91]
FeCp2+

2 1127 1117 1120
Fe− -71 - 74 -67 -21[90]
Fe2− 773 767 781
Fe3− 1429 1419 1440
Fe+ 719 722 715 762 [89]

766 [90]
Fe2+ 1590 1596 1583 1567 [90]
Fe3+ 3042 3051 3030 2964 [90]
FeCp− 17 (-1) 9 (-7) 23 (-3)
FeCp2− 461 (253) 408 (-247) 417 (253)
FeCp3− 1151 (803) 1169 (804) 1189 (818)
FeCp+ 623 627 620
FeCp2+ 1303 1304 1291
FeCp3+ 1913 1918 1899
Cp− -140 (-172) -144 (-176) -131 (-157) -173 ± 4.5[92]
Cp2− 710 (368) 692 (362) 705 (364)
Cp3− 1092 (598) 1073 (598) 1095 (607)
Cp+ 784 793 792 811[88]
Cp2+ 1503 1502 1482
Cp3+ 2141 2168 2159

Electron affinity is defined as the release of enthalpy when an anion is formed,
thus the release of energy is positive, as opposed to thermodynamic convention.
This is an effect of the fact that a free electron is highly unfavourable and generally
considered to have zero energy at 0 K. In the cases where negative electron affinities
occur, such as for some noble gases, the value is only very slightly positive. The
anions FeCp−

2 and FeCp− have a positive value of the enthalpy of ionisation, which
means the electron affinity is negative. This is not reasonable, according to the
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previous reasoning. This means there are errors in the calculations. This is not
uncommon, especially for negative molecules where the electron cloud is expected
to be diffuse. However, it gives an indication that the anion formation is not that
favourable and the electron affinities for these ions are most probably small. This
would be reasonable, as ferrocene is an 18-electron system. An 18-electron system
is generally considered a very stable configuration, and the addition of another
electron would impair this configuration and thus is expected to destabilise the
complex.

To see if the problem of positive electron affinities could be addressed, diffuse
functions were included on the C and H atoms in ferrocene and the anions. The
reaction electronic energies, enthalpies, and Gibbs free energies of the first and
second anion formation decreased significantly, as expected. However, the enthalpy
of the first anion formation is still positive, 27 kJ/mol. This means that the diffuse
functions used here could not accurately describe the behaviour of the ions and
that the electron cloud is probably very big. Another computational study[93]
at the 6-311+G(2d,p) level arrived at an enthalpy change of anion formation of
approximately 41, thus this seems like a consistent problem. To solve it, one could
try adding even larger diffuse functions to the basis set. However, this has not
been done here and is left as a future outlook to reach higher accuracy of the
calculations.

As the addition of diffuse functions to the basis set gives more reasonable ener-
gies, enthalpies, and Gibbs free energies of the anion formations, diffuse functions
on C and H were added also to the FeCp and Cp anions. Similar results are seen
for the formation of these ions, where the inclusion of diffuse functions lead to
lower energies, enthalpies, and Gibbs free energies, and an increasing difference
with increasing negative charge. This is as anticipated, as the electron clouds are
expected to increase with increasing charge.
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5.3 Ferrocene dissociation

Examining bond lengths reveal chemical interactions. To gain deeper insights,
I analysed the thermodynamics of dissociation reactions in the gas phase. This
reveals the thermodynamically favourable reactions and whether the molecules
and ions are stable or reactive in the gas phase. I investigated the dissociation
of FeCp2 and its ions, including up to two positive and negative charges. The
considered fragments were FeCp, Fe, and Cp and respective ions up to three pos-
itive and negative charges. Appendix C, Table C1 lists all investigated reactions,
energies, enthalpies, and Gibbs free energies, calculated without diffuse functions.
Table 4 shows the lowest-energy reactions, energies, enthalpies, and Gibbs free
energies from the asymmetric and symmetric dissociation of respective ferrocene
species. Two symmetric dissociation reactions for FeCp2−

2 are shown as both are
spontaneous.

Table 4: The investigated dissociation reactions of FeCp2 and ions into FeCp,
Cp, and Fe fragments. The calculations were performed at the def2tzvp/6-
311G(2df,2pd) level including Grimmes D3 dispersion correction. Obtained bond
lengths after inclusion of diffuse functions are included in the parentheses, calcu-
lated at the def2tzvp/6-311++G(2df,2pd) level including Grimmes D3 dispersion
correction. The thermochemistry was calculated at standard temperature and
pressure, T = 298.15 K, and p = 1 atm.

Reactant Products ∆rE ∆rH ∆rG

FeCp2
FeCp + Cp 397 380 305
Fe + 2 Cp 673 647 532

FeCp−
2

FeCp + Cp− 191 (174) 188 (168) 138 (125)
Fe + Cp− + Cp 466 (449) 455 (437) 365 (349)

FeCp2−
2

FeCp− + Cp− -342 (-85) -343 (-92) -374 (-129)
Fe + 2 Cp− -224 (19) -229 (8) -300 (-61)
Fe− + Cp + Cp− -155 (120) -159 (110) -236 (30)

FeCp+
2

FeCp+ + Cp 341 322 251
Fe+ + 2 Cp 712 684 573

FeCp2+
2

FeCp+ + Cp+ -2 -12 -66
Fe+ + Cp + Cp+ 369 351 256

Two reactions are shown to be energetically favourable, the dissociation of the
bivalent positive and negative ions. This is probably due to the high repulsion
forces within these ions. The other reactions are calculated to energetically un-
favourable, which is reasonable as ferrocene is generally considered to be very
stable.
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The enthalpy of dissociation of the removal of one and two neutral rings
FeCp2 −−→ FeCp0 + Cp0, and FeCp2 −−→ Fe0 + 2 Cp0 were calculated to be
380 and 647 kJ/mol, agreeing exceptionally well with experimental results of ap-
proximately 382 kJ/mol[94] and 663 kJ/mol[94]. The deviation is 2 and 16 kJ/mol,
respectively. Asymmetric dissociation is more energetically favourable than sym-
metric dissociation.

The most favourable dissociation reaction of FeCp+
2 was FeCp2

+ −−→ FeCp+ +
Cp, and the energy of dissociation decreases compared to ferrocene; from 397
kJ/mol in FeCp2 to 341 kJ/mol in FeCp+

2 . The most favourable symmetric dis-
sociation of FeCp+

2 was to form Fe+ and two Cp, with ∆E = 712 kJ/mol. The
dissociation energy is higher compared to the ferrocene molecule, even though the
Fe-C bond lengths are longer in the FeCp+

2 complex. A possible explanation is
that the positive charge is easier to distribute throughout the FeCp2 complex than
it is putting the positive charge on one of the separate fragments. The positive
charge in FeCp2 does however seem to increase the electrostatic repulsion between
the Fe and ligands, leading to an increase in the bond lengths. The dissociation
of FeCp2+

2 into FeCp+ and Cp+ was calculated as slightly exothermic and sponta-
neous, probably due to repulsion forces between two positive charges. The bond
lengths are longer than in FeCp2 and FeCp+

2 , also indicating the bonding could
indeed be weaker in this ion.

As the addition of diffuse functions is important in the description of anions,
the reactions for which anions are present as reactants or products are calculated
with diffuse functions on C and H for all species in the reaction.

The dissociation energy, enthalpy, and Gibbs free energy of the ferrocene anions
FeCp−

2 and FeCp2−
2 decreases with increasing negative charge. This is reasonable,

due to the increase in repulsion forces between like charges. The addition of
diffuse functions to the anions made a large difference in the energies, enthalpies,
and Gibbs free energies. The dissociation energy of FeCp2

– −−→ FeCp0 + Cp–

and FeCp2
2– −−→ FeCp– + Cp– is 223 and 482 kJ/mol more favourable than the

dissociation energy of the neutral ferrocene, respectively. This indicates that the
rings are easier to dissociate when the complex has earned negative charges. This
is reasonable, both because of repulsion, but also because anti-bonding orbitals
are occupied in the anions. The results shows that the asymmetric dissociation of
FeCp2−

2 to form FeCp− + Cp− is spontaneous and energetically favourable.
If the complex obtains two negative charges in the gas phase, it could de-

compose and form FeCp− and Cp− fragments in the asymmetric dissociation, or
undergo symmetric dissociation to form pure Fe0 and two negatively charged Cp−

rings. The decomposition to form FeCp− and Cp− is more thermodynamically
favourable, which makes this reaction more likely to occur. The formation of Fe0
and two negatively charged Cp− rings is less favourable but would still be possible
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if provided energy by the plasma electrons. Even if Fe0 and two negatively charged
Cp− rings were to be formed, Fe0 is likely not the species contributing the most to
growth, as it is neutral and hence would not be attracted to the positive substrate
bias due to a low reduction potential.

The reaction energy of the first ionisation was 45 kJ/mol and the second was
253 kJ/mol. The likelihood of these reactions occurring depends on the energy of
the electrons in the plasma. As the electrons in a plasma generally are high, it is
reasonable that FeCp2−

2 could form in the gas phase. However, this needs to be
confirmed by investigating the actual energy of the electrons in the plasma. So
long, experiments point to the electrons having an energy of 100-600 kJ/mol at
different plasma powers and substrate biases, where the electrons seem to have
a large distribution of different energies. Under usual deposition parameters of
60-80 V substrate bias and a plasma power of 100-125 W, the electron energies are
distributed around 100-250 kJ/mol. This suggests that the formation of anions
could be possible. If the electrons carry high energies, above that of the second
ion formation, the likelihood of formation would be higher, and from there the
dissociation of the molecule would happen spontaneously. The overall most ener-
getically favourable reaction pathway would be to ionise the ferrocene molecule to
the bivalent anion (+303 kJ/mol), following dissociation to form FeCp− and Cp−

(-85 kJ/mol). If the electrons do not carry high energy, the formation of FeCp−
2

would be more likely as it requires less energy (45 kJ/mol). Then, it could either
decompose to form FeCp and Cp−, requiring 174 kJ/mol, or approach the sur-
face as it is. The most likely species contributing to growth at high, intermediate
and low electron energies would be FeCp− and Cp−, FeCp and Cp−, and FeCp−

2 ,
respectively. If very low electron energies, it could be possible that no gas phase
dissociation occurs at all. Under normal deposition parameters, FeCp−

2 , FeCp, and
Cp− are considered the most likely growth species. Figure 15 shows a schematic
representation of the ion formation and dissociation reactions of the most likely
gas phase reactions from the FeCp−

2 and FeCp2−
2 anions.
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Figure 15: Schematic representation of the ion formation and dissociation reac-
tions of the most likely gas phase reactions from FeCp2 to the FeCp−

2 and FeCp2−
2

anions, and their fragments.

Whereas thermodynamics gives valuable information about which reactions
might occur, reactions are also driven by kinetic factors. As ferrocene is a large
molecule, and the CVD method involves plasma reactions, it is highly probable
that the reactions are affected by kinetic and dynamic effects. Therefore, kinetic
and dynamic considerations would also be of interest. This has not been investi-
gated in this study but is left as a possible future outlook for further investigation.

Challenges are posed since plasma is present during the CVD method. This
means that different chemical pathways can open and that the process is highly
dynamic since it involves the collision of chemical species and plasma electrons.
This makes it difficult to model since so many parameters are involved. To further
investigate the gas phase chemistry, kinetic and dynamic considerations would
definitely be of interest. This could tell valuable information about the time scale
of the reactions and movement of species. If a reaction would happen too slowly,
the species formed from that reaction would ultimately lead to no growth.
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6 Surface Chemistry
When investigating the surface chemistry of thin film deposition, the first step is
to observe the precursor adsorption on the surface. The adsorption energy tells
information about if and how the molecule sticks to the surface and how ther-
modynamically favourable the adsorption process is. Surface chemistry modelling
requires both modelling of the adsorbent and the adsorbate. The adsorbate unit
cell was initially represented using a bulk structure and subsequently expanded to
generate the crystal structure. The slab surface was created by cutting the crystal
along the (111) direction. To eliminate image interactions the isolated adsorbate
was enclosed in a box of vacuum in all directions. After optimisation, the adsorbate
was placed on the surface adsorption sites and the structure was relaxed.

6.1 Bulk and crystal characterisation

Figure 16: The optimised
Ag bulk structure, with dis-
persion correction (gd3).

The Ag fcc bulk structure, which belongs to the
Fm-3m space group, was modelled as shown in Fig-
ure 16. Upon convergence, the k-points and cutoff
energy were set to 7x7x7 and 450 eV, as illustrated
in Figure 17. The bulk structure was optimised
with and without D3-Grimme dispersion correc-
tion. The respective lattice constants were 4.072
and 4.146 Å, cell volumes 67.501 and 71.247 Å3,
and the Ag-Ag nearest neighbor distances 2.879
and 2.931 Å. In both structures, the cell angles
were 90°.

Figure 17: Convergence test of the Ag bulk system, showing the cutoff energy
(left) and the k-points (right), with x being the k-points used in all directions
(x×x×x).
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6.1.1 Isolated Silver atom and Cohesive energy

Modelling of the bulk and an isolated silver atom in the gas phase is required
to calculate the cohesive energy. With the inclusion of dispersion correction, the
resulting cohesive energy was Ecohesive = 3.009, whereas without dispersion correc-
tion, 2.519. Table 5 summarises cohesive energy, cell volume, Ag-Ag bond length,
and lattice constant of the bulk crystal structure, alongside corresponding values
from various experimental and theoretical studies.

Table 5: Properties of the Ag bulk structure in terms of total energy, cohesive
energy, cell volume, Ag-Ag bond length, and lattice constant a of the cubic struc-
ture, with and without Grimmes D3 dispersion correction (D).
a Dispersion corrected PBE[95].

Ecohesive (eV) Volume (Å3) Ag-Ag (Å) a (Å) Ref.
PBE (D) 3.009 67.50 2.88 4.072 This work

PBE 2.519 71.25 2.93 4.146 This work
Exp. 2.95 - - - [96]
Exp. - 67.32 - 4.068 [97]
Exp. 2.972 - - - [98]
PBE 2.513 - - 4.163 [98]

PBE-Da 3.078 - - 4.155 [98]
PBE(D) - - - 4.156 [99]

Compared to the experimental cell volume of 67.32 Å[97] lattice constant of
4.068[97] Å, and the cohesive energy 2.95-2.97[96, 98], the calculation with the
dispersion correction shows better agreement. The cell volume differs from the
experiment by 0.181 Å, the lattice constant by 0.004 Å, the Ag-Ag bond length
by 0.011 Å, and the cohesive energy by 0.039-0.059 Å. The deviations are 2.7%,
0.1-0.5%, 0.38%, and 1.3-2.0 %, respectively. The calculated results show excellent
agreement with the experiment and reproduction of results from other computa-
tional studies[98], indicating method reliability.

6.1.2 Slab models and surface energies

X-ray Diffraction (XRD) is a technique to characterise the crystalline phases of
a crystal by irradiating the crystal with incident X-rays and measuring the angle
of the diffracted X-rays. XRD data of a silver thin film grown on a Si substrate
was obtained through collaboration with experimentalists at Linköping University
and showed the relevant growth directions of the polycrystalline silver substrate,
shown in Figure 18. The preferred growth direction could be determined [111]
by examining peak positions and relative intensities and comparing them to a
reference from the Joint Committee on Powder Diffraction Data (JCPDD)[97].

44



Figure 18: X-ray Diffraction (XRD) measurement of a polycrystalline silver sub-
strate.

The energies of the surfaces from the XRD measurement were investigated by
cutting the crystal along different directions [111], [311], [200], and [220] to form
(111), (311), (200), and (220) slab models of the surfaces. The thickness of the
crystal models were 16.455, 7.366, 8.6137, and 8.143 Å, and contained 32, 10, 14,
and 28 atoms, respectively. The surface areas were 28.715 Å2, 16.578 Å2, 23.445
Å2, and 57.429 Å2, respectively.

The total energy, surface area, total number of atoms in the model, and the
surface energy γ for the different surfaces are compiled in Table 6. The surface
energies for the (111), (200), (220), and (311) were calculated to be 1.328, 1.409,
1.480, and 1.411 J/m2, with the smaller the surface energy, the more stable the
surface. The calculations showed the (111) surface has the lowest energy, which
means it is the preferred growth direction, in agreement with the experimental
XRD data and previous theoretical findings[99]. The calculated surface energy of
Ag(111) of 1.328 J/m2 also agreed relatively well with experimental data 1.246-
1.250 J/m2[100, 101], with a deviation of ≈ 6%, which indicates the reliability
of the method. Therefore, the crystal cut along the [111] direction was used for
further calculations.
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Table 6: Total energy, area, number of atoms, calculated surface energies of the
surfaces, and experimental surface energy of Ag(111).

Surface Total E (eV) Area (Å2) Thickness (Å) Atoms γ (J/m2)
Ag(111) -97.891 28.715 16.455 32 1.328
Ag(200) -40.578 16.578 7.366 10 1.409
Ag(220) -29.162 23.445 8.6137 14 1.480
Ag(311) -79.704 57.429 8.143 28 1.411

Exp. Ag(111) - - - - 1.246[100]
1.250[101]

6.1.3 Convergence of the crystal layers and extension of the crystal
structure

When an adsorbate adsorbs to a surface, it usually interacts only with the topmost
layers of the crystal. To reduce computational effort all layers are initially frozen
and layer-wise made flexible from the bottom up to allow the surface energy to
converge, see Figure 19. This indicates that the adsorbate would merely interact
with the top surface layer. However, to ensure reliable results, a model with two
flexible layers was used for further calculations. However, to ensure reliable results,
a model with two flexible layers was used for further calculations.

Figure 19: Convergence of the surface energy of the slabs with different numbers
of flexible layers in the crystal.
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Figure 20: Side and top view
of the Ag crystal model, con-
taining 72 Ag atoms.

Diligence towards image interaction is essential
when adding an adsorbate to the slab, as an in-
adequate surface area would induce interactions
between the adsorbate and its images in nearby
cells. Figure 20 visualises the expanded crystal
structure. The k-points and cutoff energy were
set to 5x5x1 and 550 eV after convergence. The
extended surface area was 74.603 Å2, the model
contained 72 Ag atoms and eight layers of which
two were flexible.

6.2 Isolated ferrocene

To calculate the adsorption energy, the energy of
the gas-phase ferrocene needed to be obtained.
The ferrocene geometry optimised in Gaussian 16
was used as input structure and was enclosed in
20 Å vacuum in all directions, as seen in Figure
21. The k-points were set to 1x1x1 and the cutoff
energy to 900 eV after convergence.

The gas phase ferrocene Fe-C, C-C, and C-
H bond lengths were 2.040, 1.434, and 1.086 Å,
respectively. These values differ from those ob-
tained from the earlier gas phase calculations in
Gaussian 16, using B3LYP and the mixed basis
set def2tzvp/6-311G(2pd,2df), which is expected
as a result of the different functionals and basis
sets. Compared to bond lengths obtained at the
PBE/def2tzvp level calculated in Gaussian[26],

Figure 21: The gas-phase fer-
rocene molecule in a box with
20 Å vacuum in all directions.

corresponding bond lengths of 2.043, 1.434, and
1.087 Å, agree well with the values presented
here. This indicates that the differences occur
mainly due to the used functional. The B3LYP
functional is a DFT/HF hybrid functional, and
PBE is a pure DFT functional. It has previously
been shown that the ferrocene bond lengths are
overestimated by DFT functionals and underes-
timated by HF functionals and that the B3LYP
functional gives results in close agreement with
experiments[26, 37].
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6.3 Ferrocene adsorption

The horizontal and vertical adsorption of ferrocene on the Ag(111) surface was
investigated. The adsorption energies were calculated, and are compiled in Table
7 together with the Ag-Fe, Ag-C, and Ag-H adsorption distances.

Table 7: Adsorption energy (Eads) in kJ/mol, Fe-C, C-C, and C-H bond lengths,
and Fe-Ag, C-Ag, and C-H distance to the surface of the adsorption of ferrocene to
different adsorption sites on the Ag(111) surface. For calculation of the adsorption
distances of the vertical adsorption, the average bond lengths of the C and H
species in the rings and the average of all the Ag atoms on the first surface layer
were used. For the horizontal adsorption, the distances are specified by the C and
H closest to the surface, and the average of the Ag atoms on the first surface layer.
The adsorption energies are given for the optimised structure at 550 eV cutoff
(opt) and the single point calculation at 900 eV cutoff (sp). The bond distances
are from the single-point calculation. All bond distances are in Å.

Vertical ferrocene adsorption
Site Eads(opt) Eads(sp) Ag-Fe Ag-C Ag-H Fe-C C-C C-H

On-top -68.9 -67.8 4.75 3.12 3.13 2.03-2.04 1.44 1.09
hollowhcp -73.2 -72.1 4.65 3.02 3.04 2.03-2.04 1.44 1.09
hollowfcc -73.1 -72.0 4.66 3.03 3.05 2.03-2.04 1.44 1.09
bridge -72.5 -71.5 4.66 3.03 3.05 2.03-2.04 1.44 1.09

Horizontal ferrocene adsorption
Site Eads(opt) Eads(sp) Ag-Fe Ag-C Ag-H Fe-C C-C C-H

On-top -71.3 -72.1 4.40 3.42 2.54 2.03-2.05 1.44 1.09
hollowhcp -70.5 -72.3 4.46 3.47 2.58 2.03-2.05 1.44 1.09
hollowfcc -70.7 -71.9 4.45 3.46 2.56 2.04-2.05 1.43-1.44 1.09
bridge -69.9 -71.1 4.46 3.47 2.58 2.04-2.05 1.44 1.09

Based on Table 7, all the adsorption energies exhibit similar values, indicating
an almost equal likelihood for all adsorptions. This suggests there would be a
mix of different adsorption configurations and adsorption sites. For the vertical
adsorption, the hcp position was found most favourable, with an energy of -72.1
kJ/mol (sp). For the horizontal adsorption, both the hcp and on-top position
exhibited similar energies. And the on-top position was slightly more energeti-
cally favourable at the optimisation level, while the hcp position was slightly more
favourable at the single-point calculation level. These positions could therefore
be seen as equally accessible. The adsorption energy of the horizontal on-top ad-
sorption was determined -72.3 kJ/mol (sp). The difference between the vertical
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and horizontal adsorption at the most favourable sites is negligible and both ad-
sorptions are considered equally probable. The negative values of the adsorption
energies indicate that energy is released during adsorption and that the processes
are energetically favorable. It is also seen that the Fe-C, C-C, and C-H bond
lengths in the adsorbed ferrocene molecule do not change much compared to the
bonds in the gas-phase ferrocene.

6.3.1 Vertical adsorption

The vertical adsorption ranged between -(61.1-72.1) kJ/mol. The Ag-Fe, Ag-C,
and Ag-H distances are in the ranges of 4.40-4.46, 3.42-3.47, and 2.54-2.58 Å,
respectively. The ferrocene Fe-C, C-C, and C-H bond lengths do not change much
depending on the adsorption site and are 2.03-2.04, 1.44, and 1.09 Å, respectively.
The modelled vertical adsorption can be seen in Figure 22. It flatly adsorbs on
the surface, similar to what has been found previously for benzene[55, 56] and the
cyclopentadienyl anion[56] on surfaces.

Figure 22: Side and top view of the vertical on-top, hcp hollow, fcc hollow, and
bridging adsorption positions of ferrocene.

The vertical hollowhcp position, with the closest proximity to the surface, ex-
hibits the lowest adsorption energy, while the on-top adsorption site that is furthest
away from the surface is the least preferred. The favourable adsorption site of a
cyclopentadienyl anion on a Ni(111) surface has also been found to be the hcp
position[56].
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The lower adsorption energy of the hcp position could stem from giving the
strongest carbon-silver interaction. The hcp and fcc positions have very close
energies and adsorb almost as far from the surface. Figure 22 illustrates that the
hcp and fcc hollow sites both provide two carbon atoms close to different top-
layer surface silver atoms and a third carbon atom near a third top-layer surface
silver atom, maximising C interaction with the top-layer surface silver atoms. This
would also explain why the on-top position would be the lowest in energy, as the
iron atom is directly placed above a first-layer silver atom. Hence, the carbon
atoms do not have any silver atoms nearby. This suggests that it is the carbon-
silver interaction that is the most important for vertical adsorption and provides
an explanation for the pattern of the adsorption energies. It also indicates that
the iron-silver interaction is not as important during vertical adsorption, which is
highly reasonable due to the steric hindrance of the ring.

6.3.2 Horizontal adsorption

The horizontal adsorption energies were in the range of -(71.1 - 72.1) kJ/mol.
It rendered Ag-Fe, Ag-H, and Ag-C distances in the range of 4.40-4.46, 3.42-3.47,
and 2.54-2.58 Å. The horizontal adsorption had shorter Ag-Fe and Ag-H distances,
but longer Ag-C distances than the vertical adsorption. The modelled horizontal
adsorption can be seen in Figure 23.

Figure 23: Side and top view of the horizontal on-top, hcp hollow, fcc hollow,
and bridging adsorption positions of ferrocene.

The on-top and hcp hollow adsorption sites were the preferred horizontal ad-
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sorption sites. The on-top position had the shortest Fe-Ag, C-Ag, and H-Ag
distances, of 4.40, 3.42 Å, and 2.54 Å, respectively. In the on-top position, iron
is positioned directly above a top-layer Ag atom. This suggests that the Fe-Ag
interaction could be important in horizontal adsorption.

6.4 Electronic structure analysis

6.4.1 Density of states

The electronic DOS tells information about the orbital occupation and energies. It
gives information about the hybridisation of the orbitals and thus gives indications
of chemical interactions and their character.

Figure 24 show the electronic DOS and orbital character of the isolated Ag
atom. The HOMO-LUMO gap is approximately 2.6 eV. The p and d-orbitals
are respectively degenerate, demonstrating the orbitals are occupied according to
Hund’s rule. As expected in silver, the 3d orbitals lie lower in energy than the 4s.

Figure 24: Electronic density of states of the isolated Ag atom.

Figure 25 display the DOS of the bulk silver structure. The bulk exhibits the
expected metallic behavior with no band gap. Hybridization between the s, p, and
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d orbitals is seen, with d-orbital character predominating in the -6.7 to -2.4 eV
range.

Figure 25: Electronic density of states showing the Ag s,p, and d orbital contri-
butions in the silver bulk structure.

Figure 26 display the DOS of the gas phase ferrocene. The HOMO-LUMO
gap is approximately 2.9 eV. Hybridisation is seen between the C, H, and Fe.
The lower-lying orbitals have mainly s(C) character, from the C-C and C-H single
bonds. Around (-10)-(-5) eV, the orbitals consist mostly of p(C) orbitals from the
pi-bonding system. The orbitals above -3 eV occur mainly from the interaction
between Fe orbitals and ligand p orbitals. The HOMO is contributed by mainly
d(Fe) and p(C) orbitals, showing the characteristic bonding between the metallic
d-orbitals and the pi-system.

Figure 27 depicts the DOS of the adsorption systems, with the ferrocene ad-
sorbed vertically or horizontally on the Ag(111) surface. In vertical adsorption, an
orbital overlap between the surface and adsorbate is observed from -8 eV and for-
ward, particularly between the d(Ag) and the p(C) orbitals. Small contributions
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from s(H), d(Fe), s(Ag), and p(Ag) are also present. A small peak from d(Fe) is
observed around -0.8 eV, overlapping with p(C) and d(Ag) orbitals. The negative
adsorption energy and the overlap between the p(C) and Ag orbitals, especially
the d-orbital, is an indication of the formation of a chemical interaction occurring
largely between the pi-bonds in the ring, and the Ag d-orbitals. The horizontally
adsorbed ferrocene system exhibits a similar profile but with a shift in the energies
of the Fe, C, and H orbitals lying approximately 0.5 eV higher in energy. This
could be a numerical error, or a consequence of change due to the electric field of
the surface. The contribution from iron orbitals is minimal in both spectra, indi-
cating limited interaction, reasonably due to steric hindrance posed by the rings
in both configurations.

Figure 26: Electronic density of states showing the s,p, and d orbitals in Fe, C,
and H in ferrocene.
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Figure 27: Electronic density of states of the adsorption systems, showing the
Ag, Fe, C, and H orbital contributions.
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6.4.2 Bader charge analysis

The Bader charges in the gas phase ferrocene and the horizontally and vertically
adsorbed ferrocene is compiled in Table 8. No charge transfer is seen between the
surface and a specific atom. Therefore, I looked into the change in the charge of the
whole ferrocene molecule. The charge of the isolated ferrocene molecule is 58.00
and remains the same for both horizontal and vertical adsorption. This, along
with the long adsorption distances, suggests no significant charge transfer upon
adsorption, indicating the adsorption occurs through weak long-range interactions.

Table 8: Bader charges of the elements and the ferrocene molecule of the gas
phase and adsorbed ferrocene.

Gas phase Vertical Horizontal
Ag - 11.00 11.00
Fe 7.26 7.27 7.27
C 4.14 4.15 4.15
H 0.93 0.92 0.92

Ferrocene 58.00 58.00 58.00
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6.5 Vertical ferrocene surface decomposition
From the vertically adsorbed ferrocene, the decomposition to form Fe, FeCp, and
Cp fragments on the surface was investigated. To better understand the adsorption
of fragments, the adsorptions of a Fe atom, Cp ring, and FeCp complex were
investigated. The Fe and Cp fragments were adsorbed to the Ag(111) surface,
at the same four adsorption sites on-top, hcp hollow, fcc hollow, and bridging
position. The FeCp was adsorbed with Fe facing down and up from the surface.
It was adsorbed in the fcc position, as this was the most favourable position for
both the Fe and Cp ring.

6.5.1 Fe adsorption

The isolated Fe in the gas phase was calculated, using a cutoff of 500 eV after
convergence. Since the system possessed magnetisation of 4.0, spin polarisation
was considered.

For the ferrocene adsorption, the cutoff energy was set to 550 eV. Spin po-
larisation was considered, and the system possessed magnetisation of 3.5. The
change in magnetisation compared to the gas phase signifies half an electron has
been donated from Fe to the surface. This was further investigated using a Bader
charge analysis. The Bader analysis of the gas phase Fe was 8.00, and for the
adsorbed Fe 7.67. This shows a small electron donation from Fe to the surface.
The average charge of the silver atoms in the crystal was 11.00, indicating that the
donated charge distributes throughout the crystal. The adsorption energies of the
iron atom are compiled in Table 9, and the adsorptions are visualised in Figure 28.
The iron atom adsorbs near the surface, at distances around 1.81-1.82 Å. The ad-
sorption energies take large negative values, which indicates the adsorption might
involve a chemical bond. To investigate this further, a density of state analysis was
performed, visualised in Figure 29. It shows an overlap of d(Fe) and Ag orbitals,
with a large d(Fe) peak around -2.7 eV, further indicating the occurrence of a
chemical bond. The results from the adsorption energy, DOS, and Bader analysis
indicate Fe binds chemically to the Ag surface.

Table 9: Initial and final adsorption sites, adsorption energy (Eads), and Fe-Ag
distance to the surface of the adsorption of Fe on the Ag(111) surface.

Fe adsorption
Initial site Final site Eads(kJ/mol) Ag-Fe (Å)
On-top hollowfcc -278.4 1.81
hollowhcp hollowhcp -277.3 1.82
hollowfcc hollowfcc -278.4 1.81
bridge hollowhcp -277.3 1.81
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Figure 28: Top view of the initial on-top, hcp hollow, fcc hollow, and bridging
and final adsorption positions of Fe.

57



Figure 29: Electronic density of states of the adsorbed Fe.

6.5.2 Cp adsorption

For the adsorption of a neutral Cp radical on the surface, the gas phase Cp was cal-
culated. The cutoff energy was converged and set to 900 eV. The system possessed
magnetisation of 1.0, whereas spin polarisation was considered.

The adsorption energies of Cp are compiled in Table 10, and the adsorptions
are visualised in Figure 30. The adsorption system did not possess magnetisation,
which signifies that there could be a charge transfer between the surface and the
adsorbate. This, along with a low adsorption energy is an indication of a possible
chemical bond. It was further investigated with Bader analysis. In the gas phase
neutral Cp radical, C had an average charge of 4.06 and H of 0.94, and the whole
molecule had a charge of 25.00. For the adsorption system, C had an average charge
of 4.13, H of 0.93, and Ag of 11.0. This suggests that the surface donates charges of
an average of 0.07 to C and 0.01 to C H. The total charge for the adsorbed Cp ring
was 25.30, showing charge donation from the surface. As no difference in charge is
seen in the crystal, the electron deficiency is reasonably distributed throughout the
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silver crystal. It is highly reasonable that a Cp radical would accept an electronic
charge from the surface, as this would produce the aromatically stabilised Cp−

anion, and the Ag crystal has a larger volume to distribute the charge deficiency.
DOS shows an overlap between p(C), s(H), and Ag orbitals around -5.5 and -5.0
eV, indicating a possible hybridisation of the orbitals, as visualised in Figure 31.

Table 10: Initial and final adsorption sites, adsorption energy (Eads) in kJ/mol,
and C-Ag and H-Ag distance (Å) to the surface of the adsorption of the neutral
Cp radical on the Ag(111) surface. The average bond lengths of the C and H
species in the rings and the average of all the Ag atoms on the first surface layer
were used to calculate the adsorption distances of the vertical adsorption. The
adsorption energies are given for the optimised structure at 550 eV cutoff (opt)
and the single point calculation at 900 eV cutoff (sp). The bond distances are from
the single-point calculation.

Cp adsorption
Initial site Eads(opt) Eads(sp) Ag-C (Å) Ag-H (Å)

On-top -181.4 -179.0 2.53 2.67
hollowhcp -180.2 -177.8 2.53 2.68
hollowfcc -181.4 -179.0 2.52 2.67
bridge -177.5 -175.1 2.52 2.68

Figure 30: Side and top view of the on-top, hcp hollow, fcc hollow, and bridging
adsorption positions of a neutral Cp radical.
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Figure 31: Electronic density of states of the adsorbed, neutral Cp ring.
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6.5.3 FeCp adsorption

The adsorption of the neutral FeCp was modelled with Fe facing upwards, and
downwards, using a cutoff of 550 eV and 5x5x1 k-points, following a single-point
calculation at a cutoff of 900 eV. As the fcc hollow position was the most favorable
for both Cp and Fe, the FeCp adsorption only considered this site. The adsorptions
are visualised in Figure 32. The adsorption energies and Ag-Fe, Ag-C, and Ag-H
distances are compiled in Table 11. The results show that the adsorption with
Fe facing down to the surface is 263 kJ/mol more favourable. It should be noted
that magnetism has not been considered for the surface adsorptions, and that
consideration of spin polarisation might lead to differences in the results.

Table 11: Adsorption energy (Eads) in kJ/mol, and Fe-Ag, C-Ag, and H-Ag
distance (Å) to the surface of the adsorption of the FeCp complexes to the fcc
hollow position, with Fe facing up from or down to the surface. For calculation
of the adsorption distances of the vertical adsorption, the average bond lengths
of the C and H species in the rings and the average of all the Ag atoms on the
first surface layer were used. The adsorption energies are given for the optimised
structure at 550 eV cutoff (opt) and the single point calculation at 900 eV cutoff
(sp). The bond distances are from the single-point calculation.

FeCp adsorption
Species Eads(opt) Eads(sp) Ag-Fe (Å) Ag-C (Å) Ag-H (Å)

FeCp (Fe up) -23.0 -20.2 4.35 2.78 2.81
FeCp (Fe down) -286.2 -283.9 1.78 3.42 3.38

Figure 32: Side view of the FeCp adsorption at the fcc hollow position, with Fe
facing upwards (left), and downwards (right).
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The adsorption energy of Fe, Cp, and FeCp with Fe facing downwards takes
large negative values, meaning they are more energetically favourable than the
adsorption of ferrocene. This suggests that if the molecule decomposes, it will be
difficult to remove the fragments from the surface. As Fe and FeCp have more
negative adsorption energy than the Cp ring, they should be more strongly bound
to the surface. This could be used as an advantage. For example, a limitation in
the CVD method so far is carbon impurities. It could therefore be of interest to
investigate if the CVD chamber could be heated or if energy could be provided
in another way to desorb the Cp rings after decomposition. If one could find an
optimal range where the Cp rings desorb, while Fe remains adsorbed, it could
provide a possible way of eliminating carbon impurities in the film. This could be
done by providing energy in the range of 179 kJ/mol to 278 kJ/mol, to eliminate
the Cp fragment while keeping the FeCp and Fe adsorbed. An example would
be to provide above 180 kJ/mol in energy in the form of heating the substrate,
after deposition. As FeCp is more strongly adsorbed than Fe, this suggests it
might be difficult to remove the FeCp fragment once on the surface, leading to
carbon impurities. Further studies could delve deeper into how the Cp ring in the
adsorbed FeCp fragment could decompose on or desorb from the surface.
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6.5.4 Vertical decomposition

The vertically adsorbed ferrocene could decompose by sliding off one of the Cp
rings. The remaining FeCp fragment could then remain adsorbed with the iron
facing downwards or upwards from the surface. This was investigated. To add
the adsorbates, a larger surface was needed. Thus, a larger surface with an area
of 129.2 Å2 was modelled. The neutral FeCp and Cp fragments were put on the
surface, at fcc positions, represented in Figure. 33.

The adsorption energies and Ag-Fe, Ag-C, and Ag-H bond lengths are compiled
in Table 12. The decomposition forming a FeCp fragment with Fe facing towards
the surface is more energetically favourable than with Fe facing upwards. It should
be noted that magnetism has not been considered for the surface adsorptions, and
that consideration of spin polarisation might lead to differences in the results.

For future studies, a nudged elastic band (NEB) analysis could be performed
from the adsorbed ferrocene molecule, to adsorbed fragments at neighboring fcc
position, and possibly with the Cp fragment at fcc positions further away. This
could elucidate the reaction mechanism and possible transition states from the
initial structure of the adsorbed ferrocene molecule to the final decomposed struc-
ture.

Figure 33: Top view of surface ring dissociation, with the FeCp and Cp fragments
at fcc positions on the surface.
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Table 12: Adsorption energy (Eads) in kJ/mol of the vertical ferrocene decom-
position into Cp and FeCp complexes in fcc hollow positions, with Fe facing up
from or down to the surface. The adsorption energies are given for the optimised
structure at 550 eV cutoff (opt) and the single point calculation at 900 eV cutoff
(sp).

Vertical surface decomposition into Cp + FeCp
Species Eads(opt) (kJ/mol) Eads(sp) (kJ/mol)

Cp + FeCp (Fe up) -207.2 -207.2
Cp + FeCp (Fe down) -465.6 -465.6

6.6 Horizontal ferrocene surface decomposition

To evaluate the horizontal surface decomposition, the on-top adsorbed ferrocene
was gradually moved closer to the surface, in steps of 0.2 Å, while keeping the
z-coordinate of the Fe froze, to evaluate how Fe can bind to the surface and what
happens to the Cp− rings. Figure 34 shows images from a selection of decomposi-
tion steps. Table 13 shows the adsorption energy, the relative energy compared to
the energy of the initial adsorption structure, the Ag-Fe distance, and the H-C-Ag
bond angle closest to the surface.

The decomposition from horizontal configuration is energetically unfavourable
and has an energy barrier of at least 229 kJ/mol. When the Ag-Fe distance is 2.76
Å, the molecule diffuses from the on-top position to the bridging position. This
could be an indication that the molecule is starting to decompose.

None of the decomposition step systems up to 1.8 Å have possessed magneti-
sation. The stepwise decomposition was stopped after moving the molecule 2.0 Å
closer to the surface, from its optimum position, due to limitations in time. For
the last step, it should be noted that magnetism has not been considered, and that
consideration of spin polarisation might lead to differences in the results.

The Cp rings do not seem to dissociate from the molecule on their own, whereas
a continuation to reach full decomposition would possibly need to be induced by
manually releasing the rings from the structure after the system has reached a
local energy minimum, or when the Ag-Fe distance is close to that of an adsorbed
Fe atom (1.8 Å). To understand the decomposition mechanism further, a NEB
analysis could be performed.
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Table 13: Relative energies (∆E), Adsorption energies (Eads), Ag-Fe bond lengths
and H-C-Ag bond angle of the horizontal decomposition steps. The Fe-Ag bond
length was evaluated between Fe and the closest surface Ag. The H-C-Ag angle is
between the H closest to a surface Ag, and the adjacent C.

Step (Å) ∆E (kJ/mol) Eads (kJ/mol) Ag-Fe (Å) H-C-Ag (°)
0.0 0.0 -71.8 4.40 125.5
0.2 2.8 -69.0 4.23 125.5
0.4 10.9 -60.9 4.05 125.8
0.6 25.2 -46.6 3.86 126.2
0.8 46.7 -25.1 3.66 127.2
1.0 76.3 4.5 3.45 128.3
1.2 115.1 43.3 3.25 131.8
1.4 163.5 91.7 3.06 133.9
1.6 220.9 149.0 2.97 134.2
1.8 228.9 157.1 2.76 146.5
2.0 283.2 211.4 2.54 140.3

Figure 34: Side and top view of a selection of the decomposition steps of the
horizontal decomposition.
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7 Concluding Remarks & Future Outlook

In this thesis, I have examined the ferrocene gas phase and surface chemistry in a
recently developed CVD method to form metallic thin films using plasma electrons
as reducing agents. The gas phase ion formation and dissociation of ferrocene were
examined to elucidate possible reactions and film-contributing species. The results
show that it gets successively easier to dissociate ferrocene when it has gained
electrons, with the electronic energy decreasing from 397 to 174, to -85 kJ/mol for
the dissociation of FeCp2, FeCp−

2 and FeCp2−
2 , respectively. The dissociation of

FeCp2−
2 into FeCp− and Cp− shows a release in energy. The dissociation of one

ring was energetically favourable for all species. The formation of positive ions is
energetically unfavourable and thus considered improbable.

The ion formation and decomposition reaction pathway depends on the energy
of the plasma electrons, which in turn depends on the process parameters, espe-
cially the plasma power. In general, the electrons should possess sufficient energy
for the FeCp−

2 anion to form and dissociate in the gas phase. However, since the
reactions are influenced by both reaction velocity and the number of collisions be-
tween electrons and chemical species, considering kinetic and dynamic processes
in the gas phase would be of interest for future research. If ionization and dissoci-
ation occur in the gas phase, FeCp−

2 , FeCp, and Cp− are identified as the species
that likely contribute to surface growth, depending on the electron energy.

For the adsorption of ferrocene on the surface, the vertical and horizontal ad-
sorption and all the four on top, hcp hollow, fcc hollow, and bridging adsorption
sites are almost equally probable, all with values close to -72 kJ/mol. Ferrocene
adsorbs vertically in the hcp hollow position around 3.0 Å above the surface. Hori-
zontally, it adsorbs with the closest hydrogen 2.5 Å and Fe 4.4 Å above the surface,
in the on-top position. The Cp, Fe, and the FeCp with Fe facing towards the sur-
face are more strongly adsorbed to the surface than ferrocene, with values of -179,
-279, and -284 kJ/mol, respectively. The vertical decomposition is energetically
favourable, while the horizontal decomposition has an energy barrier. Continued
investigations would be needed to probe the surface decomposition mechanisms.

To summarise, the electron energy of around 220 kJ/mol would provide suffi-
cient energy for the ion formation of ferrocene to FeCp−

2 , and its dissociation into
FeCp and Cp− fragments in the gas phase, from which the adsorption of the frag-
ments would be energetically favourable. Fe and FeCp with Fe facing towards the
surface interact stronger with the surface than Cp and FeCp2. It would therefore
be worth investigating the possibility of providing energy, suggestively in the form
of heat on the substrate, to desorb the unwanted fragments after adsorption and
decomposition, to potentially eliminate carbon impurities in the film.
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8 Appendix

8.1 Appendix A.

Appendix A compiles the calculated electronic energies of the investigated species
and multiplicities (Mult.) in Tables A1-A4. The relative energies of the investi-
gated electronic spin states are shown in Table A5. Table A6 compiles the Fe-C,
C-C, and C-H bond lengths of the lowest-energy structures and electronic spin
states. All species were calculated at the def2tzvp/6-311G(2df,2pd) level, with
Grimmes D3 dispersion correction.
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Table A1: Electronic energy of the in-
vestigated ferrocene (FeCp2) and ions.

Species Mult. E(kJ/mol)
FeCp2 1 -4334684.118
FeCp2 3 -4334601.420
FeCp2 5 -4334607.324
FeCp2 7 -4334313.240
FeCp−

2 2 -4334617.521
FeCp−

2 4 -4334602.067
FeCp−

2 6 -4334544.505
FeCp−

2 8 -4334133.842
FeCp2−

2 1 -4333968.811
FeCp2−

2 3 -4334066.428
FeCp2−

2 5 -4334067.433
FeCp2−

2 7 -4333985.321
FeCp+

2 2 -4334004.484
FeCp+

2 4 -4333976.653
FeCp+

2 6 -4333898.690
FeCp+

2 8 -4333547.187
FeCp2+

2 1 -4332594.275
FeCp2+

2 3 -4332877.427
FeCp2+

2 5 -4332749.413
FeCp2+

2 7 -4332667.577

Table A2: Electronic energy of
the investigated iron (Fe) and ions.

Species Mult. E(kJ/mol)
Fe 1 -3317500.190
Fe 3 -3317745.401
Fe 5 -3317786.647
Fe 7 -3317453.467
Fe+ 2 -3316225.451
Fe+ 4 -3317060.234
Fe+ 6 -3317067.449
Fe+ 8 -3316311.448
Fe2+ 1 -3315098.426
Fe2+ 3 -3315235.760
Fe2+ 5 -3315477.325
Fe2+ 7 -3315034.178
Fe3+ 2 -3311824.746
Fe3+ 4 -3312068.513
Fe3+ 6 -3312435.770
Fe3+ 8 -3306245.586
Fe− 2 -3317042.058
Fe− 4 -3317857.437
Fe− 6 -3317589.675
Fe− 8 -3317209.227
Fe2− 1 -3316895.545
Fe2− 3 -3317084.259
Fe2− 5 -3316929.162
Fe2− 7 -3316701.553
Fe3− 2 -3315655.019
Fe3− 4 -3315549.195
Fe3− 6 -3315420.915
Fe3− 8 -3315224.589
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Table A3: Electronic energy of the in-
vestigated cyclopentadienyl iron (FeCp)
and ions.

Species Mult. E(kJ/mol)
FeCp 2 -3826044.324
FeCp 4 -3826089.369
FeCp 6 -3826174.192
FeCp 8 -3825746.202
FeCp− 1 -3825967.055
FeCp− 3 -3826070.373
FeCp− 5 -3826156.711
FeCp− 7 -3825924.769
FeCp2− 2 -3825589.064
FeCp2− 4 -3825695.622
FeCp2− 6 -3825516.466
FeCp2− 8 -3825310.317
FeCp3− 1 -3824544.717
FeCp3− 3 not conv.
FeCp3− 5 not conv.
FeCp3− 7 -3824512.204
FeCp+ 1 -3825445.008
FeCp+ 3 -3825498.682
FeCp+ 5 -3825551.000
FeCp+ 7 -3825388.258
FeCp2+ 2 -3824121.412
FeCp2+ 4 -3824247.976
FeCp2+ 6 -3824217.251
FeCp2+ 8 not conv.
FeCp3+ 1 -3821950.916
FeCp3+ 3 -3822334.868
FeCp3+ 5 -3822296.381
FeCp3+ 7 not conv.

Table A4: Electronic energy of the in-
vestigated cyclopentadienyl iron (FeCp)
and ions.

Species Mult. E(kJ/mol)
Cp 2 -508112.481
Cp 4 -507751.640
Cp 6 -507172.418
Cp 8 -506342.322
Cp− 1 -508252.303
Cp− 3 -507842.578
Cp− 5 -507536.603
Cp− 7 -506945.187
Cp2− 2 -507542.654
Cp2− 4 -507163.743
Cp2− 6 -506750.229
Cp2− 8 -506156.086
Cp3− 1 -506450.742
Cp3− 3 -506449.358
Cp3− 5 -506144.702
Cp3− 7 -505732.214
Cp+ 1 -507282.096
Cp+ 3 -507328.177
Cp+ 5 -506643.999
Cp+ 7 not conv.
Cp2+ 2 -505825.394
Cp2+ 4 -505603.022
Cp2+ 6 -504989.088
Cp2+ 8 not conv.
Cp3+ 1 -503684.891
Cp3+ 3 -503423.699
Cp3+ 5 -503198.969
Cp3+ 7 -502563.097
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Table A5: Relative energies of the different electronic spin states of FeCp2, FeCp,
Cp, Fe, and respective ions, calculated at the def2tzvp/6-311G(2df,2pd) level,
with Grimmes D3 dispersion correction. The electronic spin state is presented in
parentheses. sing., doub., trip., quar., quin., sext., sept., and oct. refer to a singlet,
doublet, triplet, quartet, quintet, sextet, septet, and octet state, respectively. -
signifies the energy of the structure could not be converged.

Species Relative energies (kJ/mol)
FeCp2 0.0 (sing.) 82.7 (trip.) 76.8 (quin.) 370.9 (sept.)
FeCp−

2 0.0 (doub.) 15.5 (quar.) 73.0 (sext.) 483.7 (oct.)
FeCp2−

2 98.6 (sing.) 1.0 (trip.) 0 (quin.) 82.1 (sept.)
FeCp+

2 0 (doub.) 27.8 (quar.) 105.8 (sext.) 457.3 (oct.)
FeCp2+

2 283.2 (sing.) 0 (trip.) 128.0 (quin.) 209.9 (sept.)
FeCp 129.9 (doub.) 84.8 (quar.) 0 (sext.) 428.0 (oct.)
FeCp− 189.7 (sing.) 86.3 (trip.) 0 (quin.) 231.9 (sept.)
FeCp2− 106.6 (doub.) 0 (quar.) 179.1 (sext.) 385.3 (oct.)
FeCp3− 0 (sing.) - (trip.) - (quin.) 103.8 (sept.)
FeCp+ 106.0 (doub.) 52.3 (quar.) 0 (sext.) 162.7 (quar.)
FeCp2+ 126.6 (sing.) 0 (trip.) 30.7 (quin.) - (sept.)
FeCp3+ 384.0 (doub.) 0 (quar.) 38.5 (sext.) - (quar.)
Cp 0.0 (doub.) 360.8 (quar.) 940.1 (sext.) 1770.2 (quar.)
Cp− 0.0 (sing.) 409.7 (trip.) 715.7 (quin.) 1307.1 (sept.)
Cp2− 0.0 (doub.) 378.9 (quar.) 792.4 (sext.) 1386.6 (quar.)
Cp3− 0.0 (sing.) 1.4 (trip.) 306.0 (quin.) 718.5 (sept.)
Cp+ 46.1 (doub.) 0.0 (quar.) 684.2 (sext.) - (quar.)
Cp2+ 0.0 (sing.) 222.4 (trip.) 836.3 (quin.) - (sept.)
Cp3+ 0.0 (doub.) 261.2 (quar.) 485.9 (sext.) 1121.8 (quar.)
Fe - (sing.) 41.2 (trip.) 0.0 (quin.) 333.2 (sept.)
Fe− 842.0 (doub.) 7.2 (quar.) 0.0 (sext.) - (quar.)
Fe2− 378.9 (sing.) 241.6 (trip.) 0.0 (quin.) 443.1 (sept.)
Fe3− 611.0 (doub.) 367.3 (quar.) 0.0 (sext.) 6190.2 (quar.)
Fe+ 815.4 (sing.) 0.0 (trip.) 267.8 (quin.) - (sept.)
Fe2+ 188.7 (doub.) 0.0 (quar.) 155.1 (sext.) 382.7 (quar.)
Fe3+ 0.0 (sing.) 105.8 (trip.) 234.1 (quin.) - (sept.)
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Table A6: The lowest-energy electronic spin states and bond lengths for the
species FeCp2, FeCp, Cp, Fe, and their respective ions. The calculations were
performed at the def2tzvp/6-311G(2df,2pd) level including Grimmes D3 dispersion
correction. The obtained bond lengths after the inclusion of diffuse functions are
included in the parentheses, calculated at the def2tzvp/6-311++G(2df,2pd) level
including Grimmes D3 dispersion correction.

Species State Fe-C (Å) C-C (Å) C-H (Å)
FeCp−

2 Doublet 2.170 - 2.194 1.422 - 1.434 1.078-1.080
(2.133-2.190) (1.414-1.423) (1.078-1.079)

FeCp2−
2 Quintet 2.345 - 2.349 1.420 1.082

(2.314) (1.423) (1.079)
Triplet 2.145-2.205 1.413-1.432 1.082-1.084

(2.113-2.177) (1.418) (1.080)
FeCp+

2 Doublet 2.089 1.424 1.077
FeCp2+

2 Triplet 2.106-2.180 1.413-1.432 1.080
FeCp Sextet 2.300-2.367 1.414-1.420 1.077

(2.305-2.372) (1.415-1.420) (1.077)
FeCp− Quintet 2.238 1.426 1.078

(2.241) (1.421-1.432) (1.074-1.078)
FeCp2− Quartet 2.482 1.419 1.080

(-) (-) (-)
FeCp3− Singlet 2.053-2.118 1.427-1.451 1.091-1.144

(2.070-2.108) (1.421-1.432) (1.074-1.078)
FeCp+ Quintet 2.162-2.257 1.420-1.430 1.078
FeCp2+ Quartet 2.261-2.325 1.381-1.477 1.081-1.084
FeCp3+ Triplet 2.395-2.553 1.451 1.092
Cp Doublet - 1.353-1.466 1.077-1.080

- (1.366-1.479) (1.077-1.080)
Cp− Singlet (1.410) (1.085)

- (1.412) (1.083)
Cp2− Doublet 1.410 1.104

- (1.410) (1.085)
Cp3− Singlet - (1.412) (1.214)

- (1.415) (1.085)
Cp+ Triplet - 1.420 1.079
Cp2+ Doublet - 1.395-1.507 1.0861.091
Cp3+ Singlet - 1.474 1.106
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8.2 Appendix B.

Appendix B visualises the optimised FeCp2, FeCp, and Cp structures in Figures
B2-B3. Bond lengths are given in Å.

Figure B1: Geometrical structures (top view and side view) of the ferrocene ions.
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Figure B2: Geometrical structures of the FeCp complex, and ions.
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Figure B3: Geometrical structures of the cyclopentadienyl fragment and ions.
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8.3 Appendix C.

Appendix C compiles the investigated dissociation reactions of ferrocene and ions
in Table C1.

Table C1: The investigated dissociation reactions of FeCp2 and ions FeCp−
2 ,

FeCp2−
2 , FeCp+

2 , and FeCp3+
2 into fragments FeCp, FeCp−, FeCp2−, FeCp3−

FeCp+, and FeCp2+ and FeCp3+, Cp, Cp−, Cp2−, Cp3− Cp+, and Cp2+ and
Cp3+, and Fe, Fe−, Fe2−, Fe3− Fe+, and Fe2+ and Fe3+. All values are in kJ/mol.
Calculated at the def2tzvp/6-311G(2df,2pd) level, with Grimmes D3 dispersion
correction.

Reactant Products ∆rE ∆rH ∆rG

FeCp2

FeCp3+ + Cp3− 5899 5849 5784
FeCp2+ + Cp2− 2893 2858 2790
FeCp+ + Cp− 881 863 794
FeCp + Cp 397 380 305
FeCp− + Cp+ 1199 1183 1120
FeCp2− + Cp2+ 3163 3092 3019
FeCp3− + Cp3+ 6455 6429 6367
Fe + 2 Cp 673 647 532
Fe+ + Cp− + Cp 1252 1225 1116
Fe2+ + 2 Cp− 2702 2674 2573
Fe3+ + Cp− + Cp2− 6453 6414 6311
Fe− + Cp + Cp+ 1386 1366 1257
Fe2− + 2 Cp+ 2944 2929 2826
Fe3− + Cp+ + Cp2+ 5876 5853 5745

FeCp−
2

FeCp3+ + Cp4- 7267 7243 7193
FeCp2+ + Cp3− 3919 3890 3841
FeCp+ + Cp2− 814 1509 1459
FeCp + Cp− 191 188 138
FeCp− + Cp 348 341 291
FeCp2− + Cp+ 1594 1545 1497
FeCp3− + Cp2+ 4247 4219 4164
Fe3+ + 2 Cp2− 7096 7060 6976
Fe2+ + Cp− + Cp2− 3345 3321 3237
Fe+ + 2 Cp− 1045 1033 949
Fe + Cp− + Cp 466 455 365
Fe− + 2 Cp 535 525 429
Fe2− + Cp + Cp+ 2093 2088 1998
Fe3− + 2 Cp+ 4306 4307 4223
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Table C1 continued.
Reactant Products ∆rE ∆rH ∆rG

FeCp2−
2

FeCp2+ + Cp4- 4803 4791 4752
FeCp+ + Cp3− 2066 2049 2012
FeCp + Cp2− 351 343 304
FeCp− + Cp− -342 -343 -374
FeCp2− + Cp 259 212 171
FeCp3− + Cp+ 2195 2181 2144
Fe3+ + Cp2− + Cp3− 7638 7600 7529
Fe2+ + 2 Cp2− 3505 3476 3404
Fe+ + Cp2− + Cp− 1205 1188 1116
Fe + 2 Cp− -224 -229 -300
Fe− + Cp + Cp− -155 -159 -236
Fe2− + 2 Cp 758 755 672
Fe3− + Cp + Cp+ 2972 2974 2897

FeCp+
2

FeCp3+ + Cp2− 4127 4085 4022
FeCp2+ + Cp− 1504 1479 1415
FeCp+ + Cp 341 322 251
FeCp + Cp+ 502 488 422
FeCp− + Cp2+ 2022 1996 1931
FeCp2− + Cp3+ 4624 4569 4511
Fe3+ + 2 Cp− 5064 5034 4936
Fe2+ + Cp− + Cp 2162 2133 2029
Fe+ + 2 Cp 712 684 573
Fe + Cp+ + Cp 777 755 649
Fe− + 2 Cp+ 1491 1474 1375
Fe2− + Cp2+ + Cp+ 3767 3743 3638
Fe3− + 2Cp2+ 6699 6667 6557

FeCp2+
2

FeCp3+ + Cp− 2290 2264 2212
FeCp2+ + Cp 517 496 437
FeCp+ + Cp+ -2 -12 -66
FeCp + Cp2+ 878 860 799
FeCp− + Cp3+ 3036 3031 2988
Fe3+ + Cp + Cp− 4077 4051 3958
Fe2+ + 2 Cp 1175 1151 1051
Fe+ + Cp + Cp+ 369 351 256
Fe + 2 Cp+ 434 421 332
Fe− + Cp2+ + Cp+ 1866 1846 1751
Fe2− + 2 Cp2+ 4142 4115 4014
Fe3− + Cp3+ + Cp2+ 7712 7702 7614
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8.4 Appendix D.

Appendix D provides the relevant results from a previous, unpublished project
report, where I investigated different functionals and basis sets to accurately de-
scribe the gas phase ferrocene, using Gaussian 16. The reaction enthalpy of the
reaction Fe + 2 C2H5 −−→ FeCp2, the energy difference between the eclipsed and
staggered ferrocene conformation, and the Fe-C, C-C, and C-H bond lengths were
computed. The calculations were performed for the singlet state ferrocene and re-
sults are compiled in Tables D1 and D2. Figures D1 and D2 show the results from
the asymmetric one-ring and the symmetric two-ring dissociation of ferrocene of
different electronic spin states. The ring-iron distance was scanned using the scan
method implemented in Gaussian 16, at the def2tzvp/6-311G(2df,2pd) level, with
Grimmes D3 dispersion correction. The lowest electronic energies of each step are
compiled in Table D3.
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Table D1: Calculated energy difference of the eclipsed and staggered conforma-
tion ∆E and reaction enthalpy ∆Ho

r of the reaction Fe + 2 C2H5 −−→ FeCp2, for
different functionals and basis sets with different numbers of basis set electrons (e)
and functions (f), with and without Grimmes D3 dispersion correction (D).

Functional Basis set e/f ∆E(kJ/mol) ∆Ho
r (kJ/mol)

B3LYP 6-31G* (D) 96/206 -0.4 -1446.4
B3LYP 6-31G** (D) 96/236 -0.5 -1343.3
B3LYP 6-31+G* (D) 96/259 -3.0 -1319.8
B3LYP 6-31+G** (D) 96/289 -3.1 -1363.7
B3LYP 6-31++G* (D) 96/269 -3.0 -1371.8
B3LYP 6-31++G** (D) 96/299 -3.1 -1363.9
B3LYP 6-31G** 96/236 -0.5 -1384.3
B3LYP LanL2DZ (D) 86/132 -2.9 -1286.2
B3LYP LANL2DZ/6-31G* (D) 86/182 -2.4 -1366.0
B3LYP LANL2DZ/6-31G** (D) 86/212 -2.5 -1263.9
B3LYP LANL2DZ/6-31+G** (D) 86/252 -2.5 -1293.6
B3LYP LANL2DZ/6-31++G** (D) 86/262 -2.5 -1295.3
B3LYP LANL2DZ 86/132 -2.8 -1290.8
B3LYP LANL2DZ/6-31G** 86/212 -2.5 -1046.7
B3LYP def2tzv/6-311G (D) 96/190 -1.0 -847.1
B3LYP def2tzvp/6-311G(2df,2pd) (D) 96/405 -2.2 -1304.8
B3LYP def2tzvpp/6-311G(3df,3pd) (D) 96/424 -2.0 -1303.4
B3LYP def2tzvp (D) 96/415 -2.1 -1275.5
B3LYP def2tzvp 96/415 -2.0 -1038.6
B3LYP def2qzvp (D) 96/954 -2.2 -1269.3
B3LYP def2qzvp 96/954 -2.1 -1140.9
PBE 6-31(d,p) (D) 96/236 -1.9 -1272.6
PBE def2tzvp (D) 96/415 -3.7 -1259.0
MO6-2X 6-31G(d,p) (D) 96/236 1.0 -1783.3
MO6-2X def2tzvp (D) 96/415 -0.6 -1535.8

86



Table D2: Calculated ferrocene Fe-C, C-C, and C-H bond lengths for different
functionals and basis set with different number of basis set electrons (e) and func-
tions (f), with and without Grimmes D3 dispersion correction (D).

Functional Basis set e/f Fe-C C-C C-H
B3LYP 6-31G* (D) 96/206 2.05 1.43 1.08
B3LYP 6-31G** (D) 96/236 2.05 1.43 1.08
B3LYP 6-31+G* (D) 96/259 2.06 1.43 1.08
B3LYP 6-31+G** (D) 96/289 2.06 1.43 1.08
B3LYP 6-31++G* (D) 96/269 2.06 1.43 1.08
B3LYP 6-31++G** (D) 96/299 2.06 1.43 1.08
B3LYP 6-31G** 96/236 2.07 1.43 1.08
B3LYP LanL2DZ (D) 86/132 2.11 1.44 1.08
B3LYP LANL2DZ/6-31G* (D) 86/182 2.07 1.43 1.08
B3LYP LANL2DZ/6-31G** (D) 86/212 2.07 1.43 1.08
B3LYP LANL2DZ/6-31+G** (D) 86/252 2.08 1.43 1.08
B3LYP LANL2DZ/6-31++G** (D) 86/262 2.08 1.43 1.08
B3LYP LanL2DZ 86/132 2.12 1.44 1.08
B3LYP LANL2DZ/6-31G** 86/212 2.08 1.43 1.08
B3LYP def2tzv/6-311G (D) 96/190 2.09 1.43 1.08
B3LYP def2tzvp/6-311G(2df,2pd) (D) 96/405 2.07 1.42 1.08
B3LYP def2tzvpp/6-311G(3df,3pd) (D) 96/424 2.07 1.42 1.08
B3LYP def2tzvp (D) 96/415 2.07 1.42 1.08
B3LYP def2tzvp 96/415 2.08 1.42 1.08
B3LYP def2qzvp (D) 96/954 2.07 1.42 1.08
B3LYP def2qzvp 96/954 2.08 1.42 1.08
PBE 6-31(d,p) (D) 96/236 2.10 1.42 1.08
PBE def2tzvp (D) 96/415 2.14 1.42 1.08
MO6-2X 6-31G(d,p) (D) 96/236 2.02 1.44 1.090
MO6-2X def2tzvp (D) 96/415 2.04 1.43 1.09
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Figure D1: Electronic energies of the
symmetric dissociation of both rings of
ferrocene with different electronic spin
states.

Figure D2: Electronic energies of the
asymmetric dissociation of one ring of
ferrocene with different electronic spin
states.

Table D3: The relative electronic energies for the asymmetric and symmetric
decomposition scan. The scanning distance is for the asymmetric scan the moving
distance of one ring from the center of the remaining iron and carbon ring, and for
the symmetric scan, it denotes the moving distance of each of the two rings from
the iron center. The energy difference ∆E is the difference between the electronic
energy of the asymmetric and symmetric decomposition of each scanning step.

Distance(Å) Asymmetric(kJ/mol) Symmetric(kJ/mol) ∆E(kJ/mol)
0 0 0 0

+0.2 20.9 63.1 -42.2
+0.4 72.0 165.7 -93.7
+0.6 139.2 208.9 -69.8
+0.8 140.5 251.4 -110.9
+1.0 153.9 305.8 -151.9
+1.2 170.3 356.6 -186.3
+1.4 193.4 408.6 -215.2
+1.6 225.0 469.2 -244.2
+1.8 263.2 - -
+2.0 304.1 - -
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