Early fault diagnosis in rolling element bearings: comparative analysis of a knowledge-based and a data-driven approach
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Abstract
The early identification of a defect that is developing in a bearing is crucial for avoiding failures in rotating machinery. Frequency domain analysis of the vibration signals has been shown to contribute to a better understanding of the nature of a developing defect. Early signs of degradation might be more noticeable in certain frequency bands. The advantages in identifying and monitoring these bandwidths are several: prevention of serious machinery damages, reduction of the loss of investments, and improvement of the accuracy in failure predicting models. This paper presents and compares two approaches for the diagnosis of bearing faults. The first approach was knowledge-based. It relied on principles of mechanics to interpret the measured vibration signals and utilized prior knowledge of the bearing characteristics and testing parameters. The second approach was data-driven whereby data were acquired exclusively from the vibration signal. Both approaches were successfully applied for fault diagnosis by identifying the frequencies of the vibration spectra characteristic for the bearing under study. From this, bandwidths of interest for early fault detection could be determined. The diagnostic abilities of both approaches were studied to analyze and compare their individual strengths regarding the aspects of implementation time, domain knowledge, data processing associated knowledge, data requirements, diagnostic performance, and practical applicability. The advantages, apparent limitations as well as avenues for further improvement of both approaches are discussed.
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Introduction
Any small defect that is not noticed and eliminated in time, carries the risk of an eventual catastrophic failure in turn leading to the shutdown of the entire mechanical system. Therefore, early fault diagnosis is crucial for well-timed maintenance actions to ensure the safe and efficient operation of rotating machinery. The task of early fault diagnosis requires regular monitoring of the state of the system and judicious interpretation of essential information that the data resulting from the monitoring contains. After detecting signs of degradation and diagnosing the potential failure mode, a model estimating the Remaining Useful Life (RUL) of the affected component or machine needs to be created so that appropriate timings for servicing and maintenance can be scheduled (Lacey, 2008). After nuts and bolts, rolling element bearings are the most widely used machine elements: more than 50 billion bearings are operating in the world at any one time (McQueen, 2010). It is therefore not surprising that investigations into and discussions of bearing failures are extensive in the research discipline of Condition-Based Maintenance (CBM) (Jardine et al., 2006; Wei et al., 2019).

Vibration analysis is an established method for tracking machine operating conditions and trends of deterioration (Renwick & Babson, 1985). The data from the vibration signal are widely used for CBM of bearings. This is due to the fact that a vibration impulse is generated whenever a defect or an irregularity of the raceway surfaces or of the rolling elements comes into contact with another surface of the bearing.
The vibration impulses occur periodically at a specific rate called the bearing characteristic frequency of the defect, which is unique for each fault source. These bearing characteristic frequencies are an essential source of information for diagnosing a potential failure mode of a bearing. Identification of these frequencies is not a trivial task, especially in the case of limited information about the geometric dimensions of a bearing or of the test parameters.

The biggest difficulties for diagnosing the early degradation of a bearing are (i) weakness of the vibration impulses; (ii) measurement noise and (iii) other vibration sources (Gautier et al., 2015). Considerable attention has been devoted to the high-frequency resonance technique as this approach appears to separate the vibration of the faulty bearing from the vibrations generated by the other sources (Cui et al., 2016; McFadden & Smith, 1984; Mishra et al., 2021). However, most of the data available for analysis have been recorded with accelerometers that are unable to capture these higher vibration frequencies.

The extensive research in the field of diagnostics and prognostics of bearing defects has relied on the implementation of knowledge-based and data-driven approaches (Cerrada et al., 2018; Jieyang et al., 2022; Tandon & Choudhury, 1999). The comparison of different methods used within each of the approaches is presented, for example, in the papers (Cubillo et al., 2016; Gazizulin et al., 2018) for the knowledge-based approach and (Akpudo & Hur, 2020; Singh et al., 2023; Vargas-Machuca et al., 2020) for data-driven approach. However, there is still a lack of a comprehensive comparison of the diagnostic abilities of the two approaches considering aspects other than prediction accuracy. Significant growth was observed in research in the field of combining knowledge-based and data-driven approaches (Jimenez et al., 2020; Liao & Kottig, 2014; Zhou et al., 2019). However, the way to combine these approaches to achieve the highest quality of diagnosis performance is not always straightforward.

In this paper, two methods for the detection and diagnosis of early faults are described and compared. The first method uses a knowledge-based approach whereas the second uses a data-driven approach. The ultimate purpose of both approaches was to reliably identify the bearing characteristic frequencies within the vibration spectra and to determine the bandwidth of interest for condition monitoring. The individual diagnostic capabilities of both approaches were analysed and compared regarding implementation time, domain knowledge, data processing associated knowledge, data requirements, diagnostic performance, and practical applicability. Furthermore, taking into account the individual strengths and limitations of both approaches, avenues for possible superior diagnostic power obtained by a combination of both approaches are proposed.

The remaining sections of this paper are organized as follows. Section Bearing fault diagnosis contains the background and theoretical information about fault identification in bearings. In Sect. Methodology, the data sets used for this investigation, as well as the knowledge-based and data-driven approaches are described. The results of the implementation of these approaches, a comparison between them, and a discussion about their advantages and limitations are included in Sect. Results and discussion. Finally, the last Section presents the conclusions from this investigation.

**Bearing fault diagnosis**

According to ISO-13379-1 (Swedish Standards Institute, 2012), two main approaches can be used for diagnosing the condition of the machine, namely the Knowledge-Based (KB) and the Data-Driven (DD) approach. This ISO standard also mentions that these approaches may overlap or that solutions can rely on several different approaches.

**Knowledge-based approach for bearing fault diagnosis**

The knowledge-based approach relies on an explicit representation of the fault or its associated symptoms (Swedish Standards Institute, 2012). This approach is extensively used in engineering as it applies principles of mechanics to model and interpret phenomena under observation. Even if these models initially are simplified abstractions of reality, they usually increase in complexity to ever more accurately represent the physical interactions. However, their main advantage still is that they can be easily interpreted and generalized (Chao et al., 2020).

The knowledge-based approach traditionally relies on an analysis of measurements of either vibrational or acoustic signals in order to detect and diagnose emerging defects in bearings. Regarding vibration signals resulting from localised defects, three different techniques exist to measure and analyze the vibration response, namely time-domain techniques, frequency-domain techniques and time-frequency techniques (Randall & Antoni, 2011; Tandon & Choudhury, 1999).

Within time-domain techniques, the vibration signal is analyzed to extract several statistical features. The most important of these features are amplitude, Root Mean Square (RMS), skewness, kurtosis, crest factor, and entropy, among others. The existence of a fault is conventionally determined once the monitored feature surpasses a predefined acceptable threshold (Li et al., 2017). The main limitations of time-domain analysis are the definition of the thresholds and the selection of the monitoring features. The former is in most cases highly dependent on the type and the specific config-
lution of the machine under analysis (Li et al., 2017). The latter is related to the problems associated with the analysis of non-Gaussian signals whereby important features have a tendency to vary from sample to sample (Attoui et al., 2017).

Frequency-domain techniques are used to identify the characteristic frequency for a certain type of fault (or a combination of faults). These techniques can use different types of spectrum analysis, i.e., Fourier spectrum, cepstrum analysis or envelope spectrum analysis. The main advantage of these techniques is their intuitiveness because they are based on the derivation of the characteristic frequencies of bearing faults, which have a direct relationship to the shaft rotational frequency (Li et al., 2017). In most cases, bearing fault frequencies are masked by more dominant frequency components or noise. In such cases, envelope analysis is a suitable approach to demodulate the bearing faults from the high-frequency components or noise. In such cases, envelope analysis is a suitable approach to demodulate the bearing faults from the high-frequency resonances emerging from the bearing or from the machine’s natural frequencies (Reuben & Mba, 2014). Nevertheless, frequency domain techniques are very sensitive to non-stationary conditions (Attoui et al., 2017).

As the vibration signals are mostly non-stationary, time-frequency-domain techniques have received more attention recently (Reuben & Mba, 2014). Among various approaches, continuous wavelet analysis, short-time Fourier transform, Wigner-Ville distribution, and resonance demodulation techniques have been successfully applied for monitoring the condition of bearings by detecting both the components of the constituent frequencies and the properties of their time variability. However, their higher computational complexity is still the main disadvantage discouraging their widespread utilization (Attoui et al., 2017).

**Bearing characteristic frequencies**

Defects in bearings produce a series of periodic impacts resulting in a particular vibration signal depending on the defect. These Bearing Characteristic Frequencies (BCFs) (Saruhan et al., 2014) are associated with the bearing elements and are dependent on the geometric dimensions and arrangements and on the shaft rotational frequency.

The amplitude of BCFs is a sign of the severity of the defect. The presence of harmonics is an indication of the origin of the defect (Raup & Upadhyay, 2016). A machine with a defective bearing can generate any of the following BCFs (Taylor, 2003):

- Ball Pass Frequency of the Outer Race (BPFO): rate at which the ball/roller passes over a single point (defect) on the outer race.
- Ball Pass Frequency of the Inner Race (BPFI): rate at which the ball/roller passes over a single point (defect) on the inner race.

- Two times Ball Spin Frequency (BSF) or Ball Defect Frequency (BDF): frequency of each rolling element as it spins. When one or more balls or rollers have a defect, this defect impacts both the inner and outer race each time one revolution of the rolling element is made. Therefore, the defect vibrational frequency is twice the BSF (Poddar & Chandravanshi, 2013).
- Fundamental Train Frequency (FTF) or cage frequency: This frequency is not encountered very often. The BSF caused by a ball/roller fault will be amplitude-modulated by the FTF (Konstantin-Hansen, 2003).

The following equations provide a theoretical estimate of the BCFs expected when a defect on a bearing element appears (Mais, 2002):

\[
BPFO = \frac{n f_s}{2} \left(1 - \frac{d}{D} \cos \alpha \right) \\
BPFI = \frac{n f_s}{2} \left(1 + \frac{d}{D} \cos \alpha \right) \\
BSF = \frac{D f_s}{2d} \left[1 - \left(\frac{d}{D} \cos \alpha \right)^2 \right] \\
FTF = \frac{f_s}{2} \left(1 - \frac{d}{D} \cos \alpha \right)
\]

where \(d\) is the ball diameter, \(D\) is the pitch diameter, \(n\) is the number of balls, \(\alpha\) is the contact angle, and \(f_s\) is the shaft rotation rate in Hertz. These formulas are theoretical estimates and discrepancies can be expected due to the bearing carrying significant thrust loads or due to the occurrence of slippage (McInerny & Dai, 2003; Randall & Antoni, 2011).

The vibration spectrum pattern changes as the bearing deteriorates. It usually passes through four different stages. The spectrum of each of the four stages of degradation can be further subdivided into four distinct zones (Fig. 1) (Scheffer & Girdhar, 2004).

- Zone A: machine rpm and harmonics
- Zone B: bearing defect frequencies or BCFs
- Zone C: natural frequencies of the bearing components
- Zone D: high-frequency defects

The different stages of degradation, presented in Fig. 1, can be categorized as follows (Scheffer & Girdhar, 2004):

- Stage 1: Some indications of bearing wear are present in the ultrasonic frequency region (Zone D), which can only be detected using high-frequency techniques such as the spike energy or the shock pulse method. The raceways or rolling elements may not show any visible defects.
- Stage 2: The raceways begin to develop pits and to “ring” according to the natural resonance frequencies of the bearing components. An increase in energy in Zone C and D is also noticeable. Depending on the severity of
Stage 3: The BCFs start to become visible in Zone B. Harmonics may be present depending on the number of defects and their dispersion on the races. These harmonic frequencies might be side-banded by the shaft speed.

Stage 4: The pits merge with each other creating rough tracks, thereby generating increased heat and noise. The BCFs and the components’ natural frequencies will merge into a random noise floor. If the bearing runs further, the cage will break and the rolling elements will go loose, and there will be serious damage to the shaft area under the bearing.

A suitable frequency analysis of the vibration signal in Stage 3 can directly identify the BCFs in the spectrum. However, only the theoretical estimates of the BCFs are known. Due to ageing or speed fluctuations of the rotating machine, the actual frequency components can deviate from those which are estimated from theory (Taylor, 2003).

When defects are in their early stages, the BCFs amplitudes are very small and are usually hidden by measurement noise and other vibration sources (e.g. shaft imbalance). This causes difficulties for detecting the defect frequencies and, consequently, for the localization of the bearing faults (Attoui et al., 2017).

Moreover, the natural frequencies of the components of the bearing are amplitude-modulated at the BCFs. By demodulating these resonances, an indication of the bearing condition can be obtained. In practice, the vibration signal is band-pass filtered around one of the resonant frequencies to eliminate unwanted contributors from other sources. This filtered signal is demodulated by the enveloping technique or by the high-frequency resonance technique. The spectrum of the envelope signal is used to identify the periodic components associated with a fault in a bearing component or BCF (Tandon & Choudhury, 1999).

Data-driven approach for the diagnosis of bearing faults

The data-driven approach is widely used when there is a significant amount of historical data for the investigation of degradation patterns (Goebel et al., 2008). Usually, a failure follows a certain degradation process, the investigation of which allows to identify potential failures in advance and predict the Remaining Useful Life (RUL) of a machine or of one of its components. Prediction of the RUL can be done through damage estimation followed by calculating the intersection between a suitable extrapolation of the trajectory of the damage progression and the failure criterion (Goebel et al., 2008).

RUL prediction is fundamentally based upon an estimation of the current state of the functional bearing. The prediction typically involves the constant tracking of a state indicator curve, which is usually calculated from signal features. One way to continuously determine the condition of a bearing is by following the behaviour of a particular feature, such as kurtosis or RMS (Ahmad et al., 2018; Li et al., 2015). Different features can indicate different specific problems and may allow an estimation of their severity (Lacey, 2008; Li et al., 2012). Monitoring only one particular feature may lead to losing important information about potentially arising or already existing problems of a bearing when the tracked parameter is not sensitive to that particular condition.

Several methods for constructing a state indicator for the purposes of monitoring the condition of bearings have been proposed. In particular, fusing several signal features into a single Degradation Curve (DC) makes it possible to take into account all potentially relevant parameters (Yan et al., 2004). In the method presented by Wang et al. (2008), a multivariate linear regression model was used to calculate a state indicator designating the degradation stage of a bearing. In this work,
Wang’s method is applied to create a degradation curve scaled from 0 to 100% of degradation.

Depending on which features were considered, the shapes of constructed DCs will differ. The accuracy of a single fused curve highly depends on the proper execution of the features generation step where a few important considerations need to be taken into account. First, the raw vibration signal typically contains noise originating either from the operating process itself or from its surroundings. Preliminary signal filtering is necessary in many cases. Second, careful execution of the features engineering process has to be performed (Kuhn & Johnson, 2013). The features engineering process usually contains two main parts: features generation and features reduction.

Publicly available libraries are frequently used to facilitate the features generation task (Barandas et al., 2020; Christ et al., 2018). Usually, the variety of the features generated by those libraries is too wide and not case-specific. Using all the generated features for further analysis is undesirable since high-dimensional data increase interpretation problems and can negatively affect predictive models (Kuhn & Johnson, 2013).

Reducing the number of features can be performed by two different methods, namely, dimensionality reduction and features selection (Niu, 2016). Dimensionality reduction is the linear or nonlinear transformation of the high-dimensional original feature space into a meaningful representation of reduced dimensionality (Van Der Maaten et al., 2009). Furthermore, it is an efficient technique with regard to computational resources. However, it completely erases the traceability of the features and therefore reduces the potential to gain domain knowledge from the analysis. On the other hand, features selection does not change the features themselves and consequently allows for a more detailed interpretation of the influence of individual features on the modelling process (Niu, 2016). The traceability maintained by the use of feature selection methods makes it a preferred approach for this study.

To build a DC, the selected features must be aggregated together. In the case of analysing a data set from a run-to-failure experiment, construction of the curve can be done by creating a linear regression model as proposed by Wang et al. (2008).

**Methodology**

This section covers a description of the data set utilized for the proposed analysis and the two different approaches implemented for bearing fault diagnostics. The knowledge-based approach used as input all the available data, namely, the BCFs estimations based on the bearing components, test parameters, and vibration signal recordings. The data-driven approach used only the vibration measured with the accelerometers.

**Data set description**

In this work, the data containing a complete record of the natural evolution of a bearing defect were acquired in the course of run-to-failure experiments performed in the NSF I/UCR Center for Intelligent Maintenance Systems (IMS) with support from Rexnord Corporation (Lee et al., 2007).

**Test rig setup**

In the IMS’s test rig, four Rexnord ZA-2115 double row bearings were installed on the shaft (see Fig. 2). The rotation speed was kept constant at 2000 RPM, and a radial load of 6000 lbs was applied to the bearings and shaft. The vibration data was collected during the three independent tests. The vibration data was collected with PCB 353B33 High Sensitivity Quartz ICP accelerometers installed on the bearing housings: two for each bearing for test 1, and one for each bearing for tests 2 and 3.

The bearings installed in the IMS’s test rig are of the spherical double row roller type (see characteristics in Table 1).
Table 1  Bearing characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bearing type</td>
<td>Rexnord ZA-2115</td>
</tr>
<tr>
<td>Pitch diameter</td>
<td>2.815 in</td>
</tr>
<tr>
<td>Roller diameter</td>
<td>0.331 in</td>
</tr>
<tr>
<td>Roller number</td>
<td>16</td>
</tr>
<tr>
<td>Contact angle</td>
<td>15.17 degrees</td>
</tr>
</tbody>
</table>

Data structure

Three data sets contain vibration data from the independent run-to-failure tests. Signals (duration 1 s) were collected every 10 min with a sampling rate of 20 kHz. The data was acquired with a DAQ Card-6062E from National Instruments. Inspections confirmed that Test 1 ended with an inner race failure in bearing 3 and a rolling element failure in bearing 4. Tests 2 and 3 ended with an outer race failure in bearing 1 and 3, respectively Lee et al. (2007).

For the proposed analysis, only the data set corresponding to Test 2, shown in Fig. 3, was utilized, as one of the parameters for comparing the different approaches was the diagnostics performance. Thus, it was more straightforward to compare the approaches when only one failure mode is present.

To define and set the thresholds for failure, functional failure, and fault points, the RMS of the vibration signal from bearing 1 of Test 2 was calculated and visualized in Fig. 4.

- **Failure** For Test 2, the failure point (considered as 0% RUL) occurred at the 972nd data collection instance (Fig. 4). This point is encircled in red in Fig. 4d. A sharp increase in RMS indicated an acceleration of degradation preceding failure. Therefore, the total life of bearing was estimated to be 9720 min.

- **Functional failure** According to Moubray (1997), a functional failure is an inability to reach the required level of functionality. The DC, presented in Fig. 4a, is not increasing monotonically. The degradation is slowly increasing until a sudden jump (Fig. 4b). Shortly after that jump, the degradation decreases, stabilizes, and starts slowly increasing again (Fig. 4c). This phenomenon was also observed and described by many researchers (Qiu et al., 2006; Williams et al., 2001; Lei et al., 2018) and can be labelled as a “healing process”. This phenomenon can be explained by the nature of the damage. Initially, rough surface defects (sharp-edged cracks or small damaged zones) causing an increase in the RMS are smoothed by a sanding effect of continuous rolling contact thereby resulting in a decrease of the RMS. The definition of the healing process implies that it followed on from previously inflicted damage which resulted in functional failure of limited duration. Therefore, the onset of the functional failure was defined as occurring at the sampling instance preceding the sharp increase of RMS. This point corresponded to the 702nd data collection instance and is shown circled in orange in Fig. 4b.

- **Fault** The immediate identification of the instance when the fault occurred is the ideal outcome in early fault diagnosis.

Knowledge-based approach

The KB approach relies on a representation of the fault and its symptoms. When referring to vibration signal analysis for bearings, the main idea is to apply different techniques

![Fig. 3  Evolution of the power spectral density (PSD) of the vibration signal for the signal from Test 2 (Color figure online)](image_url)
to identify the changes or variations of the signal either in the time or in the frequency domain. In the case of bearing fault identification and diagnosis, the appropriate technique to apply depends on the bearing degradation stage.

Identification of the BCFs and their harmonics in the spectrum

As highlighted in Fig. 5, the proposed analysis started under the assumption that the bearing was in the third stage of degradation given that the data collection was not done until total failure but up to a certain threshold (debris accumulation in the magnetic plug) (Qiu et al., 2006).

This assumption was corroborated by the spectra of the last data instances as illustrated in Fig. 6, which clearly shows the presence of the fundamentals and harmonics of the BCFs in Zone B (center) and side-bands in Zone C (right), which matched the description of Stage 3 degradation. Then, the spectrum of the vibration signals was retrospectively inspected to identify which of the BCFs and their corresponding harmonics were present in the signals. The values of the BCFs were obtained following Eqs. 1–4 and are displayed in Table 2.

The spectrum was examined in increments of 5% RUL. This increased the time resolution for the detection of spectral indications of a developing fault. The higher the RUL, the higher the relevance of establishing a fault diagnosis. By simple inspection of the spectrum, the limit at which the BCFs and their harmonics could no longer be clearly identified in Zone B corresponded to approximately 30% RUL. It is not implied that the unfeasible detection at higher RUL confirms the absence of faults (the fault existence is corroborated by the presence of side-bands in Zone C of the spectrum). It was however suggestive that other techniques needed to be applied for earlier fault diagnosis.

Signal demodulation for early identification of BCFs in the spectrum

For an earlier fault diagnosis (and working under the assumption that the bearing above 30% RUL was in the second stage of degradation as Zone C presented higher energy spectral density), a high-frequency identification technique known as enveloping was used. Enveloping demodulated the defect signal from the structural resonance excited by the defect. After the demodulation, the identification of the BCFs and their respective harmonics could be done by a simple inspection of the envelope spectrum. The entire procedure of the analysis is detailed below and can also be seen in Fig. 5:

- Identification of the bandwidth of interest through Spectral Kurtosis (SK).
- Band-pass filtering of the vibration signal.

SK is a statistical parameter that indicates how the impulsiveness of a signal varies with frequency. SK has been considered a fundamental tool for determining the most appropriate band for envelope analysis and obviates the need for historical data (Sawalhi & Randall, 2004). One of the most important properties of SK that has been used in bearing fault diagnosis is that the SK of a non-stationary signal (e.g., the vibration signal of a faulty bearing) with stationary noise has large values at the frequencies where the signal to noise ratio is high (Antoni & Randall, 2006). Thus, the SK of the vibration signals starting from 30% RUL was computed based on the Short-time Fourier Transform STFT $X(t, f)$ (Randall, 2011) as follows:

$$SK(f) = \frac{\langle X^4(t, f) \rangle}{(\langle X^2(t, f) \rangle)^2} - 2$$  \hspace{1cm} (5)

where $X^2(t, f)$ corresponds to the power spectrum values calculated for each time, and $\langle X^2(t, f) \rangle$ is the average of all these power spectral values, i.e., the power spectrum of the analyzed signal as a whole. When using STFT, parameters such as window length can affect the spectral kurtosis calculation (Leite et al., 2017). To evaluate the proposed methodology, the effect of several window lengths on the resulting SK was investigated and superposed on a Frequency-Spectral Kurtosis plot (Fig. 7). The frequency band and window length that provided the higher but also consistent SK were visually determined. The window length selected for this case study was 64.
Once the window length was defined, the SK for the vibration signals that corresponded to a RUL higher than 30% was computed and two frequency bands of interest (with the highest kurtosis values) were selected for further analysis: [3300, 4500]Hz and [7800, 9100]Hz, see Fig. 8. These bandwidths were located in Zone C, which corresponded to the zone containing the high-frequency natural resonances of the bearings (Graney & Starry, 2012), confirming the assumption of Stage 2 degradation. Even if the estimation of the bearing resonant frequencies could be done accurately, it was not feasible to determine which of those was likely to be dominant. Therefore, in the initial stage of the analysis, it was important to have a sufficiently broad frequency range that allowed for a full examination of the spectrum (McFadden & Smith, 1984).

The selected bandwidths of interest were then used to band-pass filter the vibration signals, which shifted the output to a low-frequency region in order for it to be subjected to envelop detection.

The enveloping was performed based on the Hilbert transform, i.e., taking the spectrum of the amplitude of the so-called analytic signal. The analytic signal is a complex time signal whose imaginary part is the Hilbert transform of the real part (Randall, 2007). Its imaginary part is identical to the real part but delayed by $\pi/2$. The demodulation phase ended by obtaining the spectrum of the envelope of the analytic signal that allowed the identification of the BCF at the appropriate passing frequency. Figure 9 shows the different stages of an artificial (synthetic) signal and its envelope analysis.

### Table 2  Theoretical estimation of BCFs based on the test rig setup Qiu et al. (2006)

<table>
<thead>
<tr>
<th>BCF</th>
<th>Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPFO</td>
<td>236</td>
</tr>
<tr>
<td>BPFI</td>
<td>297</td>
</tr>
<tr>
<td>BDF</td>
<td>280</td>
</tr>
<tr>
<td>FTF</td>
<td>15</td>
</tr>
</tbody>
</table>

![PSD of the last ten instances of vibration data collected. Zones A (left), B (center) and C (right) have been highlighted with gray scale (Color figure online)](image-url)
Data-driven approach

The identification of the BCF and the corresponding failure mode without any information about bearing characteristics and test parameters was accomplished by conceiving and subsequently implementing Workflow 1 (Fig. 10). Different filtering frequency ranges were investigated in order to determine the bandwidth of interest for the monitoring of the bearing condition for early fault diagnosis. The implementation of this investigation was performed by following Workflow 2 (Fig. 10). Steps 1 and 5 differed between workflow 1 and 2 whereas the other steps were identical. These differences are specified and explained in the following sub-sections.

Sub-bands isolation with fixed bandwidth size

Defects in various bearing components will result in changes in the vibration signal that are reflected in different frequency bands. Therefore, the raw data was transformed into a group of sub-bands (Fig. 11). Each of these sub-bands contained only the signal components within a particular frequency range. A Butterworth band-pass filter was used for filtering the raw signal. Within Workflow 1, the algorithm of isolation of the frequency sub-bands was implemented from the minimum frequency $f_{\text{min}} = 1\text{Hz}$ to the maximum frequency $f_{\text{max}} = 10000\text{Hz}$. The filtering of the raw data was performed in $BW$ range from $f_{\text{min}}$ to $f_{\text{max}}$ with various filtering step sizes, hereafter called $step$. A lower boundary ($f_L$) and a higher boundary ($f_H$) of the Butterworth band-pass filter

---

Fig. 7 SK of the vibration signal for different window lengths (Color figure online)

Fig. 8 Bandwidth identification for band-pass filtering by estimating the spectral kurtosis for 50 instances of the data set analyzed. The vertical black lines show the limits of the bandwidths of interest (Color figure online)

Fig. 9 Envelope analysis on a synthetic signal: a Synthetic signal composed of a transient impact frequency representing a defect (10 Hz), a modulating sinusoidal function (600 Hz), a shaft signal (low frequency sinusoidal at 13 Hz) and Gaussian white noise $N(0, 1)$; b spectrum of the synthetic signal; c spectrum of the envelope of the analytic signal with dashed lines representing the defect signal fundamental (red) and harmonics (blue) (Color figure online)
were calculated for each one of the isolating sub-bands $i$ as shown in Fig. 11.

The choice of values of the $BW$ and $step$ variables affect the overall results and the calculation time of the frequency sub-bands isolation algorithm. A wide $BW$ leads to the blurring of the important information contained in certain frequencies. On the other hand, a narrow $BW$ is sensitive to random noise frequencies. In order to cover the whole frequency range, the values of the variables must follow the rule whereby $step \leq BW$. The selected value of the $step$ might be several times smaller than a $BW$. However, the number of sub-bands and, as a consequence, the number of performed calculations depended on the numerical size of the selected $step$. A smaller $step$ size leads to an increase of both aforementioned parameters.

If the real response of the Butterworth filter were to be compared with an ideal response, some differences appear. The real response has a transition zone between a passband and a stopband. The “tail” of the signal will be present outside of the ideal boundaries of the cutoffs (indicated in yellow in Fig. 12b). Furthermore, frequencies with suppressed signals are present within the ideal boundaries of the cutoffs (indicated in orange in Fig. 12b). The selection of $BW$ and $step$ variable values needs to take this characteristic property of the Butterworth filter into account.

While the presence of the tail area only blurs the filtering boundaries, the suppression of the signal within the boundaries leads to a loss of information. In the case of $step = BW$, the boundaries of cutoffs are not overlapping (see Fig. 12a). This information loss can be prevented by selecting a $step$ size significantly smaller than the $BW$, as shown in Fig. 12c. In that case, the filtering boundaries will overlap with the neighbouring boundaries (Fig. 12d). The overlap will obviously lead to a doubling of the information of the neighbouring sub-bands, but it prevents information loss.

In this research work, the $BW$ and $step$ were determined experimentally. Different sizes of $BW$ and $steps$ were compared in a preliminary test the results of which are presented in Sect. Selecting the variables.

Sub-bands isolation with variable bandwidth size

As was discussed in the previous Section, the presence of the fundamental and its harmonics of the bearing characteristic frequencies in Zone B and present side-bands in Zone C. This corresponds to Stage 3 of degradation. The performances of different filtering ranges have to be compared in order to identify the bandwidth of interest for the early fault diagnosis. Within Workflow 2, all possible combinations of lower boundaries $f_l$ and higher boundaries $f_u$ of the band-pass filter were used for the isolation of the sub-bands. The modification to the algorithm (Workflow 1) kept the $BW$ size as a variable. The modified algorithm is presented in Fig. 13.

Features engineering

In this step of the analysis, useful features must be extracted from the raw data set. The features engineering algorithm initially generated a large number of various features. This was followed by a multi-step evaluation procedure which only retained the most important features. These retained features were then used for all further calculations in the data-driven workflow for each of the created sub-bands. The
Fig. 12  Example of sub-bands isolation: a filtering boundaries for the case with overlap; b filter design for the case with overlap; c filtering boundaries for the case without overlap; d filter design for the case without overlap (Color figure online)

Fig. 13  Step 1.2: The algorithm of sub-bands isolation with variable bandwidth size

Fig. 14  Step 2: Features engineering algorithm

- Features generation stage The majority of the features were created by using two libraries: Time Series Feature Extraction Library (TSFEL) and Time Series Feature Extraction based on Scalable Hypothesis tests (TSFRESH) (Barandas et al., 2020; Christ et al., 2018). Any other features not included in these libraries and that could be appropriate for the specific case were also added at this stage. In addition, signal features that provided general signal-based statistical metrics which can be applied to any kind of signal were manually added from the lists provided by MathWorks [58].

- Features reduction stage The features that were most valuable and relevant for the study of the present case...
were identified and selected for further processing. The selection was carried out in several successive stages, such as (i) baseline analysis, (ii) trend identification, and (iii) supervised selection of top features. (i) **Baseline analysis** This analysis included the identification and removal of duplicates, highly correlated features (more than 95%), and features with low variance. Since variance is range-dependent and different data sets might have different requirements, only zero-variance features were removed. (ii) **Trend identification** The investigated data set contained complete records of the degradation processes of bearings. Therefore, a developing trend of the most valuable features would show the condition of the deteriorating bearing (Lacey, 2008). All the features were normalized by scaling between 0 and 1 for comparability. Calculated slope values of linear fits to features were sorted from the highest to lowest. Features with a slope value lower than the overall median were removed from the features list. (iii) **Supervised selection of top features.** The SelectKBest function in Python’s Scikit-learn library selects the top features based on univariate statistical tests [59]. The function refers to a supervised method, which requires a labelled data set. Even though the data set used for this investigation was not labelled, the model representing a theoretical DC had to start with functional integrity (degradation level set at 0%) and end with a failure (degradation level set 100%) since the data set contained the complete record of the run-to-failure experiment. In order to avoid overfitting, a low order function had to be used for the fitting of a DC, so the linear, quadratic and exponential curves were implemented simultaneously. The adaptability to different shapes of DCs was kept by selecting only the intersecting features from the _k_ top selected for each of the fitting functions. If the intersection list contained more than 50% of _k_ top features for each of the fitted functions, then it was used as the final selection. Otherwise, the supervised selection of top features should be repeated with an increased _k_ value.

**Construction of the degradation curve**

As was described in the previous Section, the analysis was carried out only for the data obtained until the occurrence of a functional failure of a singular defined type. It means that the degradation reaches 100% on the 702nd data collection instance (Fig. 4).

The DC was constructed by fusing the features selected in Sect. **Features engineering** step of the data-driven workflow. The DCs were constructed for each of the isolated sub-bands by implementing the method, developed by Wang et al. (2008). In particular, a multiple linear regression model was used to build a condition indicator for the progression of the degradation. The resulting degradation curves were smoothed in order to eliminate errors due to the noise (Fig. 15).

**Remaining useful life estimation**

The shapes of DCs varied depending on the input features and filtering bands. Therefore, different DCs will have different remaining times between the point of reaching a particular degradation level and the functional failure. The higher the RUL, the better the capability of the sub-band to identify a developing functional failure earlier. The RUL values of different sub-bands have to be calculated at the same level of degradation to be comparable. The particular degradation level can be set in the range between 0 and 100%, where 0% represents the healthy state and 100% represents the occurrence of a functional failure. The result of calculations of RULs of two DCs for two different sub-bands at a level of degradation of 50% is presented in Fig. 15.

The aim of Workflow 1 was to compare the RULs of different frequency ranges (Fig. 15). At low levels of degradation (0–25%), the difference between the DCs was insignificant. Furthermore, the slow increase over time of the degradation curve leads to there being considerable stretches of time without any noticeable change in the health stage. The curves at a level of degradation of 75–100% did not significantly differ as well. Contrasting their characteristics at the early stage, the DCs at the late stage of degradation are usually very steep. The fast increase over time of the DC leads to an extensive difference in the health stage occurring within a relatively short period of time. The largest relative difference of performances of multiple DCs were found at a level of around 50% of degradation. Therefore, the results for 50% of degradation are considered as the most representative values. The results are presented in Sect. **Identification of the BCF and the corresponding failure mode**, as RUL over the frequency sub-bands.

In Workflow 2, the aim was to identify the specific sub-bands that indicate a developing failure at an earlier stage of degradation. Therefore, the results for 10% of degradation level were used for comparison of the RULs and presented in Sect. **Identification of the bandwidth of interest for the early fault diagnosis**.

**Identification of the BCF and the corresponding failure mode**

As the last step of Workflow 1, the identification of the BCF and the corresponding failure mode was performed. It is clearly visible in Fig. 6 that harmonics of the BCF can be easily spotted as equidistant peaks of the amplitudes over frequencies. The same ratio should be reflected in the results,
Fig. 15 Examples of the calculation of the RULs at 50% degradation level for two different sub-bands (Color figure online)

showing the RUL over frequency sub-bands. Averaging over the integer multiples of base frequencies makes it possible to identify the BCF, since it results in a larger average RUL than averaging the integer multiples of other frequencies. The base frequencies in the range between 1Hz and between 1000Hz were used in the calculations as possible options for the BCF. Plotting the averaged RULs over the base frequencies and employing a peak detecting algorithm allows identifying the BCF.

The identification of the corresponding failure mode was made by comparing obtained peak values with calculated peak values (Table 2). It must be mentioned here that this step required inputting information from the results of the knowledge-based approach. An improvement, in this case, might be the implementation of a classification model for distinguishing the different failure modes. However, the availability of sufficient data to train a classification model might be a bottleneck of this solution.

Identification of the bandwidth of interest for the early fault diagnosis

For Workflow 2, the sub-bands were isolated in the Step 1.2 of the data-driven workflow. The degradation performances of those sub-bands were calculated for the early stage of degradation. The threshold to calculate the RUL values was set at 10% degradation level. The range with the highest performance was defined as the bandwidth of interest for the early fault diagnosis. Those boundaries were used to filter the raw vibration signal and to identify the fault.

Results and discussion

The results of the knowledge-based and the data-driven approach, as well as their comparison and discussion are presented in this Section.
The bandwidth of interest from 7800 to 9100 Hz made fault diagnosis also feasible (Fig. 19). However, a clear identification of the BCFs in the spectra could not be achieved at levels lower than 32% RUL. As this is similar to the same percentage of RUL used for the visual inspection of Zone B of the spectra, the implementation for this particular bandwidth does not justify the additional effort. Nevertheless, it is arguable that this bandwidth might be capable of achieving an earlier diagnosis, considering that it could be affected more directly by the resonance located at approximately 9300 Hz (potential bearing or system natural frequency, visible throughout the evolution of the spectra, Fig. 3). However, the amplitudes of the vibration signals within this bandwidth are greatly affected by the sensor’s frequency range (3 dB) which corresponds to 12 kHz (PCB-Piezotronics).

Results of the data-driven approach

Following sub-sections contain the results of preliminary tests for different values of BW and step, the identified fun-
Fig. 19  Spectrum of the envelope around 32% RUL corresponding to the bandwidth of interest from 7800 to 9100 Hz

damental BCFs with the corresponding failure mode, and the identified bandwidth of interest.

Selecting the variables

The selection of a BW and of the step (Workflow 1, Fig. 10) was made by comparing the results of preliminary calculations. For those preliminary calculations, the signal frequencies within the range, containing the high side-bands were used (from 4200 to 5200 Hz). The procedure for selecting the variables was divided into two stages. In stage (i), a comparison was made of the results for different sizes of bandwidths without overlapping filtering boundaries while keeping the ratio at $\text{step} = \text{BW}$. In the subsequent stage (ii), a comparison was made of the results for different step sizes of $\text{BW}$ [selected in stage (i)] with overlapping filtering boundaries while keeping the ratio at $\text{step} < \text{BW}$.

- At stage (i), BWs equal to 100 Hz, 50 Hz, and 10 Hz were compared (Fig. 20a–c). The $\text{BW} = 100$ Hz was too wide and most of the predominant frequencies were smoothed (Fig. 20a). Furthermore, the RUL was significantly lower in comparison to the other two cases. The $\text{BW} = 50$ Hz was able to distinguish the predominant frequencies (Fig. 20b). The RUL increased with decreasing BW size. The $\text{BW} = 10$ Hz showed the highest RUL, which meant that it was more sensitive to developing degradation patterns (Fig. 20c). However, calculations using a small BW are very time-consuming and might be too sensitive to the random noisy frequency amplitudes. Decreasing BW below 10 Hz would lead to an increase in computational time and unnecessary noisy results. Consequently, the $\text{BW} = 50$ Hz was used in the final calculations.
- At stage (ii), a filtering step size was selected, by comparison of the results for the values 25 and 10 Hz. The results of the preliminary calculations (Fig. 20d–f) show that there was no significant difference in performance between the different step sizes. However, the smaller step size 10Hz has the disadvantage of increasing the computational time to more than double compared to 25 Hz (Fig. 20e, f). Therefore, in the final calculations, the step size equal to 25 Hz was used in combination with the BW size equal to 50 Hz (Fig. 20e).

Identification of the BCF and the corresponding failure mode

After assigning the variables, the calculation in the range encompassing the whole of the recorded frequencies was performed. The results for the 50% of degradation level are presented in Fig. 21a as the RUL values of each of the calculated sub-bands. It is clear that the highest RULs are in the range between 4000 and 5000 Hz.

The average values of RULs of base frequencies are presented in Fig. 21b. The average of all the RULs is equal to 3865 Hz which corresponds to base frequency 1Hz in the X-axes of the figure. The most prominent peaks of the average values were identified and marked with red dots in Fig. 21b. The first peak was identified at 241Hz and four out of five identified peaks were exact multiples of that value. All the values, representing the harmonics of the first peak are shown by green vertical lines in Fig. 21b. It is obvious that each of these harmonics corresponds to a peak value strongly suggesting that defining the frequency equal to 241 Hz as the $\text{BCF}$ was a correct approach.

According to Table 2, the closest ball pass frequency to the identified $\text{BCF}$ was the theoretical estimation of the frequency corresponding to an outer race failure BPFO which is equal to 236 Hz.

Identification of the bandwidth of interest for the early fault diagnosis

To identify the bandwidth of interest for the early fault diagnosis, all possible combinations of the lower boundaries ($f_{L}$) and higher boundaries ($f_{H}$) of the band-pass filter were compared. The calculations were performed with the step size equal to 500 Hz.

The RULs thus obtained are presented in Fig. 22 as a heatmap, where the x-axes represent $f_{L}$ and the y-axes the $f_{H}$ of the bandwidth. The colour map represents the calculated RULs for the sub-band with the corresponding value of $f_{L}$ and $f_{H}$, normalized by scaling between 0 and 1. The darkest green corresponds to the highest normalised RUL.
value equal to 1 and the white colour corresponds to the lowest normalised RUL value equal to 0. The higher the RUL, the earlier the deterioration of the corresponding degradation level is detected.

In Fig. 22, the results are presented for three stages of degradation (10%, 50%, and 70%). It can be seen, that at the different levels of degradation, the zones with high RULs vary (encircled in orange in Fig. 22). At the early stage of the degradation, the highest RUL is in the range of the \( f_L = 8000\text{Hz} \) and \( f_H = 9000\text{Hz} \). The RUL of 10% degradation level identification was 5960 min (60% of RUL). When the degradation reaches 50%, the highest values of performances begin to appear in the zone \([4000,5000]\text{Hz}\) where the side-bands were defined. Increasing degradation leads to an increase of the RULs in almost all of the other ranges.

From the present analysis of the results, the bandwidth of interest recommended for real-time monitoring for early fault diagnosis is \([8000,9000]\text{Hz}\) for band-pass filtering. Using those boundaries for the filtering identified 10% of the degradation at 64% RUL (equivalent to 258 h).

Comparison of results

Both the KB and DD approaches allowed to reach the targeted aims which can be summarized as (i) identification of the BCF in the vibration spectra, and (ii) identification of the bandwidth of interest for early failure detection and diagnosis. To further compare and evaluate the capabilities of the two different approaches, parameters such as implementation time, domain knowledge, knowledge associated with data processing, data requirements, diagnostic performance, and practical applicability were analyzed. The summary of these comparisons is presented in Table 4.

- Implementation and computational time For the KB approach, the implementation time consists predomi-
nantly of algorithm programming in which the high-frequency techniques are the most time-consuming. Once the algorithm (programmed in MATLAB) was prepared and given that it was not computationally demanding, the processing time was directly dependent on the amount of data sets to be processed. In the case of the present analysis, for 972 data sets containing 20,480 data points each, the processing time was less than 10 min on a standard laptop for both Stages 3 and 2. In the case of the DD approach, the overall computational time was significantly higher. This is due to the fact that even though the implemented data analysis algorithms were basic, the structure of the workflow containing a large amount of steps was time-consuming. Thus, calculation times were strongly dependent on the selected calculation parameters, such as the size of the BW and the step. As an example, the resulting calculation times of Workflow 1 with \( BW = 50 \) Hz, and step = 25 Hz was more than two hours on a standard laptop.

- **Domain knowledge** The KB approach requires a considerable understanding of rolling element bearings, fault detection and diagnostics techniques, and vibration signal analysis. On the other hand, the DD approach was constructed in a way that no domain knowledge was required.

- **Data processing associated knowledge** Both the KB approach and DD approaches required knowledge of digital signal processing. Additionally, basic analytic tools were required in the DD analysis for the features engineering process and modelling of the degradation curve.

- **Data requirements** This evaluation parameter covers both the vibration signals and any additional information that was provided as input to the analysis (e.g., test rig setup and testing parameters). For the identification of the BPFO in the spectra using the KB approach, the bearing characteristics and testing parameters were required. However, the approach does not require data from the full life cycle of a bearing. The DD approach only used the raw vibration signal and can be used for cases when the information on the system parameters and components is not available. However, the approach requires the full life cycle data of a bearing for training purposes since it has no inherent predictive capability. The current DD algorithm requires modifications if it will be applied to cases that have not yet failed.

- **Diagnostic performance** The agreement between the theoretical estimate of the BPFO (236 Hz) and the experimentally identified values with both the KB and DD approaches (232 Hz and 241 Hz) are within an admissible relative error of 2.1% and 2% respectively, making both approaches essentially comparable. The results also showed important energy concentrations between 3300 and 4500 Hz which could be used for fault diagnosis up until 45% RUL for the KB approach. For the DD approach, a comparable range was identified (between 4000 and 5000 Hz with 46% RUL). Furthermore, for the DD approach the range between 8000 and 9000 Hz showed a slightly higher RUL value equal to 47%.

### Table 3 Summary of diagnostic performance of both approaches

<table>
<thead>
<tr>
<th>Approach</th>
<th>KB</th>
<th>DD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification of the BCF</td>
<td>232 Hz</td>
<td>241 Hz</td>
</tr>
<tr>
<td>Identification of the failure mode</td>
<td>Identified</td>
<td>Requires additional information</td>
</tr>
<tr>
<td>Identification of the bandwidth of interest</td>
<td>3300–4500 Hz</td>
<td>4000–5000 Hz</td>
</tr>
<tr>
<td>RUL</td>
<td>45%</td>
<td>46%</td>
</tr>
</tbody>
</table>
### Table 4 Comparison of the KB and DD approaches

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Performance of identification of the BCFs</th>
<th>Performance of identification of the bandwidth of interest</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KB</td>
<td>DD</td>
</tr>
<tr>
<td>Time</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Low—less than 30 min; Medium—between 30 and 120 min; High—more than 120 min;</td>
<td></td>
</tr>
<tr>
<td>Domain Knowledge for early fault diagnosis</td>
<td>Medium</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Low—basic mechanical knowledge; Medium—vibration and signal analysis knowledge; High—considerable diagnostics knowledge;</td>
<td></td>
</tr>
<tr>
<td>Data processing knowledge</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Low—basic knowledge; Medium—general knowledge; High—expert knowledge;</td>
<td></td>
</tr>
<tr>
<td>Data requirements</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Low—only the vibration signal; Medium—vibration signal and bearing characteristics; High—all the above and indicative of the type of defect;</td>
<td></td>
</tr>
<tr>
<td>Diagnostic performance</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Low—fault detection; Medium—fault isolation; High—fault identification;</td>
<td></td>
</tr>
<tr>
<td>Practical applicability</td>
<td>Medium</td>
<td>medium</td>
</tr>
<tr>
<td></td>
<td>Low—same type of defect; Medium—other types of defects but not simultaneous; High—multiple types of defects and simultaneous;</td>
<td></td>
</tr>
</tbody>
</table>
ever, this range looks less attractive since the amplitudes of the vibration signals within this bandwidth are greatly affected by the sensor’s frequency range. The summary of the diagnostic performance is presented in Table 3.

- **Practical applicability** As the theoretical estimates of the BCFs were already calculated when using the KB approach, it seems feasible to utilize the same algorithm for the identification of other modes of bearing failures (single failure mode per data set). It is arguable that the algorithm might also be applicable for the diagnosis of multiple failure modes combined in the same data set. However, this requires further experimentation because the superposition of different frequencies associated with “failures” in bearing components might require the implementation of additional techniques for discrete signal separation and enhancement of the signals associated with failure. Additionally, changes in the test rig setup can also be handled by the algorithm by modifying the input parameters for the BCFs estimation. The DD approach might be implemented in cases with different testing parameters such as variation of rotating speed. It is however recommended that, within the investigated data set, the parameters should stay unchanged. In general, the excessive time required for processing, and the low level of traceability of the DD approach make this approach less attractive for implementation in cases where there exists enough information to implement the KB approach. It is essential that the DD approach performs equally well as the KB approach for those cases analysing and diagnosing other failures resulting from singular damages. However, the proposed DD approach is not implementable for cases where multiple failures develop simultaneously. For these conditions, further investigations are required.

**Conclusions**

Identification and monitoring of bearing characteristic frequencies is an essential step for early fault identification in bearings. Various defect modes such as outer race, inner race, cage, and rolling elements failures will present their own characteristic frequencies and corresponding harmonics. Therefore, monitoring the changes in a particular frequency range might give an understanding of the developing failure mode which can enhance Remaining Useful Life and optimize scheduling maintenance interventions.

In this paper, two approaches (knowledge-based and data-driven) were investigated to solve two specific problems, namely, the identification of the Bearing Characteristic Frequencies in the spectra, and the identification of the bandwidth of interest for early fault detection and diagnosis. Performances of each of the approaches are compared in order to identify their strengths and limitations. The comparison takes into account theoretical and practical aspects such as implementation time, domain knowledge, data processing associated knowledge, data requirements, diagnostic performance, and practical applicability. In addition, the ability of the data-driven method to achieve the desired result with limited information about the bearing parameters was investigated.

The knowledge-based approach requires considerable domain knowledge and might require other diagnostic techniques for the detection and diagnosis of complex, combined failures, but is straightforward for single failure cases and has the advantage of short implementation time. The data-driven approach is time-consuming and not traceable but can be used for single failure cases when not enough information about the system is available. The essential disadvantage of the data-driven approach is that it requires data from the entire life cycle of a bearing.

This paper describes an early state of research and is not yet intended to be run in the surveillance of the safety critical system components. Further verification and validation of the methods implemented within the knowledge-based and data-driven approaches are needed to build robust and reliable solutions.

In order to further improve detection and diagnosis, a hybrid approach combining knowledge-based and data-driven approaches could be advantageous. For instance, the knowledge-based approach could benefit from the features engineering process. On the other hand, the data-driven approach could benefit from the time-reduction and interpretability that the knowledge-based approach provides. Future work will pursue the implementation of these methodologies and the evaluation of their individual performance for the diagnosis of ball screws.
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