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ABSTRACT

The rapid advancement of AI technology emphasizes the importance of developing practical and
ethical frameworks to guide its evolution and deployment in a responsible manner. In light of more
complex AI and its capacity to influence society, AI researchers and other prominent individuals are
now indicating that AI evolution has to be regulated to a greater extent. This study examines the
practical implementation of Responsible AI guidelines in an organization by investigating the
challenges encountered and proposing solutions to overcome them. Previous research has primarily
focused on conceptualizing Responsible AI guidelines, resulting in a tremendous number of abstract
and high-level recommendations. However, there is an emerging demand to shift the focus toward
studying the practical implementation of these. This study addresses the research question: ‘How can
an organization overcome challenges that may arise when implementing Responsible AI guidelines in
practice?’. The study utilizes the guidelines produced by the European Commission’s High-Level
Expert Group on AI as a reference point, considering their influence on shaping future AI policy and
regulation in the EU. The study is conducted in collaboration with the telecommunications company
Ericsson, which henceforth will be referred to as 'the case organization’, which possesses a large
global workforce and headquarters in Sweden. Specific focus is delineated to the department that
works on developing AI internally for other units with the purpose of simplifying operations and
processes, which henceforth in this study will be referred to as 'the AI unit'. Through an inductive
interpretive approach, data from 16 semi-structured interviews and organization-specific documents
were analyzed through a thematic analysis. The findings reveal challenges related to (1) understanding
and defining Responsible AI, (2) technical conditions and complexity, (3) organizational structures and
barriers, as well as (4) inconsistent and overlooked ethics. Proposed solutions include (1) education
and awareness, (2) integration and implementation, (3) governance and accountability, and (4)
alignment and values. The findings contribute to a deeper understanding of Responsible AI
implementation and offer practical recommendations for organizations navigating the rapidly evolving
landscape of AI technology.
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1. INTRODUCTION

This chapter introduces the concept of Responsible AI and the reason why caution and control are

needed in AI technology’s current state of acceleration and growing complexity. This further results in

defining the study's addressed problem, purpose, and research question. Finally, the delimitations and

scope of the study are outlined.

__________________________________________________________________________________

Artificial intelligence (AI) is rapidly increasing its ubiquitous presence in society, by transforming the
way we live, work, and interact with each other. AI has a profound impact on the decision-making
processes within a diverse range of domains, including critical ones such as infrastructure, law
enforcement, banking, and healthcare, as well as in more commonplace realms such as dating and
digital marketing (Cath, 2018). As stated by Dignum (2019), AI concerns and impacts all of us, not
merely on an individual level but also collectively. While AI comes with many potential advantages
such as efficiency, speed, accuracy, and cost savings (Dignum, 2019), it also risks inducing unethical
and harmful consequences (Brendel et al., 2021; Cath, 2018). As the advancement of AI occurs at such
a rapid pace, there is a thriving demand to investigate and understand the impact it may have on
society (Dignum, 2019; Mikalef et al. 2022; Vassilakopoulou et al., 2022). The emergence of more
complex and advanced AI, such as Deep Learning (DL) which will be further elaborated on later in
this thesis, has led to more ethical considerations and concerns (Campesato, 2020; Ågerfalk, 2020).

A specific type of complex AI, whose pace of development has been inevitable recently, is Generative
AI (GAI), including solutions such as ChatGPT provided by OpenAI (Dwivedi et al., 2023). This type
of AI is capable of producing content ranging from text and images to simulations and videos
(Dignum, 2023) and comes with significant opportunities and can be applied across numerous
domains (Dwivedi et al., 2023). However, the breakthroughs in GAI have dramatically reshaped the
foundations of the information society, as there is no way of knowing where the information originates
(Dignum, 2023). Furthermore, there are concerns about how GAI may affect future learning and
perception of knowledge, cause disruption of certain practices, be a threat to privacy and security, and
lead to misuse and misinformation (Dwivedi et al., 2023). In March 2023, an open letter entitled Pause
Giant AI Experiments was released proposing a pause in the development of complex AI such as GAI
before studying its consequences and potential harm, which at the time of writing has 27,500
signatures including leading names in the AI research and business sector (Future of Life, 2023).

Situations where AI caused harm are currently not limited to single occasions, as 1400 such incidents
have been reported to the AI Incident Database (Felländer et al., 2022). For example, Obermeyer et al.
(2019) discovered that the AI system used in US healthcare with the purpose of guiding health
decisions practiced racism as they found that black patients were classified as having the same level of
health risk as white patients, even though they were in a much worse medical condition. This resulted
in the medical attention given to black people being reduced by half (Obermeyer et al., 2019). A
further situation where AI acted discriminating was in the case of Amazon and their AI-based
recruiting system, where it was unintendedly taught to preferably suggest male candidates for
technical positions, and therefore discriminate against female applicants (Dastin, 2019). Another
example is AI-based facial recognition software implemented not only in mobile phones but also
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within security infrastructure (Buolamwini & Gebru, 2018). A study by Buolamwini and Gebru (2018)
revealed that the accuracy of facial recognition systems is notably low for dark-skinned females, with
error rates as high as 34.7%. Conversely, the highest error rate was registered for white males at 0.8%
(Buolamwini & Gebru, 2018). A final example stems from Microsoft's chatbot Tay which had to be
suspended after less than 24 hours from its release, as its responses contained Nazi statements (Beran,
2018). These examples demonstrate the power AI possesses to potentially cause harm and violate
ethical standards to varying degrees toward individuals and societal groups.

The need to prevent negative outcomes from AI, such as those illustrated above, and to promote the
development and deployment of AI in an ethical and respectful manner, brings us to the concept of
Responsible AI (RAI). This involves considering the potential impacts of AI on individuals,
communities, and society as a whole, and ensuring that these systems are designed and deployed in a
manner that promotes accountability, responsibility, and transparency (Cath, 2018; Dignum, 2019;
Mikalef et al. 2022; Vyhmeister et al., 2022). With RAI, it is crucial that AI researchers and developers
are aware of the different impacts of their work and how people utilize AI in diverse manners across
cultures (Dignum, 2019). Therefore, RAI requires a multidisciplinary approach that takes into account
not only technical aspects but also brings in perspectives from social sciences and humanities
(Larsson, 2021). The recognition of the need for approaches in the development and deployment of AI
that ensures safety, societal benefits, and fairness is continuing to grow among researchers,
policymakers, industry, and society at large (Dignum, 2019), which has resulted in a vast number of
guidelines and recommendations within the field (Cath, 2018; Hagendorff, 2020; Larsson, 2020;
Mittelstadt, 2019; Morley et al., 2020; Morley et al., 2021; Rakova et al., 2021; Theodorou & Dignum,
2020). Jobin et al. (2019) identified 84 different guidelines and recommendations referring to RAI,
with 88% of these being published after 2016.

One of the existing guidelines for RAI is the one produced by the High-Level Expert Group on AI (AI
HLEG) assembled by the European Commission, entitled Ethics Guidelines for Trustworthy AI. These
guidelines consist of the three components of lawfulness, ethics, and robustness whereof they are
supplemented by four ethical principles and seven key requirements (AI HLEG, 2019a). The four
principles consist of respect for human autonomy, prevention of harm, fairness, and explicability.
Some researchers (Hallamaa & Kalliokoski, 2022; Floridi, 2019) refer to the guidelines as prestigious
and a benchmarking within RAI. It can be considered that the European Commission has put the
authoring group of the guidelines in a key position for deciding the future of AI in the EU (Larsson,
2021). However, many guidelines for RAI, including the one by AI HLEG (2019a), have been
criticized for being too abstract and lacking focus on cross-functional organizational viewpoints and
needs (Felländer et al., 2022; Larsson, 2021). The problem of guidelines for RAI being too high-level
and difficult to apply in a practice is a recurrent theme addressed by several researchers (Brendel et al.,
2021; Cath, 2018; Felländer et al., 2022; Hagendorff, 2020; Larsson, 2020; Larsson, 2021; Mittelstadt,
2019; Morley et al., 2020; Morley et al., 2021; Rakova et al., 2021; Theodorou & Dignum, 2020;
Vyhmeister et al., 2022; Wright, 2020). There is a considerable gap between what is prioritized in
academia and what AI practitioners need: domain-specific translations of the guidelines into practical
techniques and tools as well as operationalization around organizational structures and transformations
(Mikalef et al., 2022; Morley et al., 2020; Rakova et al., 2021). Previous research has examined the
impact of RAI guidelines in practical situations whereof the findings show that they, in most cases,
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lack influence on the behavior of AI practitioners (Hagendorff, 2020; McNamara et al., 2018;
Mittelstadt, 2019). Hagendorff (2020) notes that the field of RAI is at a critical juncture, facing a
significant challenge in translating guidelines into practical actions. At the same time, legal proposals
have been suggested within the EU which would seriously intensify the need for practical translation
of RAI guidelines (Felländer et al., 2022).

1.1 Problem Formulation

The increasing prevalence and advancement of AI in society have created an urgent need for RAI.
Despite the existence of numerous guidelines and recommendations in the field (Cath, 2018;
Hagendorff, 2020; Larsson, 2020; Mittelstadt, 2019; Morley et al., 2020; Morley et al., 2021; Rakova
et al., 2021; Theodorou & Dignum, 2020), there is a significant gap between the high-level principles
that constitute their substance and how practitioners in the field use them in practice (Brendel et al.,
2021; Cath, 2018; Felländer et al., 2022; Hagendorff, 2020; Larsson, 2020; Larsson, 2021; Mittelstadt,
2019; Morley et al., 2020; Morley et al., 2021; Rakova et al., 2021 Theodorou & Dignum, 2020;
Vyhmeister et al., 2022; Wright, 2020). This situation poses a major risk of inducing harmful and
unethical consequences, such as the above-mentioned examples by Obermeyer et al. (2019), Dastin
(2019), Buolamwini and Gebru (2018), and Beran (2018). The existing discrepancy does not only risk
AI to affect individuals and societal groups that endanger being the victims of its potentially harmful
behavior but also pose a significant risk to organizations. The failure to address RAI in practice can
result in the shutting down of AI systems and the risk of substantial reputational and financial damage
(Felländer et al., 2022). At the same time, the current EU legislative proposals on AI are expected to
increase the need for organizations to exercise responsibility in the development and deployment of AI
(Felländer et al., 2022). Despite the high number of existing guidelines in the field of RAI, research
suggests that these lack impact on the actions of AI practitioners (Hagendorff, 2020; McNamara et al.,
2018; Mittelstadt, 2019). Rakova et al. (2021) raise the urgent need for a practical approach to RAI, as
implementing such practices introduces new tensions for organizations where procedures for
addressing ethical concerns and unintended consequences are not in place. In light of this, it is
imperative that the field shifts focus from the continuous formulation of high-level principles to the
practical application of the guidelines that already exist. This is essential to ensure the responsible and
ethical development, deployment, and use of AI in society.

1.2 Purpose and Research Question

The purpose of this study is to investigate how an organization can implement RAI guidelines in
practice, what challenges they face when implementing these, and how these challenges could be
overcome. The guidelines produced by AI HLEG (2019a) are considered a seminal set of
recommendations as the expert group is a key influencer in shaping the future of AI through policy
and regulation in the EU (Larsson, 2021). Consequently, these guidelines have served as the
foundation for this study, where the applicability of these has been examined within an organization
that works with the development and deployment of AI. To achieve the purpose of the study, the
following research question has been addressed:

➢ How can an organization overcome challenges that may arise when implementing Responsible
AI guidelines in practice?
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1.3 Delimitations

In order to study the implementation of RAI guidelines, this study is delimited to a strategic approach
that strives to capture the phenomenon from a holistic perspective. This indicates that the study aims to
capture the issue from an organizational stance and generate insights at a strategic level, rather than
having a purely technical emphasis. Such a perspective is needed as managers who are keen to
promote ethical considerations within their organizations require a perspective that can help them
establish and facilitate RAI (Brendel et al., 2021). Despite the current research focus on technical
matters in academia, there is a scarcity of research on the management aspects of RAI according to
Brendel et al. (2021). With regard to different perspectives and definitions of RAI, the study is further
delimited, as previously mentioned, to the guidelines produced by AI HLEG (2019a). Moreover, the
study disregards the legal elements of acting responsibly, which is a delimitation that AI HLEG
(2019a) also makes in its guidelines. Furthermore, as the study has included the ethical field, major
delimitations have been made within ethics to capture it in a reasonable scope. Consequently, the study
has focused on describing aspects of normative ethics and applied ethics and how values relate to
these, which is further explained in Chapter 2.

Furthermore, the study is delimited to capturing insights from employees involved in the direct
application and use of the guidelines in the development and deployment of AI and thus has not
included insights on RAI from a user perspective. The employees participating in the study all work at
the AI unit within the case organization, which consists of over 100 employees in total. Within the AI
unit, AI is developed for internal employees at other departments within the case organization. In other
words, AI is developed for internal use to improve and simplify operations and processes, creating a
further delimitation for this study. However, it is important to point out that the case organization is a
multinational company with over 100 thousand employees worldwide, which implies that the internal
use is on a large scale. It is also notable that external users can indirectly be affected by the outcome of
the AI systems, such as if the AI unit develops a recruiting screening system based on AI for the HR
unit, external individuals in a hiring process will be victims of potential bias. The AI unit works with
the development of AI in a wide range of complexity and areas of application, but as this study adopts
a holistic stance, it has not limited itself to a specific system or use case but instead strives to capture
the situation in its entirety, including a variety of perspectives on different types of AI solutions and
use cases.

1.4 Target Audience and Group

As this study is a master’s thesis, it primarily aims to address academia, with the main field of
Information Systems in focus. Further, since the study has been designed as a case study in
collaboration with an organization, where the organization constitutes both the case and a secondary
client, the study also aims to address stakeholders within the case organization. As the main topic of
this study is RAI presented from a holistic and organizational perspective, the target audience also
includes other organizations besides the sector and industry of the case organization, that are engaged
in the development and deployment of AI. Thus, the insights presented can contribute, albeit to
varying degrees, to organizations' strategic efforts to move forward with and facilitate RAI.
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From a broader perspective, as AI's prevalence and impact spans multiple domains (Cath, 2018) and
will continue to do so at all levels of society (Dignum, 2019), it is relevant to assume that the
boundaries of affected sectors and parties are expanding rapidly. AI can no longer be seen as a field
that only requires technological focus but also has contributions from other disciplines, such as social
sciences, law, economics, and cognitive science, among others (Dignum, 2019), indicating that the
target audience of this study is not limited to specific disciplines but rather the ability to bring
perspectives together to move the development forward. Moreover, it can be considered that everyone
who is indirectly or directly affected by AI systems, such as developers, researchers, manufacturers,
policymakers, suppliers, and users have the responsibility, right, and duty to participate in the
conversation about the purpose and consequences that AI creates in our lives (Dignum, 2019), thus
further expanding the target audience and moving the boundaries to a matter of interest.

1.5 Disposition

The disposition and components of this study are presented in Figure 1.1 below.

Figure 1.1. Illustration of the study’s disposition and a brief summary of each chapter.
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2. LITERATURE-BASED FRAME OF REFERENCE

This chapter aims to provide the elements that constitute Responsible AI, a merger of the technical

components of AI, and the softer dimensions of ethics. With this at the core, the chapter follows by

introducing the fundamentals of Responsible AI and proceeds with the Ethics Guidelines for

Trustworthy AI (AI HLEG, 2019a), forming this study's perception of Responsible AI. This is followed by

an outline of previous research on implementing Responsible AI guidelines in practice, a necessity to

comprehend the current situation with obstacles in taking guidelines from principles to practice. The

chapter culminates in a synthesis of the presented body of literature, which intends to provide the

reader with relevant knowledge as well as a theoretical foundation for the upcoming discussion.

__________________________________________________________________________________

2.1 Artificial Intelligence (AI)

The field of AI began to develop in the late 1940s and the term AI was coined in 1956 during a
workshop at Dartmouth College (Russell & Norvig, 2016). The initiators of the workshop proposed
the following about AI: “The artificial intelligence problem is taken to be that of making a machine
behave in ways that would be called intelligent if a human were so behaving” (McCarthy et al., 1955,
p. 11). Since the term was invented, the field of AI has evolved and still continues to do so. Today, the
field covers many areas, from general learning and perception to specific tasks such as playing chess,
driving cars, or diagnosing diseases (Russell & Norvig, 2016). To keep AI in a convenient scope for
this study, the concept will be described according to the diagram in Figure 2.1. In the figure, Machine
Learning (ML) is placed as a subfield of AI, which in turn contains the field of Deep Learning (DL).
This section aims to discuss general definitions of AI at a higher level while its subsections aim to
provide more details on how different AI systems function and which challenges they hold.

Figure 2.1. Breakdown of subfields in AI and how this study aims to describe the field.
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A wide range of disciplines have collectively contributed to the development of AI and its definition
(Russell & Norvig, 2016). The history of AI has taken various turns of success, optimism, and
pessimism, and is continuously expanding its overlap with other disciplines (Russell & Norvig, 2016).
Developing a coherent and precise definition of AI has been challenging as the technology constantly
evolves, leading to many different definitions (Larsson, 2021; Russell & Norvig, 2016). Figure 2.2
presents four AI definitions of different natures. In the view of these definitions, it is possible to
discern mixed approaches with different goals in mind (Russell & Norvig, 2016). According to Russell
and Norvig (2016), an important question to ask when defining AI is whether behavior or thinking is
in focus. Another important distinction to keep in mind is whether AI should be rational or human.
Rational AI performs an ideal behavior, that is if the system does the right thing given what is known.
Human AI functions more like the human mind and does therefore not necessarily always perform the
ideal behavior (Russell & Norvig, 2016).

Figure 2.2. An illustration of four types of definitions of AI based on Russell and Norvig’s (2016),
which includes the definitions by Bellman (1978), Charniak and McDermott (1985), Kurzweil (1990),

and Poole et al. (1998).

Theodorou and Dignum (2020) discuss how the issue of deciding on a uniform definition of AI is one
of the reasons why the many existing guidelines on RAI are scattered. To address the issue of
discordance, AI HLEG (2019b) has provided a complementary document to their guidelines with the
purpose of providing a unified explanation of AI, in which they define AI as the following:

Artificial intelligence (AI) refers to systems that display intelligent behavior by analyzing
their environment and taking actions – with some degree of autonomy – to achieve
specific goals. AI-based systems can be purely software-based, acting in the virtual world
(e.g. voice assistants, image analysis software, search engines, speech, and face
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recognition systems) or AI can be embedded in hardware devices (e.g. advanced robots,
autonomous cars, drones, or Internet of Things applications) (AI HLEG, 2019b, p.1).

According to Russell and Norvig (2016), the idea of acting rationally has advantages over other
perspectives as it creates greater opportunities for scientific development. Rational behavior consists
of mathematical concepts and is completely different from human thinking and behavior, which should
be understood as the sum of everything a human does. Intelligence in the sense of rationality is a
system or an agent that creates the best possible outcome in a specific situation given what is known
(Russell and Norvig, 2016). AI HLEG (2019b) incorporates Russell and Norvig's (2016) ideas on
rationality in its definition of AI, indicating that an AI system acts rationally by perceiving its
environment by collecting, interpreting, and processing data and subsequently making decisions on it
and acting accordingly. To align with the AI HLEG’s (2019a) guidelines that will constitute the
foundation for this study, their definition of AI will also be applied as a fundamental understanding of
the technology. As AI HLEG’s (2019b) definition is based on rationally acting AI, Poole et al.'s (1998)
conception of AI, presented in Figure 2.2, also contributes to this study's perception of the technology.

However, even if the approach is that AI behaves intelligently in terms of being rational, some
essential problems still remain (Russel, 2020). Russel (2020) highlights a critical debate about the
goals set by humans for AI to act upon, arguing that humans cannot specify goals and give them to
machines in a complete and accurate way so that machines always achieve goals that are beneficial to
humans. If humans fail to define the goals, there is a risk that unintentional ones are given to the
machine that produces results contrary to our values. Russell (2020) provides an example: if an AI
system is assigned the task of curing cancer as quickly as possible, there is a risk that it will use the
entire human population as test subjects. Likewise, if an AI system is assigned to bring in the
newspaper as quickly as possible, it would ignore an injured pedestrian on the street if that specific
variable is not a part of its objectives. This is because AI systems are programmed to only optimize
their own goals, and overlook other important variables if these are not defined (Russel, 2020).

Another critical aspect presented by Russell (2020) is the difficulty for AI to satisfy conflicting
preferences from different parties. One extreme solution would be for the AI system to only take into
account the owner's preferences, which can lead to unpreferable outcomes for the general public.
Another extreme solution would be for the AI system to take into account the preferences of all
people, which in turn could lead to the owner's needs being overlooked. Russell (2020) suggests a
middle ground where there is a balance between the owner's requirements and the common good as
something to strive for. The complexity of balancing preferences can be exemplified by a previous
study focusing on ethical dilemmas for self-driving cars (Bonnefon et al., 2016). The findings revealed
that in a general scenario, individuals preferred vehicles that prioritized saving as many people as
possible, even if it meant sacrificing the car’s passengers. However, when the scenario involved
oneself´s car, the participants wanted the car to prioritize saving the passengers at all costs (Bonnefon
et al., 2016). In essence, the participants preferred the car to adopt different preferences depending on
the situation.

To summarize, AI is a debated and difficult-to-define area and the criticism raised by Russell (2020) is
linked to the practical contexts of RAI. This implies that the complexity of bringing RAI from
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principle to practice starts already at the level of defining AI itself. That being said, it is relevant that
there is a continued discussion and investigation of RAI, as this study aims to contribute. According to
Dignum (2019), it is every person's responsibility, duty, and right to participate in the discussion,
which requires knowledge about what AI is, what it is not, and how it can affect society for the better,
in a responsible way. The upcoming subsections will cover the basics of AI in general terms to create
an understanding of the varying technical capabilities that different types of AI, including ML and DL,
can be attributed to. Such a review is also relevant in the context of RAI, as the level of complexity of
AI systems entails different risks that require different levels of ethical considerations, and relates to
the requirements presented by the AI HLEG (2019a) to different degrees, as discussed in later
chapters.

2.1.1 Machine Learning (ML)

One of the major subfields (Campesato, 2020) and a natural starting point for AI is ML (Theobald,
2021). This type of AI focuses on the notion of self-learning, which refers to applying statistical
methods to identify and decode patterns and improve performance based on data, without executing
any direct programming. The output is therefore based on the deciphered relationships from the data,
rather than any pre-set rules defined by a programmer (Theobald, 2021). The concept builds on
mathematics and an ML model is created by developing a mathematical representation, i.e. an
algorithm, of relevant data and its deciphered patterns which can describe the relationships between
the involved variables (Lindholm et al., 2022). By relying on a huge amount of data, ML has the
capacity to perform predictive analytics faster than any human (Mueller & Massaron, 2021).
Furthermore, it has the capability to enhance predictions through experience, similar to how humans
make decisions based on past successes and failures, by leveraging data exposure to refine models,
adjust incorrect assumptions, and respond to novel data points (Theobald, 2021). For example, ML
could in a simple notion constitute a spam filter that decides what emails are spam and non-spam
(Campesato, 2020). Since data is a cornerstone for ML, and underlies several of the ethical dilemmas
and harmful outcomes of AI, it is of interest to introduce the relationship between ML and data in
Figure 2.3 as seen below.

Figure 2.3. The Machine Learning model’s relationship between data and action in simple terms based
on Theobald (2021).

Within ML, there are different techniques for the model to learn from data. Theobald (2021) describes
the three types of learning: supervised learning; unsupervised learning; and reinforcement learning.
Supervised learning implies that the data has labels that identify its contents (Campesato, 2020).
Therefore, the technique utilizes the ability to extract patterns from known examples where the model
is trained after analyzing an adequate number of examples and thereafter possesses the ability to
predict output for new data (Theobald, 2021). Unsupervised learning bases its learning process on
unlabeled data unlike supervised learning (Campesato, 2020). Within this type of learning, the
combinations of input and output data are unknown whereas unsupervised learning focuses on
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analyzing this relationship and discovering unknown patterns (Theobald, 2021). Reinforcement
learning is a more advanced type of ML that builds its prediction model by learning from trial and
error, unlike supervised and unsupervised learning (Theobald, 2021). The primary objective of
reinforcement learning is to achieve a specific output by testing numerous input combinations and
evaluating their performance according to Theobald (2021). Furthermore, Theobald (2021) explains
how this type of learning is similar to how humans learn, and it involves continuous learning based on
measurable performance criteria. For example, in self-driving cars, avoiding a collision would receive
a positive score (Theobald, 2021).

Even if the fundamentals of ML is based on self-learning, it is still a human actor that is responsible
for feeding the data to the ML model which will base its learning (Theobald, 2021). The role of data
within ML is crucial as it requires a massive quantity (Mueller & Massaron, 2021). However, more
data does not always correlate with better outputs as the data used must always be relevant (Theobald,
2021). Therefore, feeding irrelevant data to an ML model can be counterproductive to achieve the
desired result (Theobald, 2021). Campesato (2020) raises how various problems can occur with data,
such as inadequate data, low-quality data, inaccurate data, missing data, irrelevant data, and repeated
data values. Within RAI, a recurring issue related to data is biased decisions of ML which can occur
when the data is not representative enough of the real world (Barredo Arrieta et al., 2020). For
example, bias can arise if the data is not labeled correctly, there are not enough data points, or some
groups are overrepresented compared to others, which in turn can affect the accuracy of the output and
may lead to unfair and incorrect predictions (Barredo Arrieta et al., 2020). Bias can also stem from
algorithm design which can occur when the algorithm is built on biased assumptions (Ferrara, 2023).
Methods to address bias include data augmentation, which involves adding more data to the training
dataset to increase representativeness, or designing algorithms with bias in mind, for instance by
choosing a model that is designed to meet fairness requirements (Ferrara, 2023). However,
counteracting bias is easier said than done as it is a natural part of human cognition and might be
inevitable in data collected by human actors (Dignum, 2019).

As data is a cornerstone in order for an ML model to learn, it requires different steps and comes in
different forms in the process of developing ML (Lindholm et al., 2022). Data comes in both
structured and unstructured forms and must after gathering be cleaned and organized before it can be
used for training of an ML model (Theobald, 2021). Thereafter, the data is usually divided into
training data and test data, whereas training data is used to train the ML model and is the initial
resource of data that is used when developing ML. Lindholm et al. (2022) describe how the goal is to
generalize and make predictions beyond the training data. According to Theobald (2021), more
training data generally allows for more combinations in a model, however, it may not always be
feasible or cost-effective to obtain data that satisfies this criterion. After an initial ML model has been
trained based on the patterns deciphered from the training data and when its accuracy is enough
satisfactory, it can then be tested on the remaining data, which is called test data (Theobald, 2021).
Thereafter, if the ML model’s performance is acceptable when running it on test data, it is ready to be
deployed and used in a real-life setting. Yet, if the performance is improper, re-training is required
where modifications in the training data or in the algorithm that builds the ML model should be done
until the performance is sufficient. Figure 2.4 extends Figure 2.3 to a further granularity with
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additional steps illustrating the process of training an ML model, from gathering data to the
deployment of the model.

Figure 2.4. The process of training a Machine Learning model, based on Theobald (2021) and
Lindholm et al. (2022).

When training an ML model on data, the issue of underfitting and overfitting may occur (Lindholm et
al., 2022). Underfitting is when the model is too simple and has not sufficiently captured the
underlying patterns in the training data (Theobald, 2021). Such a model results in low performance on
both the training and test data (Lindholm et al., 2022). The problem of underfitting may arise if the
training data is not sufficient enough to cover all possible combinations (Theobald, 2021). Overfitting
occurs when the model’s complexity is too high and excessively adapted to the training data, which
results in an excellent performance on the training data but insufficient accuracy on new and unseen
data (Lindholm et al., 2022). Overfitting can occur if the data have not been randomized before being
split into training and test data, which can result in an uneven distribution of the data’s underlying
patterns (Theobald, 2021).

2.1.2 Deep Learning (DL)

Neural networks are a common technique within ML for analyzing data through a network of decision
layers (Theobald, 2021). As an extension of the above-mentioned supervised and unsupervised
learning, a neural network stacks multiple copies of such models which enables descriptions of more
complicated relationships between input and output (Lindholm et al., 2022). The naming of neural
networks was inspired by its structural similarities to the human brain, as the brain contains
interconnected neurons that receive inputs that generate signals through a network of neurons
(Theobald, 2021). Similarly, Theobald (2021) explains that a neural network consists of nodes divided
into different layers, which usually consist of input, hidden, and output layers, as shown in Figure 2.5.
The first layer of nodes consists of raw input data, such as numeric values or text, whereof the
information thereafter is transferred to the next layer of nodes via the network’s edges. The middle
layers in a neural network are called hidden because they function like our eyes, processing
information without us being aware of it. Neural networks process information in a similar way by
breaking it down into layers, with the hidden layers processing the data to produce the final outcome
to the output layer. Adding more hidden layers to the network can improve its ability to analyze
complex patterns, which is why networks with many layers are named as DL (Theobald, 2021).
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Figure 2.5. The general structure of a neural network based on Theobald (2021).

According to Campesato (2020), a DL model should consist of at least two hidden layers, however,
Theobald (2021) implies it has to consist of at least 5-10 layers. For example, object recognition,
which enables autonomous cars to detect pedestrians and other vehicles, is using more than 150 layers
(Theobald, 2021). DL has the capacity to solve more complex tasks, such as recognizing objects from
an image (Bengio et al., 2021). One branch of DL is Natural Language Processing (NLP) which
involves the interaction of computer and human language and relies on statistical or rule-based
techniques to interpret sentences (Campesato, 2020). NLP has the ability to analyze high volumes of
natural language and can, for example, translate between different languages, identify meaningful
information from texts, summarize documents, and detect a speech of hateful character (Campesato,
2020). According to Bengio et al. (2021), the superior performance of DL can be attributed to its
ability to leverage a specific type of compositionality. This involves combining features from one layer
in a multitude of ways to produce more advanced features in the next layer, ultimately resulting in
highly abstract representations.

A specific type of DL is the previously mentioned GAI, which possesses the ability to produce
content, such as text, images, simulations and videos (Dignum, 2023). A study by Dwivedi et al.
(2023) notes that GAI has tremendous potential to increase productivity and deliver significant gains
in hospitality, banking and tourism, within IT industries as well as enhancing general business
operations such as within management and marketing. A huge volume of data is central to GAI where
the solutions utilize a large corpus, such as text or images, to create new versions of data at the user's
request (Euchner, 2023). The currently most prominent GAI solution, ChatGPT, has demonstrated
countless use cases including software development and testing, poetry and essay writing, business
letter composing, and contract formulation (Dwivedi et al., 2023). According to Dwivedi et al. (2023),
chatbots have traditionally relied on more simple NLP techniques to respond to questions, however,
ChatGPT has extended the capabilities of a chatbot by using an even more complex architecture of
integrated DL and language models and through a combination of unsupervised learning and
supervised fine-tuning to generate human-like responses to topics that would ideally require a human
expert. The model that constitutes ChatGPT has 175 billion parameters and is trained on a variety of
datasets of natural text retrieved from internet sources such as websites, books, research articles and
social forums (Dwivedi et al., 2023), constituting 300 billion words (Helberger & Diakopoulos, 2023).
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Although the solutions within DL are powerful and can solve complex patterns, it comes with
important challenges, such as lack of explainability, limitations in its ability to generalize, and
potential bias in algorithms (Campesato, 2020). Theobald (2021) describes one of the biggest
downsides of DL, the ‘black box dilemma’. This dilemma stems from the ability to analyze complex
patterns while the derivation of the decision structure is limited as no insight into how specific
variables affect decisions is available (Theobald, 2021). As some DL models consist of hundreds of
layers, their decision processes are difficult to interpret and understand (Barredo Arrieta et al., 2020).
This has led to the demand for transparency as the risk of relying on decisions made by opaque models
may not be justifiable or legitimate. Furthermore, DL models can have unintended biases that are
difficult to detect and remove as they can be present not only in the training data but also within the
algorithm (Campesato, 2020). As for GAI there are several limitations as these solutions introduce
new threats to privacy and security, consequences of bias, misinformation and misuse (Dwivedi et al.,
2023). For example, Euchner (2023) reports on GAI chatbots that possess residual bias, and
specifically political bias. Moreover, Helberger and Diakopoulos (2023) argue that GAI's dynamic
context and scalable use challenges the traditional context of AI. Because GAI does not have to be
constructed for a specific context, it becomes more difficult to assess risks, leading the technology to
challenge future regulations of AI in the EU (Helberger & Diakopoulos, 2023).

2.2 Ethics

Ensuring that AI systems are capable of making ethical decisions is an essential part of RAI (Dignum,
2019). This requires the incorporation of human values and ethical principles into decision-making
processes related to AI. To understand these mechanisms, and what is considered good or responsible,
it is necessary to examine the foundations of the ethical field (Dignum, 2019). Ethics is not a new
phenomenon and the concept originates from the ancient Greek word ‘ethos’ which referred to a place
of habit, convention, or custom (Bartneck et al., 2021). Ethics emerged as people began to consciously
take positions on what is morally right and wrong in different situations (Woodruff, 2022). Bartneck et
al. (2021) highlight that the terms ‘ethics’ and ‘morality’ are often used synonymously, however, there
are characteristics of the phenomena that differ. Morality generally refers to the actual actions of
individuals and whether they are considered right or wrong. In contrast, ethics is a more theoretical
concept, involving systematic reflection on human values and actions and the reasons behind them.
Ethics can in other words be referred to as the theory of morality (Bartneck et al., 2021).

Ethical theories can be divided into the categories of normative ethics and applied ethics (Dignum,
2019). Normative ethics explores how we determine right from wrong and aims to establish a set of
rules governing human behavior. Within normative ethics, there are multiple viewpoints that are held
by groups or individuals, such as consequentialism, deontology, and virtue ethics (see Table 2.1).
Applied ethics are usually distinguished from normative ethics as it refers to more concrete fields
where ethical decisions are made (Dignum, 2019). According to Collste (2012), applied ethics can be
explained as the art of reflecting on ethical dilemmas and problems in different social contexts.
Likewise, Childress (1986), explains it as applying ethics to contexts where human activity takes
place, such as business, and to particular problems, such as abortions. This means that there is a
difference between considering ethical principles in a broad or general sense, i.e. normative

13



considerations, and applying those principles to specific situations, i.e. applied considerations
(Dignum, 2019). However, Collste (2012) highlights that there is some criticism of this approach to
the relationship between applied and normative ethics. Other authors argue instead that applied ethics
is an interplay between theory, practice, reflection, experience, intuitions, and principles (Collste,
2012). For instance, Beauchamp (2005) argues that: “applied ethics refers to any use of philosophical
methods to treat moral problems, practices, and policies in the professions, technology, government,
and the like” (p. 3).

Table 2.1. Viewpoints within normative ethics based on Dignum (2019).

Consequentialism Deontology Virtue Ethics

Description An action is right if it
promotes the best
consequences, i.e
maximizes happiness

An action is right if it
is in accordance with a
moral rule or principle

An action is right if it
is what a virtuous
person would do in the
circumstances

Central Concern The results matter,
not the actions
themselves

Persons must be seen
as ends and may never
be used as means

Emphasise the
character of the agent
making the actions

Practical reasoning The best for most
(means-ends
reasoning)

Follow the rule
(rational reasoning)

Practice human
qualities (social
practice)

Applied ethics gained a foothold in the 1970s when philosophers began to work with moral problems
in society to a greater extent (Collste, 2012). This implied that philosophers shifted their focus from
theory and semantics into practice. At the same time, a discussion about which methods and
theoretical foundations should form the basis for justifying decisions was still included. Applied ethics
is an expanding field as the number of human contexts concerned increases. IT and technology are
among the arenas that are now affected, according to Colltse (2012). Further, Collste (2012) argues
that methods are an essential part of applied ethics as they are a way to get closer to an end and to
reach goals. The goal of ethical research is to increase knowledge and understanding of ethical issues
where each type of ethical inquiry requires conceptual clarity, assessment of relevant arguments, and
mapping of opinions. According to Collste (2012), critical interpretations of different views can be a
goal in itself, but in applied ethics, social methods and institutions are often included and the goal in
such cases is to identify a well-grounded stance from which to act, both at a general and a
context-specific level. In these cases, philosophical methods are not enough, factual information and
methods from other disciplines are also necessary (Collste, 2012).

The methods used to achieve these goals will vary depending on the context and theoretical approach
(Colltse, 2012). For instance, utilitarianism proposes a principle of utility, i.e. the right thing is the
action that leads to the most benefit for the most people while deontologists suggest that the right thing
is to follow laws and rules in every case (see Table 2.1). Furthermore, in ethical dilemmas within
institutions, different methods can be used to make decisions, which also go beyond the theoretical
approaches presented in Table 2.1. One method is to let the most experienced and responsible actor
make all decisions whereas another method is to make a benefit calculation and do what gives the
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most economic, social, or ecological benefit for a company (Colltse, 2012). Solving moral problems
requires working at different levels of abstraction and from different viewpoints (Beauchamp, 2005).
One method that advocates this is reflective equilibrium, which is a method aimed to identify and
relate relevant aspects of a case and to open up discussions between positions and levels. Based on
reflective equilibrium, both contextual intuitions and moral principles are relevant (Beauchamp, 2005).
Another approach highlighted by Van den Hoven (2003), is called designing-in-ethics, and examines
how organizations can be designed to meet values. This approach includes the idea that technology
itself is not neutral but mediates the interests of an entire organization and social group (Van den
Hoven, 2003). The process of designing technology largely involves questions of what is right and
wrong (Collste, 2012).

A primary challenge in ethical decision-making is figuring out which ethical values to take into
account and how to prioritize them in different situations (Dignum, 2019). Values, such as honesty and
respect are important guiding elements in human decision-making and work as a measurement when
comparing different scenarios as described by Dignum (2019). However, these values can be difficult
to measure directly and are often interpreted or implemented indirectly. Dignum (2019) describes how
people tend to rely on multiple values to make decisions, however, comparisons between values can
also lead to conflicts. Schwartz (2012) argues that values can be   contradictory, as fundamental values
can be drawn as a circle where values positioned on opposite sides are intrinsically opposed to each
other (see Figure 2.6). This circular perception includes ten basic values that are organized into four
dimensions: openness to change (including self-direction and stimulation), self-enhancement
(including hedonism, achievement, and power), conservation (including security, conformity, and
tradition), and self-transcendence (including benevolence and universalism).

Figure 2.6. Contradictory values based on Schwartz (2012).
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All of the ten values have different goals which are presented in Table 2.2. Values are used to guide the
selection or evaluation of actions, taking into account their relative priority (Dignum, 2019). Personal
preference plays a role in ordering values as some values are given more importance than others.
When values conflict, people tend to choose alternatives that satisfy their most important values. This
preference for certain values varies across cultures and influences moral decision-making. Therefore,
it is crucial to identify the values that a society or group prioritizes when creating rules for ethical
decision-making by AI systems. Different value priorities can result in different decisions, making it
important to consider these differences when designing ethical systems (Dignum, 2019).

Table 2.2. Goals of the ten different values based on Schwartz’s (2012) contradicting values.

Value Goals

Self-direction Independent thought and action-choosing, creating and exploring.

Stimulation Excitement, novelty, and challenge in life.

Hedonism Pleasure or sensuous gratification for oneself.

Achievement Personal success through demonstrating competence according
to social standards.

Power Social status and prestige, control or dominance over people and
resources.

Security Safety, harmony, and stability of society, of relationships, and of self.

Conformity Restraint of actions, inclinations, and impulses likely to upset or harm
others and violate social expectations or norms.

Tradition Respect, commitment, and acceptance of the customs and ideas that
one's culture or religion provides.

Benevolence Preserving and enhancing the welfare of those with whom one is in
frequent personal contact with.

Universalism Understanding, appreciation, tolerance, and protection for the welfare
of all people and for nature.

In summary, making ethical decisions within the context of AI requires an understanding of the values
and principles governing human behavior (Colltse, 2012; Dignum, 2019). Ethical theories provide a
framework for analyzing ethical problems, however, they must be combined with an understanding of
the societal and cultural contexts in which AI operates. In addition, it is necessary to understand who is
affected by AI, ranging from developers to users, and what their values and priorities are (Colltse,
2012). The complexity of getting AI to make ethical decisions requires a multidisciplinary approach
involving different stakeholders and people from different disciplines. The goal is for AI and its
decisions to be consistent with our collective values and society at large (Colltse, 2012).
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2.3 Responsible AI (RAI)

The ethical dilemmas that emerge with AI have given rise to the field of RAI. The term ‘Responsible
AI’ has widespread usage (Jobin et al., 2019) and refers to the actual responsibility of the power that
AI brings to society as a whole and addressing the potential risks and harms associated with its
prevalence (Dignum, 2019). Further, Eitel-Porter (2021) raises how RAI can enable organizations to
generate trust and scale AI with confidence. This brings us to the development, deployment, and use of
AI systems that promote accountability, responsibility, and transparency (Cath, 2018; Dignum, 2019;
Mikalef et al. 2022; Vyhmeister et al., 2022). The practice of RAI demands the participation and
commitment of all stakeholders and the active inclusion of society as a whole. It demands action
beyond simply observing ethical concerns whereas legal, economic, and cultural implications must be
considered to determine what benefits society (Dignum, 2019). Even though there is some variation in
how organizations practice RAI and how academia defines it, the most occurring terms within the
concept consists of privacy, fairness, accountability, transparency, explainability, and safety
(Vyhmeister et al., 2022).

One of the main challenges to RAI according to Dignum (2019) is to determine what responsibility
means, and who should be held accountable for the actions of an AI system. Given that an AI system
is a technical artifact produced with a predefined purpose, it can never be held responsible for its own
actions (Dignum, 2019). Rather, the responsibility has to lie on the human component that is
producing and interacting with the AI system (Theodorou & Dignum, 2020). The development of an
AI system is embedded in its social structure, which means that the design and function of the AI are
influenced by its developer's norms, values, knowledge, and attitudes (Sam & Olbrich, 2023). It is
therefore accurate to dismiss the idea that RAI is about giving the AI system itself the responsibility
for its actions (Theodorou & Dignum, 2020). However, this raises another key challenge to RAI:
aligning the AI system’s purpose with human values (Theodorou & Dignum, 2020). It is challenging
to specify human values and ethical considerations, whereof it makes it difficult to implement these
into an AI system (Muehlhauser & Helm, 2012). It is a complex task to align an AI system’s purpose
with human values that requires both technical and sociological initiatives (Theodorou & Dignum,
2020). For example, there are many views and perceptions of what fairness is within the output of an
AI system (Barredo Arrieta et al., 2020) and this should align with the human belief of what fairness is
in the context. A study that questioned the values that inform and drive RAI guidelines currently being
applied at a global level, found that there is a misalignment between AI strategies and values (Viscusi
et al., 2020). Interestingly, the discrepancy was most significant in countries where digitalization has
progressed the most, which in turn indicates that it is relevant to bring human values into the
discussion of RAI.

Trustworthy AI and AI Ethics are frequently used synonymously with RAI as seen in a recent survey
investigating the field (Jobin et al., 2019). However, Dignum (2019) separates RAI from the term AI
Ethics as the second one merely refers to the study of morals and values connected to AI, while RAI
includes the practical application of not only ethical aspects like morals and values but also legal,
economical, and cultural components in order to decide what is beneficial for society as a whole.
Judging by the namings, Trustworthy AI refers to the goal of building trust for AI in society while RAI
refers to the responsibility of those developing the AI systems. Even if the two terms consist of the
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same components, this study utilizes the term RAI as it studies the responsibility of an organization
developing and deploying AI. RAI and its synonyms are highlighted by Barredo Arrieta et al. (2020),
though RAI is described as a manifold concept that includes the adoption of principles in practice.

In mundane language, the word ‘responsibility’ has multiple related meanings, where responsible
people tend to sense an inner obligation to do what is right (Winter, 1992). The term often occurs in
research connected to moral judgment (Winter, 1992), which is closely related to the field of ethics
(Bartneck et al., 2021). In a study by Winter (1992), the concepts of moral standard, obligation,
concern for others, and caring about consequences of actions are derived as themes from analyzing the
notion of responsibility. Within research on science and technology, the notion of responsibility is built
on the understanding that science and technology are not only technical artifacts but also concerned
with social and political elements (Stilgoe et al., 2013).

2.3.1 AI HLEG’s Ethics Guidelines for Trustworthy AI

The following section will summarize and explain the content from the Ethics Guidelines for
Trustworthy AI developed by AI HLEG (2019a), which in this section will be referred to as ‘the
guidelines’. The content of the guidelines is the reference point for RAI in this study, making it
fundamental to present its foundations. Note that the term RAI will be used instead of Trustworthy AI
which is the original term used in the guidelines.

The expert group, AI HLEG, is composed of 52 people with various backgrounds from both academia
and industry and was established by the European Commission. In the guidelines, the view on AI is
described with the potential to greatly transform society, where AI is not the goal itself but a tool to
increase human flourishing and innovation which will enhance individual and societal well-being. In
order to achieve these goals, the guidelines are described as relevant to build confidence in technology
spreading across society. The guidelines are addressed to all AI stakeholders involved in designing,
developing, deploying, implementing, using, or being affected by AI. While the aim is to provide
guidance in general, it is stated that the guidelines need to be adapted to each unique context as AI can
be applied in a variety of different areas, giving rise to multiple different considerations and issues.
The structure of the guidelines is composed of directions at different levels of abstraction, consisting
of three foundational components, four ethical principles, and seven key requirements. Figure 2.7
illustrates the content of the guidelines, thus demonstrating what should be considered RAI.
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Figure 2.7. Visualization of Ethics Guidelines for Trustworthy AI based on AI HLEG (2019a).

According to the guidelines, RAI consists of three foundational components that should be addressed
continuously throughout an AI systems life cycle: Lawful AI, Ethical AI, and Robust AI. Ideally, these
three components work in harmony with each other and overlap in operational work as they are
insufficient in order to accomplish RAI on their own. However, the guidelines are delimited from the
first component, Lawful AI, as it does not explicitly give direction on how to be compliant with laws
and regulations. Instead, the guidelines focus on the two other components which are described as
closely intertwined and complementary. The component of Ethical AI implies adhering to ethical
principles and values which is described as essential since only complying with laws and regulations
may be insufficient because the process of legislation is much slower than the development of
technology. Ethical reflection on AI is highlighted as critical in order to assure protection for
individuals and groups while also stimulating innovation that fosters ethical values. The component of
Robust AI aims to prevent AI systems from causing any unintentional harm where the systems should
operate in a safe, secure, and reliable manner. Robustness and system reliability are required within
both the technical and social contexts. The substance of the two components is reflected in the
remaining levels of the guidelines, i.e. principles and requirements.

The principles contained in the guidelines have its origins in the fundamental rights underlined in the
EU Treaties, the EU Charter, and international human rights law. The principles have been adapted to
the context of AI systems and are intended to offer ethical guidance when determining what actions
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should be taken, rather than simply following current practices in AI. Four principles are included in
the guidelines, which are:

● Respect for human autonomy
● Prevention of harm
● Fairness
● Explicability

The first principle, respect for human autonomy, emphasizes that AI systems should not unjustifiably
control or manipulate humans. Instead, they should be designed to complement human abilities and
empower individual self-determination and participation. The second principle, prevention of harm,
raises the need to protect human dignity and ensure that AI systems do not cause harm to individuals
or society. This principle promotes the importance of ensuring that AI systems should be technically
robust, safe, and secure, and that vulnerable individuals are to be given special attention. The third
principle, fairness, emphasizes the importance of ensuring that the development, deployment, and use
of AI systems are fair and free from bias and discrimination. The fourth principle, explicability,
emphasizes the importance of transparency and the need for AI systems to be explainable to those
affected by their decisions. It is noted that tensions may arise between the principles, whereof the
guidelines provide no explicit direction for these situations. For example, AI systems for reducing
crime via surveillance may lead to the prevention of harm, but likewise infringe on individual freedom
and privacy. Hence, it is stated that the principles’ aim is not to provide one uniform resolution.
Instead, they aim to give direction on how to approach ethical dilemmas and trade-offs through
reflection. Based on the four principles, seven requirements are outlined in the guidelines whereof
each requirement constitutes at least three sub-requirements (see Table 2.3).

Table 2.3. Requirements included in Ethics Guidelines for Trustworthy AI (AI HLEG, 2019a).

# Requirement Sub-requirements

1 Human agency and oversight ● Fundamental rights
● Human agency
● Human oversight

2 Technical robustness and safety ● Resilience to attack and security
● Fallback plan and general safety
● Accuracy
● Reliability and reproducibility

3 Privacy and data governance ● Privacy and data protection
● Quality and integrity of data
● Access to data

4 Transparency ● Traceability
● Explainability
● Communication

5 Diversity, non-discrimination, and
fairness

● Avoidance of unfair bias
● Accessibility and universal design
● Stakeholder participation
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6 Societal and environmental
wellbeing

● Sustainable and environmentally friendly AI
● Social impact
● Society and democracy

7 Accountability ● Auditability
● Minimisation and reporting of negative impacts
● Trade-offs
● Redress

The first requirement (Human agency and oversight) is founded on the principle Respect for human
autonomy and emphasizes the importance of ensuring fundamental rights, human agency and human
oversight. Given the scale and capability of AI systems, there is a risk of negative impact on
fundamental rights, which may require doing an impact assessment. Human agency implies that users
of AI should be able to make informed decisions about the system where they have been provided with
the knowledge and tools to interact with it but also to assess or question the system. Human
supervision ensures that an AI system does not undermine human autonomy or cause other negative
effects where such supervision can be achieved through different governance mechanisms.
Governance mechanisms may be required to varying degrees depending on the scope and potential
risk of the AI system.

The second requirement (Technical robustness and safety) derives from the principle Prevention of
harm and includes resilience to attack and security, fallback plan and general safety, accuracy, and
reliability and reproducibility. This requirement implies that AI systems are developed with a
preventive approach to minimize risks and prevent unintended and unexpected harm. Resilience to
attack and security means that security processes should be applied to protect the AI system against
vulnerabilities and attacks. Furthermore, a fallback plan and general safety mean that the system has
safeguards in place that allow for a backup plan in case of problems. Accuracy refers to the ability of
the AI system to make correct judgments, predictions, or decisions while reliability and reproducibility
indicate that the AI system can function correctly for a variety of data and in different situations.

Likewise, the third requirement (Privacy and data governance) stems from the principle Prevention of
harm and includes privacy and data protection, quality and integrity of data, and access to data.
Privacy and data protection implies that the AI system must guarantee data confidentiality and
protection throughout its life cycle. Quality and integrity of data entail ensuring the quality of the data
sets used to train the AI system, hence avoiding training on data that represent constructed biases,
errors, or mistakes. Access to data requires that data protocols are implemented to regulate access to
data to ensure that only qualified and relevant personnel are exposed to the data.

The fourth requirement (Transparency) is linked to the principle of Explicability and includes
traceability, explainability, and communication and refers to the transparency of the relevant parts of
an AI system, i.e. data, systems, and business models. Traceability should be applied to the data sets
and processes that underpin the decisions of an AI system and hence documented to increase the
likelihood of understanding and learning from the actions of AI. Explainability refers to the ability to
explain both the technical processes of an AI system and the related human decisions. Technical
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explainability allows humans to understand and track the decisions made by AI systems. For it to
always be clear that the user is interacting with an AI system, communication must be applied.

The fifth requirement (Diversity, non-discrimination, and fairness) derives from the principle of
Fairness and includes avoidance of unfair bias, accessibility and universal design, stakeholder
participation. Since datasets used for the training and operation of AI systems may include
unintentional historical bias and incompleteness, avoidance of unfair bias should be applied. Failure to
do so may lead to discrimination against certain groups or individuals, potentially exacerbating
prejudice and marginalization. Avoidance of unfair bias is equally vital in the development of the AI
system, which can be ensured through oversight mechanisms and diversity among those involved in
the development and design of the AI system. For AI systems targeting businesses to external
consumers, the focus should be on accessibility and universal design. This means that AI systems are
designed to allow all people, regardless of gender, age, ability, or characteristics, to access the
technology. Stakeholder participation involves the active engagement of different actors and
stakeholders linked to the AI system lifecycle.

The sixth requirement (Social and environmental wellbeing) has emerged from the principle of
Prevention of harm and includes sustainable and environmentally friendly AI, social impact, and
society and democracy. The requirement implies that ecological responsibility in AI is encouraged and
that AI systems should benefit all people including future generations. Environmentally friendly AI
ensures eco-compatibility throughout the entire life cycle of AI, including assessing resource use and
energy consumption. The social impact of an AI system on society should be investigated, considered,
and monitored. Furthermore, the impact of the AI system should also be assessed in terms of its effect
on society and democracy at large.

The last and seventh requirement (Accountability) derives from the principle of Fairness and includes
auditability, minimization and reporting of negative impacts, trade-offs and redress. Auditability
means that algorithms, data, and development processes should be assessable. Furthermore,
minimization and reporting of negative impact mean the ability to report on actions or decisions that
contribute to a certain outcome for an AI system. For individuals directly or indirectly involved in the
development and use of AI, there should be an opportunity to report on the potential negative impacts
of the system. Moreover, there should be a strategy for handling trade-offs when tensions arise
between the requirements for RAI. This includes identifying and comparing relevant interests and
values and acknowledging compromises in a documented form. Finally, there must be mechanisms in
place to manage redress and ensure appropriate compensation for negative impacts.

2.4 Previous Research on Implementing Responsible AI in Practice

Previous research indicates the existence of significant gaps and barriers when trying to implement
RAI guidelines, such as those by AI HLEG (2019a) presented above, in practice with a lack of
organizational elements to support and promote the progress. Furthermore, previous research has been
conducted regarding how the field of RAI can be inspired by related disciplines in order to succeed.
Based on indications derived from previous research, this section presents six themes related to the
current state of research. Raising this is relevant to seize the area of research, the current situation's
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obstacles and difficulties, and how this study can bring value to the field. Further, this constitutes a
foundation for understanding the context of the case organization and provides a body for discussing
the findings, strengthening and validating them as well as finding discrepancies between them and
previous research.

2.4.1 Abstract Guidelines

Currently, numerous guidelines and recommendations in the field of RAI have been developed by both
academia and business (Cath, 2018; Hagendorff, 2020; Jobin et al., 2019; Larsson, 2020; Mikalef et
al., 2022; Mittelstadt, 2019; Morley et al., 2020; Morley et al., 2021; Rakova et al., 2021; Theodorou
& Dignum, 2020). However, despite the guidelines’ general consensus in perceiving RAI (Hallamaa &
Kalliokoski, 2022), several researchers criticize their effectiveness and argue that they are too
generalized and abstract whereupon they miss out on addressing how principles can be translated into
practical scenarios (Brendel et al, 2021; Cath, 2018; Felländer et al., 2022; Hagendorff, 2020; Larsson,
2021; Larsson, 2020; Mittelstadt, 2019; Morley et al., 2020; Morley et al., 2021; Rakova et al., 2021;
Theodorou & Dignum, 2020; Vyhmeister et al., 2022; Wright, 2020). Felländer et al. (2022) highlights
the issue of lacking a direct focus on cross-functional organizational perspectives and needs, such as
the compatibility with existing methods. Likewise, Larsson (2021) argues for the high-level of
abstraction and low level of procedural suggestions in RAI guidelines, yet claims that the issue is a
matter of maturity.

In a study by McNamara et al. (2018), the impact of ethical guidelines on software developers’
decision-making was examined. The research found that guidelines are ineffective and do not
influence the behavior of developers and questions the assumption that ethical guidelines serve as a
basis for ethical decision-making. Both Hagendorff (2019) and Mittelstadt (2019) support the
conclusion that RAI guidelines lack influence. Hagendorff (2019) argues that the exclusive reliance on
checkbox guidelines is insufficient in order to ensure RAI. Mittelstadt (2019) argues that despite
guidelines, professionals often do not follow them as intended or simply see them as a list to tick off,
rather than as a guide to ethical behavior. Several authors raise concerns about the absence of methods
to ensure compliance with RAI guidelines and the lack of precision within them, risking them to
merely appear ethical without being so (Morley et al., 2021; Theodorou & Dignum, 2020). It is
important not to settle for consensus on merely abstract principles, as this is not enough to assure that
guidelines are being followed in practice (Mittelstadt, 2019).

  Despite the criticism, researchers suggest that RAI guidelines can be effective if they are further
developed and enhanced. Eitel-Porter (2021) argues that the translation of abstract principles should
start with the organization's own ethical values, as it is important that an interpretation of the
guidelines is provided that fits the unique context. Mittelstadt (2019) describes the translation process
of RAI guidelines as the conversion of high-level principles into mid-level norms and low-level
requirements. However, Morley et al. (2021) suggest that more proactive resources are needed to put
abstract principles into concrete practice. According to Mikalef et al. (2022), an important step in
putting the guidelines into practice is to treat each principle, such as fairness and transparency,
separately and from a critical perspective. By adopting a critical perspective, the negative effects of the
principles can be identified, new ways of thinking about the phenomena can be created and possible
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solutions can be determined (Mikalef et al., 2022). Furthermore, Wright (2020) and Hagendorff (2019)
raise that guidance of greater technical detail and specificity is needed to improve the guidelines. For
example, AI developers may lack the knowledge of how to document their datasets or present their
models in an explainable manner, despite the availability of guidelines (Solanki et al., 2022).
Hagendorff (2019) proposes taking a step back and examining ethical theories in a broader context and
shifting towards a more flexible approach based on virtues, personal characteristics, education,
responsible autonomy, and freedom of action, which can be adapted to different situations.

Mittelstadt (2019) argues that guidelines must be deeply embedded into the organizational culture and
strictly implemented to have any effect on reducing unethical behavior. In a study by Rakova et al.
(2021), the conclusions of Mittelstadt (2019) are supported as investigating the importance of
organizational culture, leadership, and governance in the work of RAI. According to the study’s
participants with positive experiences of implemented guidelines, the crucial factors related to
transforming the company culture for RAI include embracing internal education efforts, promoting
risk-taking for the public benefit, conducting internal problem investigations, and implementing
cross-functional teamwork within the organization. However, in relation to education, capturing the
complexity and unpredictability of technology in an ethical context is a practical obstacle that can
occur (Christodoulou & Iordanou, 2021). Morley et al. (2021)   further claim that a cultural change is
necessary for the work of RAI becoming less abstract and more practical. They argue that change can
be achieved by encouraging AI practitioners to understand ethical implications in product design by
including ethical theories in mandatory courses in relevant fields. Furthermore, Solanki et al. (2022)
elaborates on the issue of compatibility in the existing organizational structures previously raised by
Felländer et al. (2022), by arguing that ethical considerations would be more appealing to practitioners
if guidelines can be easily integrated into available workflows.

At the same time, it could be of value not to excessively control AI development through guidelines
and recommendations on a too granular level (Dignum, 2021). Governance and steering are important
to reduce incidents and to ensure trust in society through the use of established methods and tools.
However, excessive steering risks inhibiting innovation, which is not desirable. Instead, the goal of
guidelines should be to increase innovation by developing and promoting both technical and governing
means to maintain a sustainable society. Furthermore, the ultimate goal must be to ensure well-being at
an individual as well as societal level (Dignum, 2021). Moreover, different domains exhibit unique
risks and considerations associated with AI, making a generic approach for steering impractical
(Dignum, 2019). In addition, it is important to update policies in line with the development, capacity
and application of AI to maintain their relevance. Given the dynamic nature of AI, and the already
extensive consequences, there is no time to wait for the field to mature (Dignum 2019).

2.4.2 Roles and Accountability

Another issue regarding the implementation of RAI is organizational structures, including roles and
accountability, as interviewees in Rakova et al.'s (2021) study points out several related factors which
may cause uncertainty and ambiguity. First, the interviewees mention that the significantly rapid pace
of AI creates time constraints within roles and accountability. Secondly, they raise problems related to
seniority, with only senior people making decisions about RAI even though less senior people may
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have the same insight. Thirdly, there may be communication gaps between managers who are directed
to make decisions and members of the team that is accountable for RAI. Finally, Rakova et al. (2021)
argue that the aim is to establish an organizational structure that allows and facilitates the continuous
implementation of ethical considerations in AI. A team of skilled individuals should be dedicated to
promoting change and guiding others in issues concerning RAI according to Rakova et al. (2021). The
impact of AI systems on people cannot be changed without considering the people who build the
systems and the organizational structure and culture within which they operate (Rakova et al., 2021).

Another concern related to roles and accountabilities is that there is an established idea of what tasks
are attributed to a particular role. McSharry (2023) argues that there is a perception among many AI
practitioners that ethics is something that sociologists or philosophers are engaged in. The role of an
AI practitioner is instead to be innovative, use the latest technology, and make sure that software and
hardware are running. This view is emphasized in the study’s responses where students were asked to
specify, based on their own experiences, the most crucial components included of RAI as seen in the
guidelines by AI HLEG (2019a). Out of 70 students, who were in the field of IT or electrical and
computer engineering, 47% said that robustness is the most crucial component followed by the ethical
(36%) and lastly the lawful component (17%) (McSharry, 2023). However, since AI is rapidly
transforming and increasing its impacts on society, it is no longer viable to separate the creation and
development of AI from ethical considerations, according to McSharry (2023). The perception that
ethics is not the responsibility of AI practitioners needs to change to ensure that AI fulfills the
requirements for RAI. This conclusion is supported by Akter et al. (2021), who argues that all
stakeholders and users must be enlightened and involved in the work with RAI. Moreover in order to
regulate AI development successfully, a culture of openness and cooperation among researchers,
developers, policymakers, and ethicists, is required (Dignum, 2019). By fostering a dialogue between
these parties, frames that encourage progress in technology and benefit society, can be formulated.
According to Solanki et al. (2022), efforts such as ethics workshops, spreading information through
newsletters, inviting external speakers to raise awareness and increasing collegial networks can
promote collective accountability and help overcome attitudes such as 'it is not my job'.

It is essential to create a clear governance structure and define responsibilities to avoid the potential
negative consequences of AI (Akter et al., 2021). The rapid advancement of AI systems has led to a
stressing need for governance that ensures and monitors the full chain of responsibility across actors,
according to Dignum (2019). Likewise, Felländer et al. (2022) indicate that the guidelines for RAI are
in need of a structure for monitoring, as well as consequences if these guidelines are not met.
According to Morley et al. (2021), it is currently not clear enough to practitioners who is accountable
for ensuring that RAI is fulfilled. The study by Morley et al. (2021) shows that less than two thirds of
the participants know where to turn if they have concerns related to RAI, feeling that they would not
be listened to enough or have the time to think through the ethical implications of a decision.
According to Douglas et al. (2021), there needs to be a clear structure and awareness of who among all
people is responsible for what when it comes to AI. According to Kaur et al. (2022), there are several
roles related to the development of AI where data scientists, researchers and developers manage the
design, development and continuous improvement of the AI system by improving performance,
adding new features and correcting errors. According to Douglas et al. (2021), it must be decided who
is responsible for what, or whether to share responsibility for certain elements.
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Another step linked to governance and accountability in RAI is to clarify how decisions in the area
should be made and documented (Eitel-Porter, 2021). According to Eitel-Porter (2021), a key is to
utilize existing structures to avoid duplication of work and to counteract the creation of competing
sources of governance within the same organization. One way to successfully implement a structure is
through training, where governance structures can be understood and acted upon by all levels within
an organization (Eitel-Porter, 2021). Different aspects apply to different levels within the organization,
according to Eitel-Porter (2021), where senior leaders should set the tone for why RAI is important
and advocate the learning, middle management needs to understand how issues related to RAI can
affect their projects and the decision-making structure, and developers should understand the
complexity of fairness and bias and that this requires special skills. According to Christodoulou and
Iordanou (2021), the absence of education leads to a lack of pressure on AI developers to take
ownership of addressing ethical issues.

2.4.3 Operationalization and Organizational Measures

In order to implement RAI in practice, it is essential that its effects can be operationalized and
measured. Previous research has pointed out the complexity of operationalizing RAI as a major factor
contributing to difficulties in its practical application (Mittelstadt, 2019; Morley et al., 2020; Morley et
al., 2021; Rakova et al., 2021). Morley et al. (2021) highlight that barriers such as technical
complexity, the absence of clear regulations, and limited awareness and expertise are contributing to
the challenges with operationalization. This standpoint is shared by Rakova et al. (2021) who examine
how organizations in general measure success and how this in turn can influence the operationalization
of RAI. The results show that currently there are no universal metrics to measure the success of RAI
initiatives. Usually, RAI initiatives are measured in traditional business metrics such as revenue or
profitability. Furthermore, there is a lacking focus on long-term outcomes due to short timelines and
inadequate performance evaluations that ignore RAI contributions, making it difficult for practitioners
to be rewarded for their work (Rakova et al., 2021). Balancing profit-making and efficiency with
ethical considerations is challenging, regardless of the ethical perspective or considerations prioritized
(Hallamaa & Kalliokoski, 2022). Rakova et al. (2021) suggest measuring the social impact of the
technology, however, the interviewees of their study stated that they are currently only measured on
their ability to produce work that generates revenue. As a result, the interviewees can only justify their
work of RAI in terms of revenue measures by highlighting that it is cheaper to mitigate such risks at an
early stage before the launch of AI systems than to deal with post-launch problems where damage,
such as reputational loss, can occur, for instance (Rakova et al., 2021). The consequences of
reputational and financial damage when not practicing RAI are supported by Felländer et al. (2022)
and Floridi et al. (2018).

This dilemma illustrates how individuals try to work according to metrics that are not adapted to
measure or motivate success derived from RAI work. To address this, organizations need to make
active improvements to their metrics to better align with the goals of RAI (Rakova et al., 2021).
However, there are some metrics in place for the algorithmic characteristics, such as fairness, though
comprehensive organizational metrics for RAI are still at an immature stage (Minkkinen et al., 2021).
The ideal scenario would be for organizations to consistently value the work of RAI and have
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processes that reflect it throughout the whole organization according to Rakova et al. (2021). A
suggestion in order to make the guidelines more tangible is to include more detailed technical
explanations (Hagendorff, 2019). However, it is difficult as described by Hagendorff (2019) who
raises questions such as “What does a ‘human-centered’ AI look like?” (p. 111) and “What does it
mean to implement justice or transparency in AI-systems?” (p. 111). With established metrics in place,
this would improve the capabilities of benchmarking, enable a public understanding and encourage
competitiveness around developing AI that fulfills the requirements for RAI (Floridi, 2019).

2.4.4 Incentives

One barrier to implementing RAI in practice, identified in previous research, is the lack of incentives
to progress forward (Mittelstadt, 2019). Reputational risks and personal moral convictions of
developers can act as incentives, since they may push companies toward involvement in ethical issues.
However, Mittelstadt (2019) highlights that reputational risks only carry weight if they are spread to
the public consciousness and that whistleblowing by individuals within companies will cost a lot of
money and thus be averted. As a result, users are unable to trust developers to prioritize their interests
when implementing ethical principles in AI practice. Moreover, it is a crucial issue to let users and
stakeholders rely on the personal opinions of developers or public pressure in order to protect their
important privacy rights and self-determination (Mittelstadt, 2019).

The lack of incentives is linked to the mentioned issue of missing organizational measures for RAI, as
Rakova et al. (2021) explain that if RAI initiatives cannot be justified financially, there is no incentive
to work with them. Another obstacle reported by Morley et al. (2021) is that there is a gap between the
resources available to AI practitioners and what they find useful for ethical design. Fewer practitioners
have access to ethical resources than those who would find them helpful. This indicates that the RAI
community is not fulfilling the needs of practitioners. Some interviewees prefer enforceable standards
to be established, as long as they are practical and actionable (Morley et al., 2021). The conclusions of
Morley et al. (2021) are echoed in a study conducted by a non-profit organization focusing on
responsible technology, which indicate that 78% of technology practitioners want more practical
resources to use in their work with producing insightful and responsible solutions (Miller & Coldicutt,
2019). Currently, technology practitioners merely have their own moral compasses, the internet, and
conversations with colleagues to lean on when reflecting on the consequences of their work (Miller &
Coldicutt, 2019). According to Mikalef et al. (2022), one way to create incentives is to examine how
negative impacts arise and evolve during the design and implementation of AI applications.
Identifying these negative impacts can increase the value of investing in avoiding them (Mikalef et al.,
2022).

2.4.5 Uniting Technology and Ethics

In a study by Vyhmeister et al. (2022), opportunities and challenges of implementing RAI in practice
with risk management practices as a basis are presented, whereof the result consists of a model for
how RAI should be incorporated into AI projects in an organizational setting. The key in the model is
to work on two parts simultaneously, where one part focuses on the technical architecture and the other
on the management strategies for AI components. At the same time, Vyhmeister et al. (2022) point out
that the analysis and implementation of ethical concepts and strategies are time-consuming and thus
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make it difficult to create a favorable environment for collaborative work. For instance, the technical
components of AI are usually decided before a risk management plan is formulated, which creates
limitations in the risk management process which in turn demonstrates the difficulties in reconciling
the two parts in terms of time (Vyhmeister et al., 2022).

Larsson (2021) likewise highlights the importance of time in the context and argues that there is a
current gap in time between technological development and the formulation of ethical strategies. The
technical development of AI is rapid while the statutory ethical progress is slow (Larsson, 2021), or as
described by Christodoulou and Iordanou (2021) “the technology advances and then the policies start
to follow” (p. 6). The challenge that arises from this situation is to bring technical and managerial
elements into harmonization to reduce the gap. To address this gap, Hagendorff (2019) highlights the
importance of interconnecting AI and ethics where continuous work needs to be done from both ends.
Greater emphasis must be placed on explaining the technical aspects of AI so that professionals with
an ethical basis understand, and at the same time focus must shift towards including social factors,
explained in a way so that AI professionals understand (Hagendorff, 2019). However, getting different
parties to speak the same language and understand each other when it comes to AI and ethics can be a
challenge. The study by Christodoulou and Iordanou (2021) reveals that obstacles and tensions can
arise when different professionals communicate with each other in the context of RAI. One of the
reasons why AI professionals might miss an approach to ethics is due to a lack of a professional
history and well-defined norms of 'good behavior' (Mittelstadt, 2019).

The importance of making stakeholders outside the field of RAI understand its elements of both
technology and ethics is highlighted by Vyhmeister et al. (2022). Providing education for these
stakeholders creates a solid foundation for ethical discussions that can promote the successful
implementation of RAI in practice. Likewise, Dignum (2019) highlights that RAI requires
participation and engagement from all stakeholders, and that access to training is a key to establish
commitment. Similarly, Floridi et al. (2018) argue that the most effective way to ensure that AI serves
the needs of society is through a diversified approach where developers, users and policy makers work
together. Further, Vyhmeister et al. (2022) recommend that ethical policies for AI should be defined
and developed before the actual AI system, despite potential time constraints. In cases where a unified
policy does not exist beforehand, Vyhmeister et al. (2022) suggest conducting workshops to address
issues of responsibility and ethics before they arise in reality.

According to Brendel et al. (2021), it is important for organizations to create their own ethical
reference frame for AI and to reflect on what should be incorporated into this foundation. On the other
hand, Morley et al. (2021) argue that an ethical framework is almost impossible to develop as there is
no single path to the right ethical decision. The solution proposed by Morley et al. (2021) is to
implement pro-ethical components in the design process as the ethically right thing depends entirely
on the broader socio-cultural context. However, Goffi (2023) highlights the problem of always
adopting a Western socio-cultural perspective when it comes to RAI. The issue is also highlighted by
Christodoulou and Iordanou (2021) as their study's participants raise concerns about the technology
being developed representing only a specific niche of society. According to Goffi (2023), RAI is in
great need of a more diversified view and a cross-cultural approach to the ethical aspects of it. In turn,
Han et al. (2022) highlight the importance of accepting that values are diversified and derived from
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culture and social environment, making these values work differently depending on their context.
Dignum (2019) reinforces this by stating that the team developing AI must be diverse in terms of
gender, cultural background, ethnicity, and include social scientists, philosophers and other
professionals. Another point, highlighted by Christodoulou and Iordanou (2021) is a need for ethical
self-reflection and critical thinking to discover inherent biases and liability.

2.4.6 Inspiration from Other Fields

To succeed with applying guidelines in the field of AI, it is relevant to look at the application of ethical
guidelines in other fields where progress has already been made. This can contribute to new insights,
as Christodoulou and Iordanou (2021) highlights some criticism of the AI community's current
approach to ethics, where their attitude at times implies having invented ethics and not acknowledging
previous work done within applied ethics. During the past decades, the establishment of several
different branches has emerged within applied ethics, including bioethics, business ethics, and sports
ethics (Hallamaa & Kalliokoski, 2022). According to both Hallamaa and Kalliokoski (2022) and
Mittelstadt (2019), bioethics is a relevant field to examine to draw resemblances to the field of RAI.
Bioethics relates to the moral considerations to be done during medical practices and is considered to
be the most established and influential branch within applied ethics (Hallamaa & Kalliokoski, 2022).
Hallamaa and Kalliokoski (2022) state that a primary focus of bioethics has been to address practical
issues and develop principles and policies to guide decision-making.

Mittelstad (2019) describes similarities between the ethical principles used in medical practices and
those relevant to AI initiatives. The similarities can be confirmed by AI HLEG (2019a) which includes
principles comparable to the ones given in medical frameworks for ethics: respect for autonomy,
non-maleficence, beneficence, and justice. A major factor that has contributed to success within
bioethics is the established methods used to develop shared ethical frameworks and guidelines, which
are currently lacking in the field of RAI (Mittelstadt, 2019). In bioethics, Mittelstadt (2019) explains
how this has been developed through a collaboration of ethics committees, accreditation, codes of
conduct, and self-governance, supported by strong institutions. Furthermore, the ethical codes within
medicine have been tested and revised over a long period and established through a combination of
both high-level principles and grounded considerations (Mittelstadt, 2019). However, translating this
methodology to the AI field involves a high degree of complexity. According to Hallamaa and
Kalliokoski (2022), the challenge with AI is that its products and outcomes are not merely devices, but
rather programs and applications within more complex systems. As a result, it is impossible to separate
AI from the remaining context. RAI is more pervasive than any other field in applied ethics, and
unlike bioethics, it is not bound to institutions, professions, or educational traditions (Hallamaa &
Kalliokoski, 2022). Therefore, implementing this approach within the field of RAI would involve
assessing the technology, application, local norms, and context of each specific case, including
reviewing each step of the process and ensuring consistency across ethical norms and specific cases
(Mittelstadt, 2019).

Furthermore, the field of AI is missing a homogeneous professional culture and history, something that
is recurrent in the medical field, which might be due to its rapid development (Mittelstadt, 2019). AI
developers come from diverse disciplines and professional backgrounds, which has led to a history of
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different incentive structures and moral stances, compared to the narrow field of medicine. Part of the
culture is also linked to risks, which are direct and observable in medicine but indirect and not
observable in AI. This is because there is a difference in the physical distance between the victim and
responsible actors, close in healthcare but far in AI, which in turn can lead to unethical behavior going
unnoticed in the latter (Mittelstadt, 2019). Relating to this, Hallamaa and Kalliokoski (2022) raise how
RAI should draw inspiration from bioethics in focusing more on the actual change and influence that
AI has in society, instead of concentrating on lists of principles and formulating high moral values.

Another factor worth mentioning when comparing bioethics with RAI is legal and professional
accountability. In the medical field, this functions well as there are legal and professional frameworks
that promote professional standards that allow patients to seek compensation if they are not treated
well. This structure helps maintain professional standards, provides external pressure on health
professionals, and retains a clear link between unethical behavior and professional sanctions,
providing opportunities for patients to take legal action if they are treated unethically. Such a structure
is lacking in the field of AI (Mittelstadt, 2019), however, it will likely develop further as legislation
within the field of AI is to come (Morley et al., 2021).

2.5 Summary

The aim of this chapter has been to present relevant foundational concepts, ideas, and theories from
academic literature that can be related to the application of RAI guidelines in practice, which in turn
provides a foundation for the study’s upcoming chapter for discussion. It has covered the domains of
AI and ethics that together form the foundation of RAI, with the aim to create an understanding of the
complexity that arises in the encounter between the philosophical ethical field and the technical AI
field. Furthermore, it is of importance to clarify the technical elements and terms of AI to provide the
reader with a sufficient foundation for the empirical results. Figure 2.8 illustrates the relationships
between the sections where 2.1, 2.2, and 2.3 together form a foundation for the application of RAI
guidelines in practice, and section 2.4 covers relevant previous research to understand obstacles and
opportunities that may arise when trying to apply these guidelines in an organization.
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Figure 2.8. Visual representation of the literature-based frame of reference.
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3. METHODOLOGY

This chapter presents the research philosophy and motivates the methodological decisions taken

during the conduct of the study which shaped and influenced its execution. Arguments for why the

study was designed as a qualitative case study with inductive reasoning including semi-structured

interviews and document collection is presented. The chapter also presents the choice of conducting a

thematic analysis with a description of its process. Finally, the study's quality measures and ethical

considerations are discussed and reflected upon.

__________________________________________________________________________________

3.1 Prior Understanding

Our experience stems from the field of IT and Management which is obtained through a Master's
degree in Information Systems, and additionally through previous Bachelor's degrees in Information
Systems and Cognitive Science. Through previous education and work experience, an understanding
of organizations' digitization efforts and journeys has been developed. The experience relevant to this
study includes both an understanding of the technical aspects of RAI but also the human aspects and
further how these can be combined in an organizational setting. Bringing humans and technology
together creates both challenges and opportunities that organizations should address and exploit.

3.2 Research Philosophy

To clarify what can be considered acceptable knowledge and how that knowledge can be acquired it is
relevant to set an epistemological clarification (Bryman & Bell, 2019; Myers, 1997). Within
epistemology, there are three main approaches: positivism, realism, and interpretivism, whereas the
last one has constituted the foundation for this study. These approaches differ in their underlying
assumptions about what can be studied, how research should be conducted, and what the ultimate
goals of social science research should be (Bryman & Bell, 2019). An interpretative approach
emphasizes the importance of understanding the subjective meanings people give to their actions and
their social world (Bryman and Bell, 2019), which was appropriate to explore the situation of
implementing RAI guidelines within the case organization as the people within it are the ones who put
the guidelines into action. Furthermore, Walsham (1995) highlights that the rise of social issues related
to IT systems has prompted researchers within the field to adopt an interpretative approach that
focuses on human perceptions and meanings. As RAI is a field that largely deals with social issues in
relation to IT systems in the shape of AI, the interpretivist approach has been a natural part of the
study's procedures. Bryman and Bell (2019) state that people use their own common-sense
understanding to interpret their daily experiences and in order to understand people's actions and social
worlds, researchers should access this understanding through interviews, an approach likewise
included in this study. Gioia et al. (2013) concurs by arguing that people in organizations should be
seen as knowledgeable agents, which implies that they are capable of understanding what they do, and
can explain their thoughts, intentions and actions. Moreover, the researcher's role is to be a ‘reporter’
who captures the experiences of the people in the organization (Gioia et al., 2013), of which this has
been exploited through interviews.
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The next concept to be clarified in the context of this study is the nature of reality, also known as
ontology. Bryman and Bell (2019) make a distinction between two perspectives: objectivism and
constructionism whereas the last one has been the approach for this study. Constructionism implies
that there are no absolute facts, only interpretations. According to Gioia et al. (2013), the most
significant realization within organizational and social studies is that the world is socially constructed.
More specifically Gioia et al. (2013) highlight two basic assumptions which is that organizations are
social constructions and people within organizations construct their own realities, whereas these
assumptions contributed to forming this study’s approach. According to Bryman and Bell (2019),
researchers who are interested in how organizations change and adapt may concentrate on how people
participate in shaping the reality of the organization. This indicates that social reality is a fluid and
dynamic phenomenon which in turn implies that the researcher has a constructionist perspective. The
constructionist stance aligns with the study's purpose as the case organization operates in a dynamic
environment and the question of what is ‘responsible’ in RAI is subjective and based on individuals'
own perceptions and values which implies that the people within the organization create their own
reality and constructions around RAI.

3.3 Methodological Approach

According to Bryman and Bell (2019), the ontological and epistemological clarifications should
culminate into an appropriate research approach. Two opposing approaches are quantitative and
qualitative research, where a qualitative approach involves collecting and analyzing non-numerical
data, such as words, images, and observations while a quantitative approach involves the use of
numerical data and statistical methods for collecting and analyzing information (Bryman & Bell, 2019;
Myers, 1997). In order for this study to answer the stated research question, a qualitative approach has
been applied. The qualitative strategy is appropriate when the research shifts between technological
and organizational issues (Myers, 1997). Further, it is a way to understand how individuals interpret
and construct their social world, i.e. interpretivism, and emphasizes the subjective experiences and
perspectives of individuals, i.e. constructionism (Bryman & Bell, 2019). On the basis of these
arguments, the qualitative approach has been deemed appropriate since this study involves the
technical elements of AI as well as softer values in how to organize responsibility in the procedures of
developing and deploying AI.

Moving on, there are the methodological approaches of deductive and inductive reasoning which refer
to a study’s treatment of theory (Bryman & Bell, 2019), of which induction has guided the execution
in this study. The inductive process is common within qualitative research and involves gathering and
analyzing information in order to form a new theory or interpretation, which is different from
deductive reasoning which involves starting with a theory to either validate or disprove it (Bryman &
Bell, 2019). Within induction, the process of building concepts or theories comes after the data
gathering (Bryman & Bell, 2019), which was suitable in this study as it strived to build a
comprehension of the situation when applying RAI guidelines in practice. The inductive approach is
justified by Gioia et al. (2013), who argue that it is an appropriate approach for qualitative
organizational studies. Further, Gioia et al. (2013) argues that researchers should shift focus from the
traditional way of designing constructs, to focusing on the generation of concepts. Constructs can be
seen as measurable theoretical phenomena that can be operationalized and quantified as variables
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while concepts can be considered less specific, more general, aiming to capture qualities that describe
the phenomena of interest. To understand an organization, and to reach the organization study’s full
potential for description and explanation, it is relevant to generate concepts that can form the basis for
new theories and constructs (Gioia et al., 2013). Furthermore, when studying organizations according
to Gioia et al. (2013), the focus is more on the ways in which members of the organization construct
and understand their experiences rather than on the frequency of certain measurable events. Thus, it is
of greater relevance to focus on the development of new concepts than to refine existing constructs, by
adopting an inductive approach (Gioia et al., 2013). In addition, to capture the experience of
individuals within an organization, it is not beneficial to give them knowledge of theories and
constructs before initiating the study since it will color their opinions and experiences as explained by
Gioia et al. (2013). Thus, the following quote has guided our approach towards capturing the
participants' genuine perception of RAI, contributing to the creation of new concepts:

We do not presume to impose prior constructs or theories on the informants as some sort
of preferred a priori explanation for understanding or explaining their experience. This
means that we make extraordinary efforts to give voice to the informants in the early
stages of data gathering and analysis and also to represent their voices prominently in the
reporting of the research, which creates rich opportunities for discovery of new concepts
rather than affirmation of existing concepts. (Gioia et al., 2013, p. 17).

In accordance with the above reasoning, theory has not guided the data collection process in this study.
Instead, we did initially turn to existing literature in order to make judgments about what might be
relevant for the discovery of new insights which also provided a good basis for understanding. Further,
the study’s empirical evidence had the potential to shape the results of the study in an appropriate
direction.

3.4 Research Design

The research design of this study has been formed as a case study. With such a design, the case is the
object of interest and the researcher strives to induce an in-depth explanation of it (Bryman & Bell,
2019). Furthermore, a case study typically refers to a profound examination of a particular entity, such
as a part of a community, a particular school, or as in this study, a specific organization (Bryman,
2011). Walsham (1995) states the relevancy of the case study in investigating human actions and
interpretations in the development and use of technology. For this study the case will refer to the
applicability of RAI guidelines in practice, whereof this phenomenon will be studied within the
boundaries of an organization. The case organization was considered adequate for this study as it has a
mature use and development of AI since the AI unit, which the study is delimited to, consists of over
100 employees and has developed several AI solutions that are currently running in the organization.
The AI unit develops AI with complexity of various kinds, from simple ML solutions to more complex
DL solutions, which has contributed to considerations related to how technologically sophisticated an
AI solution is and how that might affect the requirements for RAI. Furthermore, the case organization
and the AI unit has already made a number of initiatives related to RAI, which contributed to rich
empirical evidence as the participants were able to reflect and reconnect to their experiences of these
previous efforts.
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Noteworthy though, is that the case study has been criticized for its perceived lack of research
character and limited generalizability (Noor, 2008). However, it is important to emphasize that the
results of case studies are not intended to be generalized to larger populations, but rather to theoretical
concepts (Walsham, 1995), which is consistent with the inductive approach of this study.
Consequently, case studies can provide a comprehensive understanding of a specific phenomenon and
are useful for capturing the unique and changing characteristics of an organization (Noor, 2008).
Flyvbjerg (2006) argues that case studies are close to real life situations, which creates opportunities to
get a detailed and realistic picture of human behavior. Exploring the details of a specific case creates a
basis for researchers to conduct high-quality research, which in turn can lead to more accurate and
applicable generalizations (Flyvbjerg, 2006).

Continuing on the discussion of generalization for the case study as a research design, it is important
to distinguish between natural and social sciences (Flyvbjerg, 2006). Natural science is about
identifying and explaining phenomena, testing them using empirical methods and describing the
underlying mechanisms. Social science, on the other hand, explores social structures that are
intricately connected to individuals and their beliefs. Since this study is conducted from a social
science basis, it is relevant to investigate the potential for generalization within social science and not
natural science, a distinction which is often misunderstood, as noted by Flyvbjerg (2006). Several
authors argue that the mechanisms that are investigated and discovered in the social sciences can be
useful even if they cannot predict the future (Flyvbjerg, 2006; Walsham, 1995). For example,
Flyvbjerg (2006) highlights that since there are no universal theories in the social sciences, it is
relevant to focus on the knowledge generated in a specific context, for example through a case study.
In addition, Walsham (1995) points out that empirical material from specific situations can be
interpreted and result in explanations of particular phenomena that can then be valuable in other
contexts and organizations in the future. Solving problems that organizations experience in society is
also a foundation in Information Systems research more specifically (Lee & Baskerville, 2003). The
above-mentioned arguments suggest that the results of our study can be generalized to the extent that
they can be valuable in other contexts and for other organizations in the future, whereof this will be
discussed later in the study as the conclusions are presented.

3.5 Literature Selection

To gather relevant literature and previous research for the literature-based frame of reference, we used
the online library of Linköping University, Scopus, Research Rabbit and AIS e-library. Our focus was
to find scientific articles, conference reports, and academic books related to the field and concept of
RAI. Furthermore, we searched in general for articles in the field of Information Systems to access
studies and reports with a holistic and organizational perspective to the implementation of AI in a
responsible manner. To achieve this, we used the following keywords:

● ‘Responsible AI guidelines’
● ‘Ethical AI guidelines’
● ‘Trustworthy AI guidelines’
● ‘Responsible AI implementation’
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● ‘Responsible AI challenges’
● ‘Responsible AI in practice’

During the search, we read the title, keywords, and summary of the articles to determine their
relevance to this study's purpose. If a reviewed article touched on topics related to this study, we
included it in our literature selection. We observed that many of the articles in the field were written
after the year of 2016 and had tight connections to each other in terms of references and common
authors. To expand our literature selection further, we checked the reference list of interesting articles
in the field and thus found more relevant literature. In addition, literature was also gathered covering
the concepts and basis of AI, as well as aspects of ethics, to provide a comprehensive foundation to
understand all facets of RAI. Overall, the literature selection was carefully curated to provide a robust
basis for this study about RAI.

3.6 Empirical Gathering

The empirical material for this study was mainly based on interviews, yet with document collection as
a complement. Given that interviews were an important means of collecting data, a number of
considerations were made regarding its implementation. Considerations and choices related to its
preparation, implementation and post-processing are presented in the following subsections, ending
with an explanation of how documents from the case organization were collected and analyzed.

3.6.1 Respondent Selection

The selection of respondents for this study utilized purposive sampling and snowball sampling.
Purposive sampling involves searching for people that are likely to be a rich source of information
(Bryman & Bell, 2019), which in this study was given via our supervisor at the case organization who
initially provided suggestions on potential participants to interview. Therefore, our supervisor could be
considered a gatekeeper that provided the study access to participants and their perception of RAI.
Bryman and Bell (2019) describe a gatekeeper as a non-researcher who has control over the
researchers’ access to the research setting. Furthermore, snowball sampling implies expanding the
number of respondents where interviewing one person leads to another (Myers, 2013). This was done
by asking each participant for suggestions of other relevant people to include in the study. Myers
(2013) describes the technique as advantageous for accessing respondents and acquiring a critical
amount of interview data.

In order to successfully capture insights about the studied phenomenon, i.e. implementing RAI
guidelines in practice, the process of ‘implementing’ has been perceived as a two step process (see
Figure 3.1). We believe that the process of implementing starts with the translation of the AI HLEG
(2019a) guidelines to suit the specific organizational context. This is described in the guidelines where
AI HLEG (2019a) states that this is due to AI's broad capabilities, which leads to different issues and
considerations. Mittelstadt (2019) describes the translation process as involving the specification of
high-level principles into mid-level norms and low-level requirements. As the case organization and
the AI unit within it has previously made efforts to apply RAI as part of its practices, some of the
people involved in these actions have been interviewed. However, note that they do not have RAI as
the main focus of their daily work and they have varied technical expertise with some of them being
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developers while others have roles related to strategy, management or governance. These people have
been illustrated as ‘RAI Engaged Employees’ in Figure 3.1. We further argue that the second part of
the implementation involves acting in accordance with the guidelines to develop and deploy AI that is
considered to be responsible. This step is performed by ‘AI developers’ as illustrated in Figure 3.1,
thus we have interviewed respondents representing this group at the case organization as well. The AI
developers hold the technical knowledge of developing different forms of ML and the use of data in its
construction. Note that although we used this perspective when selecting respondents, we have not
separated their statements in the results as the sample contributed to a representative view of the
problem rather than contrasting two perspectives and also since the groups’ responses did not differ
significantly.

Figure 3.1. Illustration of the study's understanding of the process for implementing Responsible AI
guidelines in practice, thus the sample of interviewed participants.

In total, the study has involved 16 interviews with participants from the case organization and
specifically the AI unit, representing both ‘RAI Engaged Employees’ and ‘AI Developers’, whereof
they all are presented in Table 3.1. The distribution between the two groups can be seen as
representative of reality as the number of AI developers is significantly larger than those who have
been involved in the work with RAI. The participants' geographical location is spread across Sweden
(SE), India (IN), and the United States (US). All interviews were conducted remotely and lasted about
1 hour each. Prior to the interviews, the participants received a consent form, which can be found in
the section for appendices, and a copy of the guidelines by AI HLEG (2019).
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Table 3.1. Overview of the interviews conducted with the study’s participants.

ID Category Location Interview date Length of interview

P1 AI Developer SE March 2023 56 min

P2 AI Developer US March 2023 66 min

P3 AI Developer IN March 2023 63 min

P4 AI Developer SE March 2023 77 min

P5 AI Developer SE March 2023 64 min

P6 AI Developer SE March 2023 58 min

P7 AI Developer US March 2023 61 min

P8 AI Developer IN March 2023 58 min

P9 AI Developer IN March 2023 74 min

P10 AI Developer SE March 2023 63 min

P11 RAI Engaged Employee IN April 2023 64 min

P12 RAI Engaged Employee SE April 2023 63 min

P13 AI Developer IN April 2023 76 min

P14 RAI Engaged Employee IN April 2023 65 min

P15 RAI Engaged Employee IN April 2023 73 min

P16 RAI Engaged Employee SE April 2023 48 min

≈ 17 h

3.6.2 Semi-Structured Interviews

To capture the participants’ perception and experience of RAI, we chose to conduct semi-structured
interviews. Interviews are a widely used and essential data-gathering technique in business and
management research and almost all forms of qualitative studies (Myers, 2013). Interviews in
qualitative studies prioritize the perspectives and concerns of the interviewee (Bryman & Bell, 2019).
Within interpretative research, interviews can be seen as the primary data source as they are what gives
access to interpretations (Walsham, 1995). The approach to qualitative interviewing has a flexible
character, allowing for adjustments in the research focus based on what emerges during the interview
(Bryman & Bell, 2019). The aim of qualitative interviewing is to gather rich data from people in
various roles and situations and to enter the respondent's world, using their language instead of
imposing one’s own (Myers, 2013).

The choice of specifically conducting semi-structured interviews implied interviews with an interview
guide at hand (see Appendix A), but still permitting freedom in the participant’s answers. During the
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interviews, follow-up questions to the participant’s responses were allowed to capture additional
dimensions beyond the interview guide. The aim of semi-structured interviews is to give the
interviewee leeway in deciding how to reply to the questions while the interviewer loosely steers the
direction with a set of questions as a reference point (Bryman & Bell, 2019). However, a
semi-structured approach allows changes in the order of the questions and slight changes in their
wording according to Bryman and Bell (2019). The approach is a mix of structured and unstructured
interviews as it tries to capture the best of both approaches by giving structure but still allowing for
flexibility (Myers, 2013). The approach was assessed as appropriate for this study as RAI is a
relatively new and rapidly evolving field, thus it can be challenging to develop a set of structured
interview questions that can capture and cover all the relevant insights. However, if conducting
unstructured interviews there would be a risk of missing out on critical information that the
interviewee may have yet to think to mention. The questions included in the interview guide mainly
aspired to be of an open character where the interviewee was given room to reflect on aspects related
to RAI and for the study to capture insights related to values, ethics, and morals which is not easy to
ask about explicitly. The semi-structured approach is also appropriate in studies conducted by more
than one researcher, as this allows for interviewing styles to be compared (Bryman & Bell, 2019).
Moreover, RAI is a multidisciplinary field that includes technical aspects and insights from social
sciences and humanities (Larsson, 2021). Semi-structured interviews provided an appropriate forum
for this study to capture these different perspectives, experiences, and opinions.

However, there is some critique against interviews as a data-gathering technique, as some issues can
arise while conducting them. Myers (2013) raises some problems related to the quality and validity of
the gathered data, where one issue is the artificiality of the interview, as the process involves
questioning someone who may be a complete stranger, and respondents may feel pressure to give or
create opinions within a limited timeframe. Another challenge is the lack of trust between the
interviewer and interviewee, which can result in interviewees withholding sensitive information that is
important for the research (Myers, 2013). Furthermore, Myers (2013) raises that qualitative interviews
are intrusive and can potentially change the situation being studied, with the interviewer's presence
influencing the interactions. Our awareness of the issues and attempts to build trust during the
interviews, being thoughtful of time constraints where many of the interviews were allowed more time
and gaining a comprehensive understanding of the situation being studied aimed to address the
problems raised by Myers (2013).

3.6.3 Recording and Transcription

Recording interviews comes with great advantage as it allows one to capture not only what is said, but
also how it is said (Bryman & Bell, 2019). This aspect is of great interest to qualitative researchers as
it helps in the analysis of the complete series of exchanges in an interview according to Bryman and
Bell (2019). To ensure the availability of the complete series of exchanges, this study chose to record
all the interviews conducted, which then required transcription. During interviews, it is important for
an interviewer to be highly alert to what is being said and engage in follow-ups, prompting, and
probing to draw out relevant information (Bryman & Bell, 2019). Therefore, it is preferable if
interviewers do not have to concentrate on writing down what is said during the interview. Recording
the interview allows interviewers to focus on other important aspects, which are critical to qualitative
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research according to Bryman and Bell (2019). Transcription of recorded interviews, however,
requires a significant amount of time, which can be challenging (Bryman & Bell, 2019). Further,
transcribing with high accuracy and quality is crucial as it forms the basis for the study’s analysis,
explains Bryman and Bell (2019). To ensure high-quality transcription, we have kept its high time
consumption in mind when planning the study and have therefore allocated a lot of time for
transcribing. The transcription involved everything said during the interviews to preserve the
participants’ words and avoid the risk of interpreting their perceptions differently.

3.6.4 Document Collection

To complement the interviews conducted, this study collected a total of 9 documents (see Table 3.2) to
enhance the comprehension of the current situation in the case organization. Complementing other
empirical gathering methods with document collection for a richer understanding of the context is
something that Coffey (2014) reinforces. The documents collected were of a broad nature and included
both overall summaries of the case organization as well as more detailed descriptions of initiatives
made within the AI unit related to RAI. The study of documents has an analytical potential but has not
always been recognized by qualitative researchers (Coffey, 2014). Collecting data can mean carefully
reading the documents themselves but also creating an understanding of how documents are written
and produced, used and consumed. In order to understand how people work within organizations and
how they function in the social environments associated with organizations, it is relevant to study the
different modes of operation, which include documents (Coffey, 2014). Furthermore, the individuals
within an organization should be considered as both authors and audiences of the documents. In this
study, the documents were mainly a source for describing the empirical context and building an
understanding of processes and previous initiatives. However, they could contribute to some insights
regarding the participants' views and awareness of what is clarified and stated in the documents.

Table 3.2. Overview of the collected documents from the case organization.

ID Label Explanation/purpose Length of Document

D1 Presentation of the case
organization

Overall presentation of the case
organization summarizing their
strategy, purpose, vision and history

49 pages

D2 Presentation of the AI unit Overall presentation of the AI unit’s
strategy, journey and function within
the case organization

30 pages

D3 Business Code of Ethics A guide to the case organization’s
ethical principles and expectations

32 pages

D4 Team and development
process overview

Strategy and general process
descriptions for developing AI within
the AI unit

23 pages

D5 RAI Principles and
Playbook

Suggestions on principles, actions,
and accountability necessary to
conduct RAI within the AI unit

20 pages
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D6 RAI Governance
(annex to D5)

Guidance on how to leverage
principles, and monitor and ensure
governance on RAI

34 pages

D7 RAI Program Initiative
Summary

Summary of the RAI Program
initiative within the AI unit

2 pages

D8 Market Research of Tools
within RAI

Summary of market research of tools
enabling RAI done within the RAI
Program

11 pages

D9 RAI Questionnaire Questions to answer during the
development process to ensure RAI
within the AI unit

22 pages

223 pages

3.7 Thematic Analysis

In this study, the analysis of the gathered data was conducted as a thematic analysis. This is a way of
analyzing qualitative data by identifying and organizing patterns, known as themes (Braun & Clarke,
2012). A theme, can according to Braun et al. (2019) be perceived as “reflecting a pattern of shared
meaning, organized around a core concept or idea, a central organizing concept” (p. 845). Thus, the
focus in a thematic analysis lies on identifying common features in how a topic is discussed or
presented, rather than merely demonstrating unique experiences (Braun & Clarke, 2012). Further, the
thematic analysis is characterized by the consistency of a theme among participants, rather than its
overall frequency (Floersch et al., 2010). The approach of thematic analysis is flexible, which makes it
suitable for social sciences (Floersch et al., 2010), while still allowing for a systematic approach where
patterns and themes emerge from the gathered data (Braun & Clarke, 2012), whereof these
characteristics was perceived to be suitable for this study. An inductive approach to analyzing and
coding data involves a bottom-up approach, which implies that codes and themes emerge from the
content of the data provided by the interviewer and the documents (Braun & Clarke, 2012).

There has been some uncertainty about how a thematic analysis should be carried out as there is no
uniform understanding of the steps to be included (Floersch et al., 2010), thus it is of relevance to
clarify the process that guided the thematic analysis in this study. The coding and thematic analysis
was conducted through the following presented steps as inspired by the approaches presented by
Braun and Clarke (2012) and Gioia et al. (2013). (1) The first step included becoming familiar with the
data by reading it over and over again. While reading the transcripts and listening to the recordings, we
made notes on relevant phenomena related to our research question. (2) In the next step, we started
identifying and designing the initial codes from the empirical data. As the study aims to identify
challenges and solutions, the perception of these concepts guided this and the upcoming steps.
Challenges are considered as an obstacle or difficulty in achieving a certain goal, i.e. a successful
implementation of RAI guidelines. A solution, on the other hand, is considered as an answer,
resolution or remedy to overcome an obstacle or difficulty in order to reach the desired state. In this
stage, all the codes that could potentially be of interest were written down. Furthermore, the codes
were modified as more and more relevant phenomena arose. (3) In the next step, we started searching
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for themes among the codes. This implied investigating the codes to find overlaps and similarities
which in turn formed our themes. (4) During the next step we returned to the empirical material and
revised and reviewed the themes. This included checking the themes against the original data to make
sure they aligned in order to justify and confirm the meaningfulness of the identified themes. (5) In the
next step we named the themes and aimed for a theme to speak for itself and be clear and well defined.
In this step we looked through the themes once again to find overlaps and similarities which in turn
formed our main themes. (6) In the last step, we made sure to have a decent overlap between the main
themes and the amplification of the report. All of the six steps were conducted in two iterations to find
both challenges and solutions, resulting in a total of 8 main themes evenly distributed between them.
Within the main themes, 13 themes were identified within challenges and 11 within solutions, of
which these together with a selection of the initial codes are presented in Figure 3.2 and Figure 3.3. A
complete coding scheme can be found in the appendices.

Figure 3.2. Overview of themes for challenges when implementing Responsible AI guidelines in
practice.
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Figure 3.3. Overview of themes regarding the potential solutions to challenges when implementing
Responsible AI guidelines in practice.

3.8 Quality Measures

To ensure the quality of this study, it is relevant to discuss different quality measures, especially for
qualitative research, and how these have influenced the execution and outcome of this study. However,
when measuring the quality of a quantitative study, i.e. the opposite of qualitative research, validity
and reliability are often used (Bryman & Bell, 2019). Whether these criteria are appropriate for
qualitative studies is debatable, with Bryman and Bell (2019) arguing for the inappropriateness of the
measures, while Morse et al. (2002) argue that validity and reliability can be applied but with a
qualitative adaptation. Instead, Bryman and Bell (2019) suggest that trustworthiness and authenticity
can be used as quality measures in qualitative studies. Trustworthiness is made up of different criteria,
three of which are credibility, transferability, and conformability, which this study has applied. The
five criteria within authenticity raise a wider set of issues affecting the broader societal consequence of
research (Bryman, 2012). However, Morse et al. (2002) criticize the criteria of trustworthiness and
authenticity, arguing that they primarily serve as measures for post hoc evaluation of the quality of a
study. By this, Morse et al. (2002) imply that the focus on quality ends up at the end of the study
process, which leads to any potential mistakes being difficult to correct. What the authors instead
suggest are a number of verification strategies to function as guidance during the entire study. To
ensure quality throughout this entire study, it takes into account both Bryman and Bell's (2019)
approach to trustworthiness and authenticity and Morse et al.'s (2002) verification strategies.
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As for credibility, one of the criteria within trustworthiness, it is important in qualitative research as
people may interpret the social world in different ways (Bryman & Bell, 2019). As a result,
researchers must ensure that their interpretations ring true to the people observed. To establish
credibility, Bryman and Bell (2019) explain that qualitative studies must follow proper research
procedures where one method is through triangulation which implies using more than one source of
data (Bryman, 2012), which was utilized in this study as both empirical data from interviews and
documents constitute the sources. Moving on to another criteria within trustworthiness, transferability
is a challenge in qualitative studies because findings tend to be specific to the context in which they
were observed (Bryman & Bell, 2019). However, by providing detailed descriptions of the context and
phenomenon being studied, this study has attempted to increase the transferability of its findings.
Thick description allows others to assess the possible transferability of findings to other environments
according to Bryman and Bell (2019). While too much descriptive detail can inhibit data analysis, it is
necessary for understanding social behavior within a specific context (Bryman & Bell, 2019). In this
study, as the focus is on a specific case within an organization, depth rather than breadth has been
sought to increase the transferability. The last criterion of trustworthiness, conformability, assumes that
research can never achieve entirely objectivity. The researcher must therefore substantiate and confirm
in order to convince the reader that no personal values or theoretical orientations have deliberately
influenced how the study has been conducted or its results (Bryman, 2012). To meet this criterion, we
had frequent dialogues with our supervisor at the case organization during the whole process of the
study. As deep descriptions have been included thoroughly, transparency of the execution can be
presumed to be achieved. In these descriptions, we have applied a critical approach with the aim of
increasing objectivity. Furthermore, it should be pointed out that we are two researchers who
conducted this study together and analyzed the material, resulting in a reduced risk that personal
values have influenced the study.

Authenticity is the additional condition for quality except for trustworthiness that Bryman and Bell
(2019) suggest, which includes considering the impact on people's lives, including the wider social and
political implications of the research. One of the most important criteria for authenticity is fairness,
where the perspectives of all members of a social setting are considered and represented in a fair way,
ensuring that the research is not biased towards a particular view and that it represents different
opinions and experiences according to Bryman (2012). This criterion is considered fulfilled as we have
strived to provide a representative description of the AI unit in focus by having a diverse sample with
participants with varying views and experiences of RAI and with geographic dispersion. Furthermore,
the analysis has been done thoroughly where all participants' answers have been given equal weight,
where the thematic analysis initially selected about 600 quotes from the participants. This is further
reflected in the results where quotes from all participants were included. With this approach, the
fairness criterion for this study has been taken into account.

Transitioning to the other criteria within authenticity, ontological authenticity ensures that the research
helps members of the social environment to gain a better understanding of their social environment
(Bryman, 2012). This study provides a comprehensive and organizational perspective on how RAI
guidelines can be applied in practice, which is crucial for developing effective AI solutions that take
devotion in society and avoid discriminative and harmful behavior. Educative authenticity is another
criterion that ensures that the research helps members of the social environment to better understand
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other members' perspectives (Bryman, 2012), which this study takes into account as it includes the
application of RAI guidelines from the perspective of two different groups. Catalytic authenticity is a
criterion that ensures that the research acts as an impetus for members of the social environment to
engage in actions to change their circumstances (Bryman, 2012). This study aims to benefit
organizations in eventually developing AI that meets the requirements for RAI. Finally, the tactical
authenticity criterion ensures that the research empowers members of the social environment to take
the necessary actions to act, ensuring that the research is not just theoretical but provides practical
solutions that can be implemented in society (Bryman, 2012). This is relevant for this study as it
intended to generate concrete directions for organizations to successfully apply RAI guidelines in
practice.

Moving on to Morse et al. (2002), they suggest a number of verification strategies to ensure reliability
and validity in qualitative research, which also have influenced the conduct of this study. The
strategies presented include ensuring methodological coherence, sampling sufficiency, developing a
dynamic relationship between sampling, data collection and analysis, thinking theoretically, and theory
development. Methodological coherence aims to guarantee consistency between the research question
and the methodology used. Furthermore, the sample must be appropriate to ensure efficient and
effective saturation of the categories. Data collection and analysis together constitute a mutual
interaction between what is known and what is needed to be known. Thinking theoretically means
confirming ideas emerging from the data and verifying them in already collected data. Theory building
occurs through a micro and macro perspective on the data and through the development of
comprehensive, rational, parsimonious and consistent theories. These verification strategies proposed
by Morse et al. (2002) work together incrementally and interactively to build reliability and validity
and thus ensure rigor in qualitative research. The strategies have been appropriate and conducive to the
inductive approach of this study which required a thoughtful approach to collecting data, analyzing
and generating new concepts.

3.9 Ethical Considerations

When writing a study of this kind, it is highly relevant to reflect on the ethics of the study. According
to Bryman and Bell (2019), ethical considerations should be made throughout the whole research
process, from the selection of participants to the publication of research results. If the work is not
ethically defensible, its integrity and reputation are weakened. Moreover, it is crucial for researchers to
be aware of ethical principles and potential issues in order to make informed decisions about the
consequences of certain choices (Bryman, 2012). Bryman and Bell (2019), and The Swedish Research
Council (2002) (VR in Swedish) highlights a number of principles that are important to follow, and as
a result, they have also influenced this study. Most importantly, the people being studied must be
protected, and their physical and mental well-being should be prioritized, including the results of the
study (Bryman and Bell, 2019; VR, 2002). To ensure this, we kept each participant in mind when
conducting the interviews and presenting the results. Thus, we have carefully ensured that no
participant can be identified and have therefore anonymized all participants. At the same time, there
should be academic freedom, which is a principle that indicates that society and researchers have an
obligation to conduct high-quality research, focusing on essential issues (Bryman & Bell, 2019). It
would even be unethical to refrain from conducting research that eliminates prejudice, or raises
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people's awareness about for instance the use of resources in a better way. However, this principle can
come into conflict with the principle of protecting individuals and in such situations the latter should
be prioritized (Bryman & Bell, 2019). This trade-off has been managed by informing participants of
the importance of their participation, while explaining that their participation is entirely voluntary
while still anonymous. In addition, since RAI is an emerging and novel field, it is not possible to
validate whether the organization as a whole or individuals are doing ‘right or wrong’, which in turn
made the interviews relatively innocent and exploratory, which benefited our efforts to maintain an
ethical foundation, as well as our efforts to protect the participants (Bryman and Bell, 2019; VR,
2002). In addition, since the study does not intend to review and criticize the organization but rather to
study its current state, challenges, and future related to RAI, much of the material collected was not
ethically sensitive, which also benefited the ability to maintain an ethical foundation.

Furthermore VR (2002) presents four requirements that should be used as guidance in general research
but also in case of conflicts between protecting the individual and conducting research. These
requirements mean (1) that the researcher should provide participants with information about their role
in the project, the conditions that apply to their participation, the fact that participation is voluntary
and that they have the right to withdraw their participation. (2) When participants volunteer, the
researcher should obtain their consent. (3) Participants must be able to actively terminate their
participation without negative consequences and have the right to determine the conditions under
which they participate. (4) When a participant chooses to participate or withdraw from participation,
there should be no outside influence or pressure leading to a decision. These four requirements were
met by informing each participant about the study and their participation and by collecting consent to
participate in the study. To convey the information, an information letter and consent form were sent to
each participant before the interviews (see Appendix B). In general we have experienced a positive
attitude and a great commitment in the process of conducting interviews with participants from the
case organization, which made it easier for us to work in accordance with the ethical principles
presented above.

3.10 Summary

This study has taken an interpretive approach to investigate the implementation of RAI guidelines
within the case organization. The study adopts a constructivist view which implies that reality is only a
product of our own mental constructs (Bryman and Bell, 2019). Additionally, a qualitative approach
has been used to collect and analyze non-numerical data, emphasizing individuals' subjective
experiences and perspectives. Moreover, an inductive reasoning method has been applied with the aim
of generating concepts that can form the basis for new theories and constructs (Gioia et al., 2013).
Further, the study adopted a case study research design, where the applicability of the RAI guidelines
in practice is studied within the boundaries of an organization. Semi-structured interviews and
document collection were used to collect empirical data from the case organization, where 16
participants located in Sweden, India and the United States were interviewed. To analyze the data,
coding and thematic analysis was performed inspired by the methods described by Braun and Clarke
(2012) and Gioia et al. (2013), leading to a total of 8 identified main themes distributed between
challenges and solutions. The qualitative and inductive approach of the study, combined with the use
of a case study design and thematic analysis, has provided adequate methods for generating an
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in-depth understanding of the challenges and potential solutions for implementing RAI guidelines in
practice. A summary of the methodological choices that influenced the execution of the study is
presented in Table 3.3 below.

Table 3.3. Summary of this study’s methodology.

Methodology Approach

Epistemological View Interpretative

Ontological View Constructivism

Research Strategy Qualitative

Method of Reasoning Inductive

Research Design Case study

Empirical Gathering Methods ● Semi-structured interviews
● Document collection

Analysis Method Thematic analysis
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4. RESULTS

This chapter will present the findings from the conducted semi-structured interviews and the acquired

documents. It opens with an introduction to the case organization, the AI unit, and their work with

Responsible AI so far. Furthermore, the chapter presents the challenges and potential solutions

identified from the thematic analysis, containing four main themes each. Challenges consist of the

main themes: (1) Understanding and Defining Responsible AI; (2) Technical Conditions and

Complexity; (3) Organizational Structures and Barriers; and (4) Inconsistent and Overlooked Ethics.

Solutions consist of the main themes: (1) Education and Awareness; (2) Integration and

Implementation; (3) Governance and Accountability; and (4) Alignment and Values. Within these main

themes, there are 13 themes for challenges and 11 for solutions.

__________________________________________________________________________________

4.1 Organizational Context

The case organization is a multinational telecommunications company, with over 100 thousand
employees globally (D1). The headquarter is located in Stockholm, Sweden, however the business and
its employees are spread across Europe, America, Africa, Asia and the Middle East. The organization
is a leader in delivering information and communication technologies in a rapidly evolving
technological environment with the purpose of creating new connections by leveraging creativity,
expertise, and technology. The strategy of the company is to leverage the frontline position in
information and communication technology to drive expansion in enterprises and lead the industry
with critical innovations (D1).

Within the case organization, AI is used as a strategic component to create business impact at scale
(D2). The company sees AI as a key enabler in maintaining its competitiveness with the goal of
spreading the technology throughout the business, thus simplifying operational tasks, reducing
complexity and accelerating time-to-market for new solutions. To enable this, there is the AI unit
within the case organization with the purpose of collaborating with other units in the organization,
so-called stakeholders, to develop and provide them with customized AI solutions to simplify their
processes and operations. Therefore, the AI unit can be understood as a support function to the rest of
the organization and has in other words the remaining internal units as 'clients' where they have to
promote their AI solutions in order to get fundings. For example, the AI unit could provide an AI
based recruitment system to the HR unit or an expenses forecasting system to the Finance unit. The AI
unit was founded in 2016, went under construction during 2017 and has since then grown to consist of
more than 100 employees spread across different teams. The unit, which in addition to AI works on
automation solutions, reported in 2022 that they had delivered 550 projects in total. The types of AI
that the AI unit covers range from simple ML to more advanced DL, such as NLP solutions. The unit
has also begun to explore the possibilities of developing and applying GAI solutions within the
organization. One of the components that the AI unit has included in its strategy for the case
organization to reach its desired position is to implement responsible practices, whereby this is
presented as striving for scalable, ethical and safe systems (D2).
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As seen to the organization as a whole, there is a business code of ethics that applies to everyone
within the case organization (D3). The code is aligned with the company’s values of professionalism,
respect and perseverance, which enables leading with integrity. Furthermore, the code is based on six
ethical expectations, where employees are first and foremost expected to make informed and ethical
decisions, seeking support when in doubt. The code also promotes a safe, respectful and supportive
workplace with no tolerance for discrimination. Moreover, business is supposed to operate with
integrity and transparency, and employees are expected to protect the organization's reputation and
assets at all times. Human rights and social and environmental impact should be respected and
prioritized. Lastly, employees are always encouraged to speak up in case of any ethical concerns (D3).

4.1.1 AI Life Cycle

The development of AI within the AI unit goes through four different stages: Discovery phase, Design
phase, Development phase and Monitor phase (see Figure 4.1) (D4). The lifecycle of an AI system
starts in the Discovery Phase where the initiative is rooted in a business problem possessed by the
stakeholders and the data they have available to potentially train the AI system, which usually
originates from an enterprise system. The purpose of this phase is to define the problem and examine
the feasibility of the solution. Based on the input, the AI unit develops a hypothetical solution to the
problem and formulates an AI business case. Within this, there are activities of data exploration and
requirement analysis. Furthermore, a plan is made for how an initial version of the AI solution will be
developed, a so-called Proof-of-Concept. If the proposal is considered to be qualified, the process
enters the next step, the Design phase. In this phase, the POC is developed and trained with the data
that has been gathered and cleaned from the stakeholder unit. A roadmap is also developed for how the
solution should be scaled up. Subsequently, the AI solution enters the third phase, the Development
phase, where a Minimum Viable Product is developed on a platform. This includes creating and
running test cases in a staging environment. The solution must also go through the approvals for IT
Security during this phase. Furthermore, planning is carried out for how to go live with the solution,
whereby the handover to go into live mode is the last thing that occurs in the phase. When the AI
solution enters the final phase, the Monitor phase, it is launched, which implies that it goes live and
can be used in the stakeholder unit’s operations. During this phase, any improvements and adjustments
are made to the model based on requirements from the stakeholder (D4).

Figure 4.1. Illustration of the phases in developing AI at the AI unit.

4.1.2 Responsible AI Initiatives at the AI unit

As a result of the case organization's widespread use and investment in AI, efforts have already been
made in the field of RAI. However, these efforts cannot be considered to be comprehensive as the RAI
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initiatives have been left unfinished, or only cover a part of what is included in RAI. Due to the fact
that the AI unit has ongoing and previous initiatives within RAI, many of the participants have
concrete experiences with the implementation of RAI in practice, leading to some answers referring to
these efforts. Therefore, it is of importance to describe and summarize the RAI initiatives that have
been made within the AI unit. The foundation for describing the current and previous state of RAI is
based on the statements of the interviewed participants and from the analysis of documents collected
from the AI unit. In particular, three concrete initiatives in RAI have been identified: an initial
playbook proposing principles and structures for implementing RAI; a program driven by a
cross-functional team that was initiated to drive the work on RAI further; and a questionnaire with a
number of questions related to RAI that should be answered during the lifecycle of an AI solution.

The Playbook
In 2020, a playbook was created within the AI unit, proposing principles and structures for
implementing RAI. The playbook was created during a workshop and based on a number of interviews
conducted together with a consultancy firm involving a mix of people from the AI unit (D5; P16). The
playbook sought to present the necessary efforts to ensure RAI during the lifecycle of an AI solution
and which roles and stakeholders should be responsible for performing these actions. The playbook
presents the principles of fairness, trustworthiness, explainability, and human centricity (D5).
Furthermore, the playbook proposes a central group to be accountable for RAI by monitoring and
approving the development of certain AI systems. This group would consist of people representing
technology, ethics, business and security. However, the playbook constrained itself from providing
guidance and advice on ethical considerations (D6). P16 highlights that the playbook did contribute to
the work with RAI within the AI unit but that the guidance in it was still at a relatively high-level and
that operationalization of the principles would have been needed to a greater extent. Despite the efforts
in developing the playbook, the recommendations on how to structure RAI were not directly pursued.
Additionally, P16 today believes that the playbook is out of date and should be updated to match the
current situation in the AI unit and the general progress of AI that has been achieved recently.

Responsible AI Program
With the ongoing discourse about regulating the development and use of AI in the EU, the AI unit
launched an initiative called the RAI Program in 2022 to ensure that RAI is incorporated in the
operations of AI solutions and is in compliance with the case organization's policies and directives
(D7). The program was led by a cross-functional team with members from different parts of the AI
unit. The work in the RAI Program was divided into three streams, one part of which consisted of
taking on the work with the playbook to implement principles and a structure for RAI governance
(D7). The playbook was tested for application to one of the use cases, although this was not easy as it
encountered some obstacles (P11; P14; P16), which will be covered in the upcoming parts.
Furthermore, the program aimed to investigate what tools are available on the market to enable RAI
aspects such as monitoring, explainability and governance (D8). The last stream that the program
intended to focus on was to promote awareness of RAI (D7). P12, who was a member of the RAI
Program, believes that the initiative resulted in a decent first draft that set a theoretical framework for
how the upcoming regulations in EU may affect the case organization, however the RAI Program was
after a few months put on hold leading to the program never reaching a stage of concrete directives
and impact.
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Responsible AI Questionnaire
Separate from the RAI Program, a standard in the shape of a questionnaire was developed for the AI
unit in 2022 (D9). The questionnaire was developed by P15 with the help from other employees, with
inspiration from industry, academia and regulators, and with the aim of guiding the AI unit on which
RAI guidelines to follow. The guidelines by AI HLEG (2019a) were included as a reference point to
design the questionnaire. The questionnaire consists of a minor self-assessment checklist that should
be assessed three times in the life cycle steps of an AI solution (as seen in Figure 4.1). P15 explains
that the questionnaire was introduced a few months ago and that about 10 use cases have gone through
the development process with the questions included. In designing the questions, the intention was to
balance simplicity and comprehensiveness. However, according to P15, it is still in its infancy where
the questions will be iteratively revised if necessary as it has only recently been implemented.
Furthermore, all phases of the AI life cycle have different questions attributed to them, specifically
three sets of questions (D9; P15). In the Discovery phase, the questions are at a high-level, for instance
“Have you engaged with the stakeholders to understand their need for explainability?” (D9).
According to P15, as the questionnaire is still new it is not entirely clear who is in charge of filling it
in, however, it should be the responsibility of the manager accountable for the delivery of the solution
together with the AI developers. P13 confirms that the questionnaire is in use, however, highlights that
it does not cover all aspects of RAI from an end-to-end perspective and does not necessarily adhere to
all RAI measures and accountabilities.

Other efforts and overall reaction to Responsible AI initiatives
In addition to the three official RAI initiatives listed above, many of the participants have testified that
knowledge sharing, education, and communication related to RAI has occured to some extent. Some
of the participants reported that there have been training sessions on tasks related to RAI. The sessions
have arisen because someone among the AI developers simply has taken an initiative to spread
insights to the rest, through various means such as documentations or visual demonstrations, or how
they could potentially consider aspects of RAI. However, an insight is that there is no overall picture
among AI developers of what initiatives have been and are being taken within RAI, nor is there an
overall picture of what stage the AI unit is at regarding the work on RAI. None of the initiatives
presented above seem to have become established in the daily work of the AI unit. The questionnaire
presented in D9 is not something that very many of the interviewed AI developers mention when
asked about what directives that exist for RAI within the AI unit, as they indicate that there are no
central instructions for it. The RAI Program also appears to be relatively unknown to the AI
developers who do not refer to the program in their interviews. Although there is no consensus in the
current situation on how to enforce and maintain RAI, an optimistic view of the future regarding the
application of the guidelines in practice permeates the interviews. Several participants highlight that
the general attitude of employees is positive towards working with RAI. P12 points out that even
though there is no clear approach or way of working when it comes to RAI, there is a motivation
within the teams to challenge existing structures and to do things in a new way. The interviews reveal
that there is currently a lot of team-based and intuitive work related to RAI, indicating a collective
engagement for the subject. However, P8 highlights that such a new and large area as RAI requires
guidance and directives to a greater extent, and therefore welcomes more governance related
initiatives.
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4.2 Challenges

This section presents the challenges that emerged through the interviews with the participants. The
challenges are outlined according to the structure of the thematic analysis: (1) Understanding and
Defining Responsible AI; (2) Technical Conditions and Complexity; (3) Organizational Structures and
Barriers; and (4) Inconsistent and Overlooked Ethics.

4.2.1 Understanding and Defining Responsible AI

One of the challenges when implementing RAI guidelines in practice that emerged during the
interviews relates to understanding and defining RAI. The answers from several participants indicate
that there is a general lack of awareness about what RAI means. This includes employees being
uninformed about the presence of RAI guidelines or having different perceptions of what is included
in the scope of RAI as well as perceiving its requirements as abstract. It is also a challenge to
understand and explain both technical and non-technical aspects of RAI, where there is a lack of
expertise covering the full spectrum and as it is difficult to explain AI and RAI to non-technical
employees. This is essential as the work with RAI concerns many different parts and not only AI
developers. Finally, it is challenging to make the definition of RAI measurable, which is a success
factor for motivating the work and ensuring progress in the field.

Table 4.1. Summary of the challenges related to understanding and defining Responsible AI.

● Lack of awareness
○ Employees are to some extent uninformed of RAI
○ There are different perceptions of what RAI means
○ RAI is perceived as abstract and is difficult to comprehend

● Difficulty understanding and explaining technical and non-technical aspects
○ Hard to have expertise covering the technical and non-technical parts of RAI
○ Difficulty explaining and making non-technical people understand AI and RAI

● Difficulty making RAI measurable
○ Difficulty finding quantitative measures for RAI
○ Hard to measure the softer parts of RAI

Lack of awareness
The interviews revealed that the level of awareness of RAI is varied, which may challenge a successful
implementation of RAI guidelines in practice. While all participants are familiar with the concept,
several had never heard of the AI HLEG (2019a) guidelines. P1, who was not familiar with these from
before the interview, describes the general awareness related to the potential harm and risks that comes
with AI, which implicitly can be related to the concept of RAI. Furthermore, P1 highlights concerns
that developers are very technical and drawn to quantitative metrics that are easy to understand, such
as accuracy, performance and speed. This might lead to a lack of knowledge among the ethical parts
related to AI. The following quote from P15 supports P1's arguments:

When you talk about fairness, equality or non-discrimination, they [the AI developers]
are not so much aware of that.
- P15
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Furthermore, it is raised that RAI is perceived as abstract where P2 and P3 raises its perception of the
topic as a gray area which is hard to dive deep into, fully understand, and act upon. P15 describes that
the high-level of abstraction might be a reason why there is a lacking knowledge in the area. P4
continues the theme by explaining that the high generality of the guidelines makes it difficult to
determine what is right or wrong in a given situation. According to P6, it is clear what the guidelines
aim to achieve, but how this would work in practice is unclear and difficult. A related concern raised
among the participants is that RAI is presented on a too academic level without any real-life examples
included. According to P4, the academic nature and language of the guidelines makes them less
appealing to a developer. P7 continues by pointing out that RAI is currently perceived as mere
documentation with instructions that are not compatible with the daily work of developing AI.
Furthermore, as AI becomes more available to all employees in the organization regardless of
department, several participants raise concerns about the challenge of spreading an overall awareness
in the organization. Both P4 and P15 express concerns linked to the fact that the stakeholders and
higher management in the organization lack awareness of RAI and are therefore not prioritizing it.

Among the participants, it is clear that the perception of what RAI is varies to some extent. During the
interviews, participants highlight their personal understandings of what some of the requirements for
RAI mean. According to P5, most people have a similar overall understanding of what it means, but
that norms come into play and that people in the same community may have different perceptions of a
requirement. For example, P9 believes that fairness is based on personal perceptions and that everyone
has their own idea of what the concept means. According to P9's own view, fairness is about being fair
to the company itself and to the stakeholders. As indicated by P3, however, the fairness requirement is
discussed in relation to how data is collected and that the dataset is representative of different groups
from a holistic perspective. In addition, P14 talks about fairness related to choosing the right set of
people to develop and test the models. These examples represent that the components of RAI might
differ depending on who is perceiving it. According to P11, the content of RAI may vary depending on
whether it is seen from a technical perspective or not, which might be a reason for different
perceptions of RAI. If talking about, for example, fairness, safety or transparency in a regular setting,
it means something different than what it means to implement it technically into an AI system. It is
also raised that the level of knowledge about RAI might differ depending on years of experience. P4
raises concerns about if a junior developer joins and has insufficient exposure to the concepts of RAI.
According to P7, a less experienced developer might focus more on the technical aspects of AI and
disregard the softer values associated with AI. However, P7 explains that this awareness grows as
getting more experienced. According to P9, the varying perspectives on RAI might be a result of not
discussing it in a larger group:

So everyone has a different definition as I said earlier, at this moment maybe most are not
even aware that there is something called Responsible AI. [...] So overall we will have to
understand it in a larger group.
- P9
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Difficulty understanding and explaining technical and non-technical aspects
A further challenge for a successful implementation of RAI guidelines in practice is related to the lack
of expertise in the full spectrum of RAI covering both technical and non-technical aspects, as well as
the difficulties in getting non-technical people to understand AI and RAI. P16 raises concerns about
not having the right expertise in the field to succeed with the implementation of RAI guidelines.
Likewise, P11 raises concerns that the absence of an expert in RAI makes it hard to validate ideas
against. P11, who was involved in the RAI Program, explains that the missing expertise made it
difficult to know how to go further with suggestions and initiatives. This challenge can further be
linked to what is raised by several participants, that AI developers have a main focus on quantitative
metrics and not so much on the softer parts of AI. As described by P15, the developers are experts on
the technical parts of AI but might lack expertise within the ethical field. P8 highlights that the lack of
understanding both technical and non-technical parts can be explained by the ongoing emergence and
growth of RAI as a field. Furthermore, P8 raises the challenges in the legal field related to RAI since it
is a complex field with laws differing across countries.

I would say since it is a very emerging field we are not getting the experts who can guide
us in strategies and training in these legal aspects as there are a lot of legal aspects so it
may differ with countries and regions [...] so we have a resource crunch on that aspect.
- P8

Furthermore, a significant obstacle is the gap between technical and non-technical people, which
makes it difficult to translate the technical aspects of RAI to non-technical stakeholders or users. P9
notes that stakeholders within the case organization who are not well acquainted with technology are
demanding AI and asking for it to be explained to them in simpler terms. However, this can be a
challenge because complex AI is often a black box, making it difficult to explain how a model arrives
at a particular conclusion, as noted by P1. Moreover, making the future reports for RAI simple enough
for non-technical parties to understand them is another challenge, as explained by P11. According to
P13, there is some general awareness about aspects related to RAI among the stakeholders, for
example in relation to having an emphasis on IT and data security, but how the components should be
implemented technically is unknown to the stakeholders.

I think there is a general awareness about the requirement or the need for it [RAI]. So
basically people understand why it should be secure, there should be secure channels,
where should it be stored, how it should be used by whom and so on. But I think from a
technical standpoint, many people like our stakeholders would not know how to achieve
that. For example, what will a responsible infrastructure look like? What kind of checks
and balances are in place?
- P13

Difficulty making Responsible AI measurable
Finding metrics to measure the success in RAI is a challenge, according to several of the participants
who see no apparent way towards finding suitable metrics. P7 points out that guidelines need to be
clarified and made measurable for organizations to succeed in maintaining guidelines for RAI.
Directions need to be clearer and measurable in order to reflect and evaluate processes. According to
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P7, RAI is today an ambiguous and flexible term which contributes to the difficulties in measuring it.
Technical accuracy is a longtime yardstick for evaluating success in ML, however, according to P3, a
model with high precision does not automatically have to perform well in terms of fairness in practice.
In other words, it is important to find measurement tools to evaluate the actual responsibility of a
model. P11 highlights the challenges of finding appropriate measures for RAI, however explains that
hard metrics could contribute to motivation among those who develop AI:

Measuring is difficult. We actually went through this exercise a little bit on our own. I
mean we tried to think about it. How would we measure? [...] I think we have to think
about hard numbers because metrics are motivational.
- P11

However, finding hard metrics that appeal to a developer is easier said than done. According to both
P6 and P14, it is much more difficult to put a number on the softer parts of RAI rather than measuring
technical accuracy. According to P16, it is too early to identify quantitative metrics and targets related
to RAI as the field is immature and still in a state of development:

I think that would take some time to quantify because initially I think that maturity should
be there and then I think it's a vision to achieve that kind of state. I think it's too
preliminary right now to have some kind of quantifiable results or objectives around RAI,
I think for any organization. I think because it's a new area.
- P16

4.2.2 Technical Conditions and Complexity

The complexity of emerging and advanced AI systems, such as DL and GAI, presents new challenges
for a successful implementation of RAI guidelines in practice. With the rapid advancement of such
technologies, it is difficult to keep guidelines and methods updated and adapted accordingly. This
leads us to another challenge that could be discerned from the interviews, the difficulty in balancing
responsibility and technical complexity. Furthermore, a clear challenge lies in the difficulties in
determining which RAI requirements should apply to which types of AI systems where some solutions
need extra considerations while others may not require any attention at all. Finally, an obstacle for a
successful implementation of RAI guidelines is the current data access that may hinder AI developers
to ensure debiased and balanced datasets.

Table 4.2. Summary of the challenges related to technical conditions and complexity.

● Emerging and advanced AI changing the requirements for RAI
○ Advanced and complex AI such as DL is difficult to explain and comprehend
○ GAI is pushing and changing the requirements for RAI

● Difficulty balancing responsibility and technical complexity
○ Complex AI models challenges the fulfillment of RAI
○ Rigid steering risks inhibiting technological innovation

● Difficulty knowing which RAI requirements should apply to which AI systems
○ AI solutions trained on ‘people-data’ requires extra consideration
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○ Some AI solutions may not require RAI considerations at all
● Difficulty debiasing due to data access

○ The AI unit may lack control over the data gathering processes
○ Limited data access might hinder the ensurement of debiased and balanced datasets

Emerging and advanced AI changing the requirements for Responsible AI
A recurring topic during the interviews is how advanced AI such as DL and GAI may affect the
successful implementation of RAI guidelines. With the recent rapid development of such AI,
participants express concerns that regulations and policies may not be updated accordingly. This
problem is raised by P5, who believes that it risks leading to gray areas where assumptions become
subjective rather than objective. The concerns regarding the capacity of advanced and complex AI and
its potential to impact society in various forms were also brought up during the interviews. With
emerging examples such as GAI that are complex and rapidly evolving, it comes with new challenges
and requires RAI to adjust accordingly:

I think this especially last year when ChatGPT, this conversational AI, came into the
picture. I think the guidelines itself needs to be rapidly changing to adapt to the cutting
edge technology.
- P1

Furthermore, the difficulties in explaining and interpreting complex models become a challenge for a
successful implementation of RAI guidelines in practice. As P1 explains, DL has become very
complex, with language models now containing billions of parameters. This complexity can lead to
difficulties in understanding how the models work according to P4, who highlights that DL models are
often black boxes that produce probabilistic results based on data, making it difficult to understand
their inner workings. Both P2 and P12 point out that even experts have difficulties in understanding
some black box models. This lack of transparency makes it difficult to work according to RAI
guidelines and thus success with the implementation of them. P3 notes that lack of interpretability can
lead to distorted results, such as gender bias in the selection of candidates in recruitment. Ensuring
transparency and explainability in DL models is crucial for RAI, as P12 points out who thinks that
there has to be more emphasis on those components when developing DL.

Complexity changes the requirements. Say if we have deep learning, that means we have
a deep neural network and that requires even more transparency. So, I think it would be a
challenge to see how that would actually be. [...] The emphasis will be on transparency,
for me at least, if it's a deep learning or deep neural network kind of AI, I think it would
require a lot of transparency based on how we do the technical aspect of things.
- P12

Several participants raise the issue of the potential impact of GAI, which can lead to challenges when
it comes to a successful implementation of RAI guidelines. This emerging type of AI creates new
ethical dilemmas that are important to reflect on. P1 reflects on how GAI can potentially replace tasks
but also cause harm if designed in the wrong way. P2 also raises concerns that GAI, such as chatbots,
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have the potential to perpetuate racism or use inappropriate language. New challenges arise when it
comes to the data within GAI. According to P1, there is a risk that GAI in the form of chatbots may
open the door to unethical behavior among users, where they feel that they can write and ask questions
about anything, including inappropriate content. This becomes problematic when GAI is then further
trained on this input data. P4 argues that this risks creating polarization where input and feedback from
the user may affect the weight between the nodes in the neural network, causing the model to prioritize
the answer on the polar opposite. P1 also reflects on the challenges and risks that arise if GAI is
trained on AI-generated data. In relation to this, P12 highlights the importance of being critical of the
information generated by GAI. In short, it is clear that GAI is an unexplored field where uncertainty
becomes a challenge for developers when it comes to implementing RAI guidelines in practice:

In terms of generative AI, it's a beast, which can actually help us a lot, but it is still
untamed. So it also has a huge possibility to harm, and even cause unintended harm.
- P14

Difficulty balancing responsibility and technical complexity
One aspect of the rapid development in AI is the challenge of balancing responsibility and technical
complexity. During the interviews, the difficulties in finding this balance to succeed with the
implementation of RAI guidelines in practice became clear. As P5 suggests, achieving a balance
between the complexity of the model and its trustworthiness is crucial to develop an AI system that
people will want to use. The model must be complex enough to generate accurate results, but not so
complex that it compromises trustworthiness, according to P5:

You mean if the model gets more complex? It's also more complicated to take into account
all these steps for making it trustworthy. And definitely I think, to me it should be kind of
a trade off. The model of course, I mean what is the point of using AI if you are not going
to get a good result out of it? And if the trust is too much that it just doesn't, then people
will not use it or I mean it's just a waste of time and developing something that the trust of
AI is really… things are unavoidable in this world, so you have to make a balance
between how complex you can go, how far you can go with the complexity of your model
and how much you can take into account the trustworthiness.
- P5

P2 expresses a concern about moving too fast in development without knowing what is happening. It
is challenging but crucial to balance between going fast and being safe according to P2. Even if the
technology is complicated, it is important to make sure that everything is managed correctly and being
under control. P4 describes how innovation is crucial for the development of new technologies, but
that steering is necessary to maintain them. As such, it is a challenge to find the right equilibrium
between control and the free flow of innovation. With more complex AI solutions, problems and
challenges arise that become more difficult to control:

So technology is at the level that it is, I would say maybe sometimes too complicated to
ensure everything is taken care of. Especially in, for example, in deep learning models
and sometimes I would say it's harder to evaluate, say maybe a language model
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remembers something of your input, but actually it's not in direct work, it could be some
embeddings. How do you evaluate that? You say you keep my data, how I keep your data
because I don't even remember any word of your data, but actually it impacts the weight
of my neuron connections.
- P7

Difficulty knowing which Responsible AI requirements should apply to which AI systems
A clear challenge in the successful implementation of RAI guidelines in practice relates to the
difficulties in knowing which RAI requirements should apply to which AI solutions. What should
apply to which use case when it comes to RAI is something that has not been clarified in the AI unit.
There is a risk of frustration if ethical considerations must be made on a simple system without such
potential influence. For example, according to P15, it would be excessive to require RAI
considerations on an AI system that predicts how many boxes to be ordered. According to P15, use
cases vary greatly where some requirements are relevant for one system but irrelevant for another:

So again, it is because the variances of the use cases are so high right? So what one use
case needs another use case does not need right? So one of the challenges I see is that
one part of Responsible AI is very important for one use case and the other part is not.
- P15

The primary challenge associated with specific use cases as highlighted by the participants is linked to
the nature of data used for training. For example, several participants highlight that extra consideration
should be given to AI solutions that are trained on data concerning people and employees within the
organization. Regarding these AI systems, it is primarily developed for the HR unit within the case
organization. According to P13, who has been involved in the development of several AI systems for
the HR unit, the data is sensitive as it may deal with salaries, feedback, competition and performance
related information. When handling data of sensitive character, there has to be an emphasis on data
security highlights both P13 and P15. Furthermore, P1 and P10 highlights the risk of discrimination in
AI systems with the purpose of screening candidates for recruitment. This relates to making sure the
dataset is balanced and representative:

The AI model will act on the data it is being trained on. So we have to sometimes be very
careful about the kind of data we are trying to use, for example we work a lot with
people's data and that is a very, very sensitive issue. So on one hand we have to make
sure that we anonymize the data, make sure that we kind of mask all the things, but at the
same time we have to make sure that our dataset is balanced.
- P15

Except for AI systems within HR, P10 and P13 raises how AI that handles financial data may be of
sensitive character. P15 elaborates and explains that sourcing and supply chain data also requires some
cautiousness when being handled. Moreover, P7 describes how they had to be extra cautious when
developing an AI system that was based on images and videos from the surroundings of vehicles,
which required identification and masking of certain objects. P7 was also involved in the development
of a facial recognition demo system which required increased caution, compared to other more basic
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internal AI systems. Another concern raised by several participants is that many of the AI systems that
are being developed by the AI unit do not have any ethical concerns associated with it and therefore do
not need any RAI consideration at all. It is therefore a challenge to determine whether a system even
needs to address the requirements of RAI at all. P11 gives an example of a context where no RAI is
required:

Does it really need to have this RAI kind of application on it? So we were talking about,
let's say you have sensors on a machine and you're just trying to predict, you know, is the
machine going to fail or not. There's actually no human beings or ethics involved in that.
[...] So it's a little bit of overkill to go and say you know, let's do a bias detection.
- P11

Difficulty debiasing due to data access
A challenge that appeared during the interviews is associated with the difficulties in removing bias as a
consequence of a seemingly limited data collection process and access within the case organization.
This becomes a significant obstacle to succeeding with the implementation of RAI guidelines, which
may require debiasing of the data to be used for AI training. P1 raises the issue that AI may have the
same biases as humans, and if data is not modified to be fair, the margin of advantage may be lost. P3
notes that bias can arise in the data due to limited data collection. In relation to this, P1 says that it
takes a lot of work to change the data to remove bias and that there are risks that performance and
accuracy degrades when this is done. P7 believes that potential data bias may be related to the data
collection process at the case organization, which is usually not controlled by the developers in the AI
unit but is carried out directly in the stakeholders’ units. P7 further explains that the internal AI
systems developed by the AI unit use existing data that has been collected over the years, but that data
quality can be poor, leading to data being discarded. Hence, developers at the AI unit cannot control
and redo the data collection if needed, instead they would have to ask the stakeholder to do so.
However, redoing the data collection is usually impossible due to limitations as explained by P7:

To be honest in many cases we couldn't control the data collection process. So we can
only say we will raise this kind of concern during the development process, letting the
stakeholder know that we suggest they could if possible recollect data or collect more
data or something. But this is sometimes very impossible due to time, due to limitations,
budget, or whatever. So I would say to some extent we will consider that, but somehow we
are also limited by a lot of constraints.
- P7

P3 raises the importance of having a balanced and appropriate dataset to avoid bias. This relates to the
data collection process that should be done with these aspects in consideration. Likewise, P14 explains
the importance of having a balanced and representative dataset. According to P3, a holistic perspective
is necessary during the data collection process. P7 discusses the issue of how an insufficient and
imbalanced dataset may favor only one category, and if this is representable to the context of where the
AI system will be used, the accuracy will be high. This gets problematic if the system is later being
scaled up. P3 highlights the issue of not having a balanced dataset when scaling an AI system:
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I mean until you knowingly or unknowingly induced bias in the data. If there is a
collection error, right? Let's assume you collect data only for people from Europe and
then you want to implement it across the world. Then there is a flaw in the way we
collected the data. But if you have ensured that your sample size is evenly distributed and
due diligence is taken from a measurement standpoint when you're collecting the data.
- P3

4.2.3 Organizational Structures and Barriers

Several challenges were raised by the participants regarding organizational structures and barriers that
should be managed to successfully implement RAI guidelines in practice. One of the difficulties is the
lack of clarity regarding the accountability of RAI where it is currently unclear who is responsible for
fulfilling it. Within this, it is obvious that advanced DL in the form of black box models complicates
accountability while also stressing the need for it. Furthermore, it is challenging to combat the silos
that currently exist to create an aligned organizational structure and governance for RAI. It is also a
challenge to address the influence that stakeholders have in defining requirements for the AI systems
developed for their unit. Finally, a major organizational challenge is to create motivation and
incentives to prioritize RAI, which is sometimes not a priority as it is seen as an obstacle to efficiency
or merely as a matter of compliance.

Table 4.3. Summary of the challenges related to organizational structures and barriers.

● Unclear and unsettled accountability for RAI
○ Confusion of ownership and absence of mandate when it comes to RAI
○ Black box models within DL makes it difficult to structure accountability

● Difficulty aligning organizational structures and governance with RAI
○ Current silos within RAI makes it difficult to align initiatives
○ No decisive frameworks or instructions for RAI

● Lack of engagement from stakeholders
○ Stakeholders risk not prioritizing RAI
○ Stakeholders lack knowledge of RAI

● Lack of motivation and incentives for RAI
○ Lacking understanding of the purpose and impact of RAI
○ RAI is seen as an obstacle for efficiency

Unclear and unsettled accountability for Responsible AI
A clear obstacle to successfully implementing RAI guidelines in practice is the current lack of clarity
on who is accountable for handling RAI and for the outcome of AI systems in general. According to
P7, it is a problem that there is currently no concrete accountability structure for the work with RAI.
P7 guesses that the accountability as of today is placed on project managers or stakeholders, but has no
clear answer. Further, P11 believes that the challenge of accountability has escalated with complex
models within DL. As a result, P11 believes that the risk of a user accidentally misusing such an AI
escalates the need for a clear structure for accountability. P8 also highlights the importance of
accountability with black box models and the risks of blindly relying on them. P1 expresses concerns
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regarding biased AI systems and that the end-user eventually could blame the AI system, but that it
should be clear that an AI system is not to blame.

I think it again comes down to this accountability part because the reason I say
accountability is because the deep learning models are pretty powerful. I mean you could
easily, you may even inadvertently use it in a wrong way, like in a way that you shouldn't.
So how do you bring that accountability to yourself?
- P11

A related aspect is to establish a mandate related to RAI, which currently does not exist, according to
P2. Without a mandate, it is a challenge to get people to listen and take responsibility for their actions,
according to P2. Related to the former RAI program and playbook that P16 was involved in, P16
highlights that the group lacked mandate in the case organization, which made it difficult to drive the
work with RAI forward, which led to its discontinuation.

There was no mandate at *the case organization* as such to drive it. Then that kind of
you know got lost and then we did not get that commitment…
- P16

Difficulty aligning organizational structures and governance with Responsible AI
It is obvious from the interviews that there are challenges in removing the current silos and creating a
common and comprehensive organizational structure to succeed with the implementation of RAI
guidelines. Creating an aligned structure and governance system for RAI is important but challenging
as it requires analyzing the current ways of working and removing silos, defining processes and
procedures, making everyone aware of their responsibilities. Furthermore, P3 believes that defined
processes are needed to successfully implement RAI, and that this must be done at a lower level than
in general instructions. P3 also believes that an organizational structure should clarify who is
responsible for what when it comes to RAI. In relation to this, however, P1 and P2 mentions aspects
related to the high costs of implementing such a structure.

According to P8, most of the projects are as of now operating in silos, meaning that different teams are
working on different aspects of RAI without necessarily integrating their work with the others. This
can make it difficult to align the organization's overall goals of RAI and can lead to a lack of visibility
and understanding of whether the work is contributing to the organization's value according to P16.
Furthermore, the silos risk creating an unawareness of whether the work in RAI is going in the right
direction or not, says P16.

If we are working in silos, you really don't know how it is, you know, aligning with the
overall objectives of the organization or how it is contributing to the overall organization
value. So we don't have that visibility. So it's kind of then we don't know if what we're
doing is right or wrong and whether we are moving in the right direction or not. I think
that is something that is the biggest risk of failure.
- P16
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Moreover, it can be stated by comparing the participants’ answers to each other, that the urge to work
with RAI differs between the teams which creates a base where some teams are further ahead in the
degree of awareness than others. According to P7 and P10, there are in general no decisive
frameworks or templates which automatically can lead to confusion and inconsistencies in the
development and implementation. However, this is not entirely accurate as P15 has developed the
above presented RAI Questionnaire for the development process, although it does not cover the full
elements of RAI. A clear problem with this, however, is that very few of the AI developers are
informed and aware of the questionnaire. P4 mentions that it is difficult to create customized
instructions to suit several parts of the organization and a governance structure, given the large size of
the organization. P10 highlights that there is a lot of work to do when it comes to finding stable
solutions and creating a framework to work from if the guidelines were to become law. Moreover, P12
highlights that some development teams have constructed their own small RAI framework that is
customized to their practices and needs, however, this can be difficult as moving between different
phases in development. Further, P12 elaborates and believes that a challenge will be to combine all the
team-specific and customized instructions into one unified framework for RAI.

I think the biggest challenge would be to analyze our own ways of working right now. [...]
Everybody has their own framework. So I think to combine it all, that's the first challenge
that we'll have to analyze on our own.
- P12

Another dimension of the challenge of aligning organizational structures and the governance of the
RAI relates to the immature nature of the field. P14 points out that their team works a lot with ad hoc
solutions while executing use cases, something that P13 says is necessary as RAI is at such an early
stage of development. The immature stage of development also means that there is no one to validate
whether the work done is ‘right or wrong’.

Lack of engagement from stakeholders
Developing RAI becomes a complex task as stakeholders have a strong mandate in determining the
requirements for AI developed for their units. As a developer of AI, P7 notes that they receive
requirements from stakeholders and apply them to build models, but dilemmas can arise when time
and budget are limited. Furthermore, there is a risk that stakeholders do not have sufficient knowledge
about RAI to request it and therefore do not consider ethical risks when it comes to their AI systems.
However, according to P7, the challenge is usually related to limited resources where stakeholders
might not always have room to cover aspects related to RAI. Furthermore, P7 believes that the control
sometimes risks being lost to the stakeholder's side where the developers from the AI unit are unable
to see how the system is eventually being used or if any input data is changed. This issue could,
according to P7, arise when the inclusion of RAI is being postponed due to limited resources.
According to P11, there should be controlling questions to the stakeholder to ensure how they intend
to use the AI system. Additionally, controls should be established to prevent a user from abusing a
system in an improper context. P16 continues on the theme by expressing that feedback from
stakeholders should be more incorporated to know how the AI system in the end is affecting the unit.
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So my feeling is, I mean whoever you call it like the project manager or the product
manager or the person who's actually going to let's say take a budget from a business
stakeholder and build something, they need to be asking them those kinds of questions
like how do you plan to use this? And then, they would also have to devise controls that
would prevent that person from using it in a different context, you know, so it's pretty easy
to take something and then use it in a different way. Someone could say that, I built a
model to understand employee sentiment with the intent of I want to improve the
employee experience. If someone could also take those insights and do something else,
they could make other decisions. And how would you stop that from happening?
- P11

P7 notes the issue of not having any concrete requirements for RAI and that the stakeholders’
requirements may sometimes contradict one another. With no concrete measures for RAI, it is hard to
know if the line is overstepped or not, explains P7. However, P9 notes that they sometimes consult and
help the stakeholders to understand and see opportunities with the available data. Though, the power
of what stakeholders want to do with the data is in their own hands according to P9.

We are also working in different pieces where we actually only consult and help them to
only understand what data, what they can do. Again, it is always on the discussion power
of the stakeholder, what he or she wants to do with the data.
- P9

Lack of motivation and incentives for Responsible AI
Getting employees motivated to work with RAI is a key to the success of the implementation of RAI
guidelines in practice, but likewise a challenge. One of the biggest obstacles relates to the lack of
enforcement, as people may not feel the need to follow RAI practices if there is no penalty for not
doing so, according to P3. Another aspect is getting all employees to care about RAI at the same level.
Very technically oriented employees may not be attracted to RAI according to P5. Furthermore, RAI
can slow down work and reduce productivity, which can demotivate some people, P5 points out:

You know I imagine someone like me with a five years background in AI and so all of the
sudden I have to take care of a lot of rules coming in… [...] My speed will go down in
terms of productivity because I have to implement this and consider that, I cannot go this
way, not that way. [...] So for sure in the beginning, some people might since they got used
to the way of working they had in the beginning, and they might feel productivity will go
down.
- P5

In addition, some people may not be fully aware of the basics of RAI or see it only as compliance
according to P12 and P15. There is a risk that people do not understand the inspiration or purpose
behind the methods in RAI. Moreover, there is a risk that employees are not motivated to work with
RAI because the AI unit only develops internal AI systems that are not directly exposed to external
users, which means that the business side may not see the full importance of addressing RAI,
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according to P15. Furthermore, there may be no incentive to invest the resources required to establish
a comprehensive structure for RAI, according to P16.

So often people say it’s not applicable for me right? Sometimes they do see this as a
compliance that ‘I need to comply with Responsible AI’ and they probably don't want to
deep down really understand the inspiration or purpose in why we're doing this.
- P15

Furthermore, there is a risk that employees will be demotivated by the documentation required in RAI
practices, which can require a lot of time and prevent developers from focusing on the actual model
development, according to P16. Also P1 and P15 raises the issue of developers seeing RAI as a
slowing down addition to their work. Another dimension is that a fully comprehensive RAI structure
would require a lot of rework as some of the existing AI systems might not be fulfilling the
requirements according to P13. The monetary cost of implementing RAI might affect the incentive and
motivation to apply it. RAI can be perceived as an obstacle for efficiency as it may create extra steps
in the development process. As mentioned by P7 regarding the amount of resources that is required in
order to recollect data, it is usually not done. P1 raises concerns that there is a risk of compromising on
the aspects of RAI in order to maximize revenue or proficiency.

I can feel that everyone wants to have the efficiency that is provided by AI and improve
their day to day workflow and process and on the other hand, they are aware of the risks
as well. So I would say for many of those processes if you really want to maximize the
proficiency or revenue then you might ignore the risks.
- P1

4.2.4 Inconsistent and Overlooked Ethics

The remaining challenges can all be related to the problem of inconsistent and overlooked ethical
considerations. One of the challenges concerns the issue of unaligned values related to RAI. In this
regard, there are aspects that relate to the issue of differing values and moral standards among
employees. This is natural given the size and distribution of the case organization with employees
from a range of different cultures and with various backgrounds and experiences. However, it creates
challenges in perceiving and assessing situations uniformly within RAI. With this comes a further
challenge of connecting the organization's values to the work with RAI. Another challenge has been to
address the softer parts of RAI in general, where previous and current directives for RAI in the AI unit
have primarily focused on the technical aspects but lacked considerations related to the softer parts.

Table 4.4. Summary of the challenges related to inconsistent and overlooked ethics.

● Unaligned values related to RAI
○ RAI is not aligned with the organization’s values
○ There are inconsistent moral standards among employees

● Difficulty considering the softer aspects of RAI
○ Addressing RAI from both a technical and ethical perspective
○ There is an absence of reflections of an AI systems potential impact
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Unaligned values related to Responsible AI
It becomes clear during the interviews that a challenge in implementing RAI in practice lies in the
unaligned values and moral standards of the participants and among employees in general. An
associated challenge is to align the RAI work with the organization's overall values. These challenges
were most evident when asking the participants to reflect on and assess the requirements included in
RAI, in which the participants had different views on how to rank the requirements and also did not
have an understanding of how the case organization's values stood in relation to them. As seen to the
requirements in AI HLEG (2019a), the ones that the participants ranked the highest based on their own
personal values were: Privacy and data governance; Diversity, non-discrimination, and fairness;
Human agency and oversight; and Transparency. The challenge also became apparent due to the raise
of concerns about how values and morals may naturally vary because of factors such as culture,
background and experiences. The misalignment may cause challenges when there is no central
steering or guidance and everyone is acting based on their own intuition, as P3 and P14 explains.
Furthermore, P3 elaborates and explains that this can create confusion when it comes to distinguishing
right behavior from wrong. Likewise, P2 believes that it is an issue to merely rely on people’s internal
value ground when implementing RAI. Doing so might create a lack of actionability where no one
knows what should be done.

A basic example is we should be… for example statements like we should be good to
people right?. It's just a ridiculous thing to say because it's either internal value for a
person or it's just too broad, so people actually can't act upon this, right?
- P2

The participants raise how morals and values naturally vary due to culture and background. According
to P2, who draws a lot of references to its home country, explains that the value ground has emerged
from experiences and the upbringing in that country. However, P2 reflects on how other people with
other experiences might have different values related to RAI, as P2 thinks that its own interest in the
area of RAI has emerged from the personal culture and background. In relation to this, P10 expresses
that the case organization is a large organization with many people ranging between different ages and
backgrounds spread across several countries in the world. Different values and moral standards might
create challenges for the work with RAI as the misalignment may lead to a lack of clarity in reaching
agreements and determining what is responsible. P4 discusses the subjectivity of being ethical and the
blurry lines between going the right or the wrong way.

Furthermore, aligning the organization's overall values with the work and priorities of RAI can be a
challenging task according to the participants. As P11 points out, it is important to ensure that
company values are compatible with the development and use of AI models. However, this has not
been entirely clear to participants who, when ranking the requirements for RAI, were not always
certain or consistent in how these should be ordered in relation to the organization's overall values. For
example, P6 and P8 highlighted a potential conflict between transparency and privacy. While
transparency is essential to ensure the responsible use of AI, privacy aspects may limit the amount of
information that can be shared. As P8 suggested, compromises may be required to balance privacy and
transparency, however, this can be a difficult task. P14 highlights the need to be able to get clear
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answers in relation to RAI concerning organizational values. In other words, it is not enough to simply
claim that a company's values are in line with RAI, but there is a need for concrete links between them
to balance conflicting values and support developers in making decisions that are in line with the
requirements of RAI.

Difficulty considering the softer aspects of Responsible AI
One challenge that appeared during the interviews with the participants was the challenges in
addressing the softer sides of RAI, thus not solely the technical aspects such as generating
explainability or debiasing a dataset. P11 emphasizes this approach to RAI which includes, among
other things, ethical considerations and reflection on the intention behind the use of an AI model.
According to P11, these reflections raise important questions about whether some models should even
be built at all. According to P11, these aspects were lacking in the previous initiatives associated with
RAI at the AI unit. Similarly, P14, who was involved in the initiatives, expresses that technical
considerations alone are not sufficient to achieve the implementation of RAI guidelines in practice.
P14 believes that a holistic perspective is required, looking at both technical and ethical elements to
analyze the outcome and impact that an AI system can potentially generate. In this, it is important to
include aspects that concern the business side, end users and stakeholders, according to P14.

Where do you want to apply it? What is the intent behind it? So there is a softer angle to
it, which is more of the ethics, are you doing the right thing? And this stems from things
which are not very technical in nature. It's a little bit about how you intend to use this
model in day to day activities. [...] We learnt later on, like I said, I felt the playbook didn't
talk about that softer aspect. It was very good in terms of, we've decided we're going to
build this model and how do you ensure that model is explainable, not biased and you
kind of take all the technical consideration.
- P11

P4 also highlights the challenge of ensuring that AI models do not have negative consequences, which
requires looking at many aspects and including a diverse perspective. Similarly, P6 says that the
discussions related to the impact of AI must cover all possible scenarios to ensure that bad
consequences do not occur. P13 also highlights the challenges of ensuring that the outcome of an AI
system is consistent with ethical principles. In relation to this, P13 highlights the importance of being
responsible for the ethical outcome of an AI system. P7 points out that developers initially tend to
focus on the technical side of AI development, but as they gain more experience, they also value
ethical considerations.

Make sure to cover all the possible decisions that are potentially made by the system and
make sure that there are no bad consequences because of it.
- P6
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4.3 Solutions

This section presents the potential solutions to the challenges presented above that emerged from the
interviews with the participants. The solutions are outlined according to the structure of the thematic
analysis: Education and Awareness; Integration and Implementation; Governance and Accountability;
and Alignment and Values.

4.3.1 Education and Awareness

Some of the solutions to address the identified challenges can be linked to education and awareness.
According to the participants, a key to working with RAI is to establish components of communication
and discussion, which will lead to increased awareness and reflection among employees. Furthermore,
training sessions and workshops with a collaborative sense are needed to create a uniform
understanding of RAI, not only for developers but also for stakeholders and users. Finally, there is a
need for a critical mindset, which includes establishing a thinking that examines the long-term impact
of an AI system, not only from a positive standpoint but also from a negative angle where a worst-case
scenario mentality is required.

Table 4.5. Summary of the solutions related to education and awareness.

● Encourage communication and discussion
○ Encourage open discussions and forums to spread awareness of RAI
○ Promote discussions regarding the potential risks of AI

● Arrange trainings and workshops
○ Arrange compulsory trainings to avoid the feeling of volunteerism
○ Organize collaborative workshops to increase engagement

● Establish a critical mindset
○ Encourage reflection and testing of potential negative impacts of AI
○ Promote critical questioning to challenge the purpose of an AI solution

Encourage communication and discussion
It is clear among the participants that a successful implementation of RAI guidelines requires effective
communication and open discussions to make everyone aware of what RAI implies. P9 shares that the
case organization has a culture of knowledge sharing which in turn can promote learning and
understanding of RAI practices, ensuring that employees are well-informed about how to implement
them in their work. Furthermore, P6 explains how communication and discussions in an initial phase
can help solve the issue of deciding the requirements for a specific use case. Additionally, P2
highlights that having discussions in combination with visualizing the process can help identify
potential issues and validate solutions. Moreover, P12 suggests creating a forum or group dedicated to
RAI which could facilitate communication and discussion within an organization. This would imply
having a space where individuals can ask questions and where post concerns can help identify
potential issues and solutions. P6 also raises communication and open discussions as a part of a change
management perspective to make sure that change is occurring at a manageable pace.
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Something that would be a good first step, I think it needs to be discussed further to do it
perfectly and exactly what needs to be done. Maybe it's also use case to use case specific
things that need to be taken into consideration. [...] You need to put some focus on that
and then make sure to have an open discussion about it.
- P6

Furthermore, P14 highlights the importance of involving stakeholders in discussions and
communication sessions. By involving stakeholders, organizations can ensure that they understand the
impact of ML models and provide feedback that can improve the outcomes in relation to RAI
according to P14. Moreover, P13 raises the need to include discussions as a part of the governance and
development process where the outcome and potential impact of an AI system is raised and debated.
Likewise, P10 highlights the importance of discussing the potential risks together with the
stakeholders, whereof these types of discussions would ensure an ethical component to the
decision-making processes. P3 believes in a higher level of awareness among stakeholders and end
users to get them engaged and establish trust between them and the final product. It is essential to
include stakeholders and end users in order to motivate the developers to work with RAI, says P3. If
there is an awareness and demand from outside of the AI unit, there will likely be motivation and
incentives to work on RAI at the AI unit.

I would say that I think ethical AI overall is a discussion parameter. It should be
somewhere in the governance that ‘What is your outcome?’ and ‘How does that outcome
influence the decision or strategies of different businesses and is there an ethical
component there to validate?’.
- P13

Arrange trainings and workshops
A recurring suggestion on how to create an understanding of RAI throughout the organization can be
linked to trainings and workshops. Training to raise awareness and knowledge about RAI is raised as a
suggestion by several participants (P1, P3, P4, P5, P8, P9, P11, P12, P14 and P16). According to P1, it
is important to organize mandatory sessions to remove the feeling of RAI being a voluntary aspect to
include in the development of AI. According to P4, AI developers will most likely always try to do
their best, but that without training sessions and aligned knowledge, there is more room for mistakes.
According to P7, training in the area is crucial to get hands-on knowledge of RAI. In turn, training
sessions can strengthen processes and create a seamless integration of RAI where all developers know
what to do, says P16 and moreover it can counteract the existing silos in RAI. According to P11,
training is crucial in the area as developers have varying perceptions of what concepts within RAI
means. According to P12, multiple training sessions are required in order to successfully establish a
new way of working.

Get some education and learnings within Responsible AI, I feel because now it's up to us
to basically learn it. There's now no central learning or requirement to learn.
- P10
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According to P3, an important aspect in relation to training and workshops is to create a sense of
collaboration and co-creation. The field should be explored in a collaborative way where the structure
for RAI is set by developers together with other people in the organization. P3 believes that workshops
that go beyond merely listening are key to getting people engaged and aware of RAI. An important
aspect of the work ahead is to make employees feel involved and feel that they are contributing,
according to P3. By creating a sense of collaboration, motivation and incentives to follow the
guidelines for RAI may be increased.

Trainings can improve the awareness, but more importantly co-creation and
collaboration, right? Where you basically get people together and you create something
together, that's where you learn the most. So having workshops when I say co-creation.
Having workshops where you are not only a one way listening audience but also you
contribute and then you know take part in the product strategy.
- P3

Training and workshop sessions for employees outside of the AI unit is another aspect that is raised by
some of the participants during the interviews. As AI becomes more prevalent in the organization and
the access to AI among employees increases and ranges from internal systems developed by the AI
unit to external systems, such as ChatGPT, it is relevant to not just educate the employees that develop
AI. P1 raises education as a key in implementing a culture that values the aspects of RAI.
Furthermore, P1 expresses that training sessions and compulsory tests such as those held in the field of
IT security could be valuable for RAI as well. Likewise, P4 highlights that the same approach as for IT
security could be of value for RAI, where continuous training sessions raise the awareness level in the
organization. Furthermore, P4 raises that educating the users of AI is essential as the technology is
being used more in decision-making processes. Educating the stakeholders is of importance to make
them know what to request in an AI system. This aligns with the aspect of including them in
discussions and communication forums, but in a more structured way. However, according to P10, it is
up to the AI unit or the case organization as a whole to educate the stakeholders, as the stakeholders
probably would not drive the effort themselves.

I think it should be, I mean it should be driven from the company. But it will not be driven
by the stakeholders. I think it's up to our team to educate the stakeholders and make them
aware of the situation and make sure that you spend some time on that topic as well. I
think it will not be the stakeholders that are driving it. I think it's up to us to make sure.
- P10

Establish a critical mindset
An aspect related to the general awareness of RAI links to the establishment of a critical mindset
among the people developing AI. As P2 mentioned, the first step towards RAI is to understand the
limitations of each model. Developers of AI need to realize the negative consequences of their models
and test them extensively before using them, according to P2. If there are deviations, developers need
to dig deeper to understand why this happens through critical thinking. In cases where AI systems are
very complex, P2 argues that it is important to analyze the potential impact of the system in a
reality-based context. Furthermore, P2 emphasizes the importance of always thinking about the worst
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case scenario of an AI system in order to consider how these risks can be addressed. This can prevent
problems from escalating to a larger scale.

And so the one thing which I definitely suggest and I think most of what the scientists and
machine learning experts are trying to do is to first of all understand the limitations of
every model which they are trying [...] Try to come up with examples where it might
actually happen. It might be biased, it might be racist, it might be not consistent, it might
be over overfeeded and so on.
- P2

P11 emphasizes that critical questions, such as why a model is being built and how it will be used,
must be asked even before the AI system is built. Likewise, P10 highlights the importance of
discussing the risks and potential impacts together with stakeholders. A critical approach to AI can
prevent models from being biased, racist or inconsistent.

4.3.2 Integration and Implementation

Another group of proposed solutions emerged from the interviews can be categorized under
integration and implementation, which relates to how RAI should be implemented and integrated to fit
the current structures and processes. A key element in this is to ensure that RAI is integrated into the
structures, architecture and ways of working that already exist within the AI unit. As such, the
standardized AI life cycle needs to be included in order for RAI to be integrated into its stages.
Furthermore, it is important that the framework contains use case specific requirements as well as
relatable and practical instructions. It is also essential to implement metrics and appropriate tools to
succeed in the implementation of RAI guidelines.

Table 4.6. Summary of the solutions related to integration and implementation.

● Integrate RAI with current structures and processes
○ Extend current architecture and work already in place to fit RAI
○ Implement and integrate RAI in the full AI life cycle

● Establish a case-by-case framework with relatable instructions
○ Decide specific requirements for different AI solutions
○ Formulate relatable and practical instructions

● Implement metrics and tools
○ Formulate the risks of RAI in monetary terms
○ Identify and implement tools to support RAI

Integrate Responsible AI with current structures and processes
From the interview responses, it can be concluded that parts of the architecture and structures already
in place within the case organization and within the AI unit can be extended to meet the requirements
presented by HLEG (2019a). According to P13, it is crucial to review the organization's structures and
systems to create an understanding of where each component and requirement of RAI fits in. As
further described by P13, some components of the architecture could naturally fall under the umbrella
of RAI and thus require work linked to redefining existing practices and looking at them with an RAI
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lens, while some other requirements, of a more ethical nature, should be actively introduced into the
architecture from scratch. For example, data governance is taken seriously and is already present in the
case organization according to several participants. P3, P7 and P15 testifies that the organization has a
committee that works to comply with GDPR (General Data Protection Regulation) and to manage data
at an organization-wide level. P3 also mentions that since the case organization processes data from
several large regions, such as Asia, North America and Europe, it is of great importance to manage
data correctly and according to different regulations. Furthermore, most interviewees mention that
there is an established approach and way of working related to IT security, as there are existing
guidelines and requirements to work in accordance with. P3, P4, P6 and P12 mention that a lot of the
work carried out within IT security overlaps with some of the requirements in RAI. Furthermore, the
AI unit works to ensure high accuracy through such controls and metrics. Some of the metrics used
today are, according to P7, accuracy or F1 score, which measures how accurate a result is and MSE
(mean squared deviation) error score, which simply measures the average of errors. There have also
been attempts already to include fairness and explainability as elements in the development of AI in
the AI unit. Furthermore, the solution requires efforts related to reviewing the current compliance and
documentation of the entire process. P12 mentions that there are currently system specific
requirements which consist of a document including all the requirements from the stakeholder about
the use case, which are reflected in the formulation of the business case that is formulated in the
beginning of the life cycle of an AI solution. If the requirements linked to RAI were to be formulated
already at this stage, P12 sees no problem in including them in the use case. P9 highlights that one way
to proceed is to include the RAI requirements as part of the organization’s business code of ethics. P3
argues that there is no point in creating new documentation and new processes when a lot is already in
place that can be extended and reformulated to fit RAI.

As part of succeeding with RAI, several interviewees highlight the importance of integrating RAI
throughout the entire AI lifecycle. P15 and P13 underlines the need due to the growing size of the
teams and the AI unit. P15 explains that a group of 15 people can work on their own but when a team
or department grows to consist of more than 100 people developing AI applications used by the whole
business, frameworks and clear processes are needed. P9 believes that RAI must be assimilated into all
levels of work and P11 stresses that reasoning about RAI must be included already in the discovery
phase by discussing a system's main purpose even before it is developed:

For me, the biggest, I guess, ‘aha-moment’, was at the discovery stage. We need to at a
discovery stage when we're just thinking about, OK, this is the business case, we're going
to apply something here asking those ethical questions about, should we even be doing
this, is this the right thing to do, what would we do?
-P11

P12 shares the same opinion as the above participants and points out that all use cases, without
exception, at least should be considered and reflected on from an RAI perspective. P14 advocates a
change of mindset among all employees as part of moving the development of RAI in practice
forward. P14 believes that this can be done by approaching the situation through a methodical way and
keeping the focus on showcasing how it should be done, thus making RAI a natural part of the AI life
cycle:
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So get an understanding from the business stakeholder and then going, in a methodical
way, across the life cycle so that by the time we are done, we kind of showcase, we have
been continuously showcasing, we continue to showcase and I mean then it's not
additional work, but it's kind of a mindset and process which is kind of ingrained into
everybody and after repetition of two or three use cases, people will not even think about
it. It's like, you know, it's kind of ingrained into the system.
-P14

Establish a case-by-case framework with relatable instructions
Many of the participants believe that a framework that can be adapted differently based on the use case
should be established in order to successfully implement RAI guidelines in practice. At the same time,
the participants who want the possibility of adapting the requirements to specific use cases still
highlight the importance of having a general framework at a high-level with some considerations
being applicable for all solutions as a foundation. As expressed by P10:

Have this kind of generic or general guidelines that you need to follow but then it's also
very use case specific. So you can't have one rule for everyone. So there needs to be some
flexibility but not too much.
-P10

P8 agrees with P10 and argues that while it would be preferable to work with a general checklist that
applies to all cases, regular monitoring and other aspects require a more practical, case-by-case
approach. P2 continues along the same line, saying that the initial guidance should be to follow a
high-level framework based on the company's values whilst a secondary guideline should be to allow
the priority and importance of the case to influence the progress of RAI. For example, a case that
handles sensitive data, such as people related data, should be given higher priority from an RAI
perspective versus other cases where sensitive data does not exist. Similarly, P6 believes that the risks
that may arise from the output of AI models should control the order in which the use cases are
prioritized. P7 concurs with P2 and P6, by adding that, for example, NLP solutions may have different
requirements than basic ML solutions. A further aspect, raised by P7, that can lead to different
requirements for different use cases is the fact that the case organization is a multinational company
and thus implements systems in different geographical areas which in turn can affect the requirements
for a specific case:

For *the case organization* as a multinational company maybe in different regions they
have different requirements. This also needs to be considered in, let’s say in the EU, in the
US or say in Southeast Asia. Probably in a different region it would be totally different.
So that needs to be taken care of in you know region by region and we need teams to
evaluate those impacts.
- P7

Furthermore, many of the participants highlight the need for concrete and relatable directives that
include examples of how the actual work should be done. Translating RAI guidelines into a more
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practical version will remove the feeling of RAI being merely raised on an academic level and make it
more appealing from a developer perspective, as raised by P4. A detailed case-by-case framework will
still be inapplicable if it does not offer concrete directives and examples to guide the work, as
explained by P2:

First of all, create proper templates, requirements and strategies for people to follow and
make sure it's actually actionable, because we all can write multiple different pages of
stuff. But if it's just some ridiculous general stuff, no one wants to follow it.
-P2

P4 stress the importance of developing guidance with the developers' perspectives in mind as
following:

And so when I read these guidelines, they are very bookish, they're very academic and
they use a kind of language which does not like, you know, speak to me as a person. So I
think what I will necessarily change if I have the authority to is that I will make these
guidelines more human friendly like you know, give more examples, as in a situation you
know how you should act and how it is appropriate to act so that these guidelines will
have more you know, this thing more influence, let's say.
-P4

Implement metrics and tools
During the interviews, the need for measurability of the guidelines and its requirements and tools to
simplify the work with RAI was raised several times. Metrics and tools relate to making RAI
frameworks more attractive and usable in practice at an AI developer level, as raised above in the
previous solution. For instance, P1 points out that metrics such as a score for fairness should be
included in the evaluation of models to ensure that the actual impact of the model is taken into
account. Moreover, measurability of RAI requirements can be a way to unify the understanding
between end users, stakeholders and developers, which is an aspect that leads to a further reason to
make RAI measurable, which is the importance of defending the work with RAI through all levels of
an organization. This concerns both the monetary opportunities of fulfilling the requirements of RAI
as well as the monetary risks of not fulfilling them. If the output of the use case can be measured by
growth or profit, the work would be motivated to a greater extent, which is desirable, as motives
throughout the organizational chain can free up resources to put on the work with applying the
guidelines into practice.

How well we have improved, how much better savings we have done? Or what is the
action after doing this or what is the result we have got or what is the realization in
money or profit that has been made.
-P9

Likewise, P1 highlights that a project is often measured in terms of time, how much time is released
from the supply chain for example. While P1 points out that time as a measurement is important, P1 is
critical of only measuring the impact of a model in terms of time and money. Other suggestions linked
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to how RAI can be measured that was raised by one interviewee include the number of use cases that
comply with RAI practices:

I will ask how many use cases have been following this in that time limit manner. I will
not go to the metric more of technical metric for now, but I think those maybe I won't say
days but those are coming soon.
-P15

An additional suggestion raised by P3 is to test the ML model on simulation data and compare the
results with actual data to evaluate the real effects of the model in relation to RAI. Moreover, an aid
for creating metrics and for implementing the guidelines in practice is the use of various tools. During
the interviews, it has emerged that several of the interviewees are positively inclined to combine a
framework with tools. As an example, P1 mentions that the case organization has been in contact with
external suppliers who offer a form of diagnostic tool that, with the help of a number of checks, can
diagnose a system's degree of bias, for example. P5 mentions another internal tool within the
organization that is used to explore the reliability of different versions of components within a use
case. Furthermore, P12 believes that it is advantageous to use the tools offered by external suppliers,
as highlighted by P1, but if doing so the contract should be carefully reviewed so that there is
flexibility in use. In addition, an in-house tool could also be developed for RAI with the additional aim
to automate the process, according to P1.

4.3.3 Governance and Accountability

Some of the solutions that emerged can be associated with governance and accountability which
implies the distribution of responsibility and creating a sense of accountability among those involved
in the development of AI. Since AI developers possess competitive skills in terms of data and AI, their
sense of accountability is key in this area, although it is likewise as important to create a feeling of
shared ownership for RAI. More specifically, a recurring suggestion is to set up a central group with
expertise in RAI to deal with the matter from an overall perspective. An important attribute of this
group is to be composed of diversified perspectives that represent different parts of the organization.

Table 4.7. Summary of the solutions related to governance and accountability.

● Allocate accountability
○ Establish a sense of shared ownership for RAI among everyone involved
○ Establish key accountability for AI developers

● Form a centralized Committee/Expert Group
○ Arrange a central RAI committee/expert group consisting of diverse people
○ Allocate responsibility for governance and maintenance of RAI for

committee/expert group

Allocate accountability
Many of the participants highlight that a way forward in implementing RAI guidelines in practice is to
allocate accountability, something that has also been identified as a challenging task at present. What
is needed to overcome this challenge is firstly to create a sense of accountability among all parties
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involved, something which is raised by P1, P9, P4, P3 and P15. AI developers, stakeholders and
employees higher up in the organization involved in the development of an AI system need to
understand that they have an obligation to take responsibility for meeting the requirements received
from various sources, including the guidelines from AI HLEG (2019a). One way to increase the sense
of accountability is to educate employees, a proposed solution that was discussed above. Educating
employees can raise awareness of the requirements and the responsibility each individual has in
fulfilling them. Furthermore, if education is made into mandatory sessions for employees, the feeling
of RAI being a voluntary aspect to include in AI development may turn into a sense of obligation, as
raised by P1.

Secondly, in addition to a shared, fundamental sense of accountability, definitive ownership and
mandate must be allocated to certain parties. Someone must be responsible for positive and negative
decisions or other consequences arising from an AI system. P5 and P10 highlight that the ultimate
responsibility should be on the AI developers. P5 believes that they have knowledge about data and
the development of AI systems at a level that no one else in the organization has, and thus should take
the greatest responsibility for bringing the guidelines into the development of AI systems to meet the
requirements. At the same time P1, P3, P4, P9 and P15 highlight the importance of sharing
accountability between developers and all parties involved. P9 believes that everyone involved in a
project or use case has a responsibility to ensure that their parts contribute to RAI and meet
requirements. P1 emphasizes that an individual AI developer's decision, or perhaps unethical value
ground, should not be able to influence the degree of responsibility of the end result:

I would say that we cannot have a single point of failure, we cannot rely everything on a
developer to be ethical. So even if we have unethical developers, we still need
mechanisms to stop it from being implemented, by a third party audition or something.
You would detect such cases and you will make sure that there is double safety to make
sure if there is something not fair or discrimination that you should not put into
production.
-P1

P13 further argues that the compliance manager has an important role in reviewing responsibilities
across the entire AI system lifecycle and in bringing all parts together. At the same time P13 points out
that all stages of the cycle require responsibilities from several individual parties:

So there are a lot of different parties who play a role in designing and building and
hosting and kind of upkeep, maintaining a solution, but the compliance kind of brings
them all together in terms of the discussions related to governance, compliance and all
that. So I think them owning it and making a part of their agenda would be the closest
-P13

Form a centralized Committee/Expert Group
More than half of all participants (P1, P2, P4, P6, P8, P9, P11, P12, P14 and P16) highlight that the
establishment of a centralized committee or expert group would be a good way to ensure the
implementation of RAI guidelines in practice. A centralized group to handle the work with RAI was
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similarly proposed in the playbook that was created in 2020 (D6). P6 argues that the centralized group
should represent all the perspectives that would be affected by an AI-model. P4 confirms P6's idea and
says that the group should consist of people from different backgrounds and include both practitioners
and representatives from higher up in the organization. P1 highlights the importance of including both
non-technical and technical people in such a group in order to not just look at the benefits from one
perspective. P5 continues on the track of the importance of diversity in a future committee and
believes that the best way to learn new things is through discussion with a diverse group of people,
something which also has greater potential than simply reading documents, as described by P5:

We have people with different gender, different nationality, different ethnicity and we
learn a lot of things which we don't think of. I think that is the best guideline for you than
just reading a book and like the one you sent me [the guidelines by AI HLEG (2019a)]
which was nice but like sometimes you fall asleep. I think many things come from
experience and I have fortunately a lot of diversity, like different colleagues.
-P5

P2 highlights that such a group can be responsible for creating guidelines for everyone to follow on a
common sense basis, as well as being responsible for validating the work before it goes into
production. Such a group should also have the mandate to make decisions related to the entire AI
development process regarding development, maintenance and progress, something that was not
clearly assigned in previous RAI initiatives. P9 argues that the suggested group should manage the
overall framework for RAI and deal with specific cases, and specific sensitive situations. P1 draws
parallels to the health sector and biology, where P1 has previous experience. P1 highlights the positive
effects which ethical committees can contribute with:

So for me, because I come from healthcare and biology, life science background. I would
say like if you say ethical committees in biological and pharmaceutical research, if you
see 50 years ago people doing really nasty experiments and now with the guidelines, now
you can't even do something with a mouse. So that's how it evolves over the years. But
still we have more and more advanced medicines coming out without harming people.
And that's totally possible with ethical guidelines and regulations.
-P1

Furthermore, there are slightly different views on whether such a committee should be internal or
external, something which requires additional consideration. P1 argues that the committee must be
neutral and cannot benefit from the same company for which it works, as there may be economic
incentives that influence its performance. At the same time, P4 emphasizes that such a committee must
be internal as external parties cannot have access to data and internal projects.

4.3.4 Alignment and Values

One category of solutions highlighted by the participants can be linked to alignment and values. These
solutions include spreading the high-level purpose and impact of RAI throughout the organization.
This creates an appreciation of the positive impact that RAI can bring, which in turn can strengthen the
motivation to work with it. Furthermore, another solution is to establish a common set of values to
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create alignment within RAI, whereby this should be done on an organizational level to ensure that the
decisions being made related to RAI are in line with the case organization's values. Finally, a solution
is to establish overall trust within the organization in the work with RAI. The efforts with RAI will be
a balancing act in steering with directives and encouraging employees to act based on their own
values, whereby a sense of trust is needed to succeed with the implementation of RAI in practice.

Table 4.8. Summary of the solutions related to alignment and values.

● Spread high-level purpose and impact of RAI
○ Promote the benefits of RAI in the whole organization to increase the motivation

to work with it
○ Spread the message from senior management in order to strengthen and validate it

● Create a common value ground for RAI
○ Align the organization’s values and priorities with RAI
○ Formulate basic ethical principles to follow

● Establish trust
○ Balance autonomy with steering
○ Establish trust with users and external parties to create a willingness to do the

right thing

Spread high-level purpose and impact of Responsible AI
One of the proposed solutions is that the impact and purpose of RAI should be spread throughout the
whole organization to create alignment. It is important that RAI is not seen as a nuisance in the
organization, as P1 points out. Instead, it should be packaged into something that benefits the business
and society. RAI is a great selling point because there is a possibility to showcase AI-systems that have
been built responsibly and can be explained, according to P11. This is important for senior
management and can influence the company's reputation, as well as demonstrate its positive effects, as
P2 points out. Beyond these benefits, it is important to be aware of the negative effects that potentially
biased AI models can have on the organization and society and what social impact they create. The
negative risks of not including aspects of RAI can in turn create motivation and incentives to start
prioritizing it.

But if I really understand why it needs to be implemented and why it's going to help, not
only the company, but also on a personal level, then people actually correlate to it. [...] As
mentioned, the most important part is just explaining why. Why do we need this?
- P2

Furthermore, the information must be communicated throughout the whole organization, as
emphasized by P4, and not just limited to AI developers who have a deeper understanding of the
technology. Everyone needs to have a general knowledge about RAI to help constantly collect and
create quality data, as mentioned by P8. Moreover, P16 notes that leadership plays a vital role in
spreading the information. To create an impact, the message must come from the right person or
authority. According to P4 and P12, this could be done by sending out frequent emails with
information and reminders about the importance of RAI. This would help employees in managerial
roles who do not come into daily contact with technology and therefore might not always think about
aspects related to RAI.
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Spreading the message and purpose of RAI is key to ensuring that its impact is understood and valued
throughout the organization. As P1 points out, impact should not only be measured in terms of time
and money saved, but also in terms of fairness and social and environmental impact. Furthermore, it is
important to translate the technical terms into concrete impacts on the society or environment
according to P1. It is essential to explain why RAI needs to be implemented and how it will help not
only the organization but also society as a whole, as P2 emphasizes. In the opinion of P13, RAI should
also be framed as a powerful method to counteract historical and current biases in the data
representing society. For example, although men have been most prevalent in managerial roles, that
does not mean that it must reflect future recruitment for similar roles. P13 means that this perspective
on RAI would motivate people to work with it. According to P2, understanding the need and positive
impact of RAI in general will make people value and prioritize it more.

So if you hired more male in the past, it doesn't mean that you should hire more male in
the future. [...] Tomorrow's AI systems could also mean that it is not just taking the
history as is, but it's also sensitizing it, making sense of it and removing things which
shouldn't have been part of the history as a whole so I think it's gonna be more accurate
and something that people would be able to rely on more.
- P13

Create a common value ground for Responsible AI
To ensure successful RAI work, it is suggested by the participants to establish a common value ground
within the organization. This common value ground will serve as a foundation for ethical
decision-making and ensure that the organization's priorities are aligned with its values. Several
participants emphasized the importance of establishing values as a team or organization. P3 suggested
establishing a set of values that the organization stands for, which can evolve over time. This can be
done on both an overall organizational level and at a team level according to P3. P16 agrees and notes
that establishing common values will create a foundation for ethical decision-making and ensure that
the priorities in the AI unit are aligned with the case organization’s values. P12 further emphasized the
importance of following common standards, rather than relying on individual ideologies.

I think we need to stick to what has been given as a framework or as a standard. We can't
have our own ideologies.
- P12

P6 suggested that there should be some basic principles to follow when making ethical decisions. This
will ensure a foundation for ethical decision-making, which can guide developers when making
difficult decisions. P15 noted that RAI is not just a technical issue, but also a cultural issue. Therefore,
it is essential to manage the mindset change that comes with RAI in a controlled way. This highlights
the importance of establishing a common value ground within the organization, as it will help to create
a culture that supports RAI. Finally, P16 emphasizes the importance of having objectives and key
results related to the work of RAI. It is important to have a central approach to RAI to ensure that
everyone in the organization is working towards the same goals and values.
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It cannot just happen in silos so that culture has to be built in, I mean that awareness
about organizational values has to be definitely there because right now, I mean we are
doing our work, everyone is doing their own. [...] I think that there has to be a central
approach.
- P16

Establish trust
Another important aspect of successfully implementing RAI guidelines in practice is to establish trust
among stakeholders, end-users and AI developers. P4 emphasizes that to achieve RAI, the
organization should establish guidelines based on a principle of trust, meaning that everyone intends to
do the right thing. This approach helps to create an organizational culture of responsibility and trust,
where individuals are motivated to do the right thing. In relation to this, P15 notes that finding the
right balance between steering guidelines and reliance is crucial. Excessive governance inhibits RAI
and can make it seem like a tick box exercise according to P15. It is important to align the
organization's purpose and goals with the guidelines and trust employees to make the right decisions.
However, trust cannot be relied on too much as the ethics of RAI are subjective and can mean different
things to different people.

I think that will defeat the purpose in some way because if we tell them exactly to do XYZ,
they will just do XYZ and not do anything else. Yeah, it is better for us to align them at the
purpose and then kind of give because we trust our colleagues.
- P15

P10 notes that building trust among users is critical to the adoption of AI. Users must have confidence
in the system's performance and be willing to use it. P12 adds that transparency is the key to achieving
trust. According to P4, transparency and potential risks of an AI system is crucial in order to build
trust. Another aspect highlighted by P13 is to establish a feeling of trust for the company among
external stakeholders and customers, which will be enabled by showcasing the work of RAI. This will
be positive for the company and its brand value, according to P13.

I think from our case it's that we want to build trust for the users because we want to
drive or we want them to use the application and we want them to use the AI supported
system and if we want them to use it, they also need to trust in it or build trust in it.
- P10
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5. DISCUSSION

This chapter aims to discuss the relationship between the findings presented in the previous chapter

and the content presented in the literature-based frame of reference. The discussion initially provides

a critical discussion of the identified challenges followed by the solutions, whereof the results are

confirmed and reinforced by previous research conducted in the field. In order to validate the

solutions, these are discussed in relation to the identified challenges of which each proposed solution

addresses at least one challenge with varying degrees of impact on their resolution. Among the

solutions, their feasibility has been evaluated, of which a total of 5 themes are considered to be

directly actionable, i.e. provide clear and concrete suggestions on its implementation, while 6 are

considered to be indirectly actionable, i.e. provide abstract directives that would require more

exploration. The chapter culminates in practical recommendations based on these 5 solutions linked

to the case organization's current situation.

__________________________________________________________________________________

5.1 Challenges

Before initiating the discussion, it is relevant to again highlight the underlying research problem for
this study, which pertains to the difficulties in implementing RAI guidelines in practice. Previous
research emphasizes this issue and suggests that it is due to the fact that guidelines are too abstract and
theoretical to be applicable to practical operations (Brendel et al., 2021; Cath, 2018; Felländer, 2022;
Hagendorff, 2020; Larsson, 2020; Larsson, 2021; Mittelstadt, 2019; Morley et al., 2020; Morley et
al., 2021; Rakova et al., 2021; Theodorou & Dignum, 2020; Vyhmeister et al., 2022; Wright, 2020).
When considering this study’s results in relation to its core problem, it can be stated that the
participants do not constitute an exception in experiencing guidelines as highly abstract and
theoretical. However, the results indicate that there are more fundamental challenges that should be
overcome to successfully implement RAI guidelines in practice, and the solution is not as simple as
making the guidelines more concrete and describing the requirements in more technical terminology.
Instead, many of the challenges seem to be based on the fact that AI as a technology is developing at
an incredibly fast pace (Christodoulou and Iordanou, 2021; Larsson, 2021) and that RAI is currently
an emerging yet immature field. This poses challenges related to awareness, understanding, and
knowledge of the field as well as other organizational barriers that may constitute bottlenecks to the
process of implementing guidelines in practice. Since this study’s reference point for RAI, the
guidelines by AI HLEG (2019a), also include requirements regarding softer considerations and ethical
values, such as promoting fairness and non-discrimination, there are challenges in creating a common
value ground to start from when ethical situations are to be discussed at the level of what is meant by
the concepts and how these relate to one’s personal values. In addition to these abstract challenges,
there are more concrete obstacles related to the technical complexity of increasingly advanced AI,
difficulties in making RAI measurable, and the challenge of determining how and when the
requirements from AI HLEG (2019a) should be applied in the development process of AI.

To elaborate on the challenges further, the discussion initiates at the point of awareness, understanding,
and information about RAI at present. The results indicate that the case organization and the AI unit
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are at a level where RAI has begun to be discussed on a general level, but that there is no coherent
definition and understanding of what the concept means. Nor is there a clear and consistent
understanding of how RAI should be implemented in practice, or what the next steps are in responding
to the guidelines by AI HLEG (2019a). This position is considered reasonable given the rapid
technological development that is currently taking place, which is stressing the need for further
development in the currently immature field of RAI. In addition, it is currently difficult to achieve
coherence between the technical and regulatory elements of technology given the slow progress
inherent in the nature of legislative development, as highlighted by Larsson (2021) and Christodoulou
and Iordanou (2021). The widespread perception of RAI could also be rooted in the fundamental
definitions of AI and ethics, where the breadth of its implications are undeniable. Larsson (2021) and
Russell and Norvig (2016) highlight different definitions and ways of approaching the basics of AI
that could create divisions within a group of people despite working in the same small unit.
Furthermore, people define ethics in different ways and have different ethical value grounds that they
subconsciously apply to their way of living and working (Dignum, 2019). An example that has
emerged in the results is that fairness for one person implies being fair to the company and
stakeholders in general, for another it is about choosing datasets that are representative of different
groups, and for a third it is about assigning the right people to develop and test the AI models. The
issue of perceiving fairness differently can be confirmed by previous studies (Barredo Arrieta et al.,
2020).

In addition, the inconsistent basic understanding of RAI could be explained by the fact that AI is
currently missing a homogeneous professional culture and history (Mittelstadt, 2019), which might be
because it was invented by several disciplines and is constantly evolving (Russell & Norvig, 2016).
This could lead to the premise that no one knows exactly what is right and wrong and thus cannot
validate the work performed, which is an existing situation in the case organization according to the
results. Moreover, the scarce amount of experts within RAI reduces the natural progression of work,
which is confirmed both in the results and in previous research (Morley et al., 2021). The scattered
definition and understanding of RAI in general and of the specific guidelines by AI HLEG (2019a)
may also be due to the fact that the RAI guidelines are not yet embedded in the culture of the case
organization, which Mittelstadt (2019) and Morley et al. (2021) believes is crucial for reducing
unethical behavior with the help of guidelines. By investigating the previous work that the case
organization has carried out within RAI in relation to how the participants report about these initiatives
in the interviews, a conclusion can be drawn that the previous efforts in RAI have not been established
on a consistent organizational cultural level. Moreover, the absence of successful integration of
previous RAI projects aligns with the notion that guidelines have a limited impact on AI developers, as
suggested by McNamara et al. (2018), Hagendorff (2019), and Mittelstadt (2019).

As Mittelstadt (2019) and Morley et al. (2021) posit, RAI guidelines require incorporation into the
organizational culture in order to be successful, which is a process that requires that the understanding
and knowledge of RAI is permeated throughout all levels and hierarchies of the organization. This
reasoning leads to challenges related to organizational structures and barriers which are attested by
both the literature and the results. An organizational barrier that has been identified in the case
organization is the lack of engagement from stakeholders at present. Based on the result, one of the
reasons for this is the stakeholders’ lack of knowledge about RAI. The perception by the participants

81



that stakeholders are less engaged than themselves could be due to the difficulties of getting
non-technical people to understand the technical aspects of AI and RAI, which is highlighted both in
previous literature (Hagendorff, 2019) and as a challenge identified in the results. Hagendorff (2019)
highlights that there must be an emphasis on explaining the technical aspects of AI in a way that
non-technical people understand and vice versa. Moreover, Vyhmeister et al. (2022) emphasize that it
is desirable, but challenging, to make the technical components of RAI interact with management
strategies for the AI components in terms of time, where the technical parts often come into place
before the management parts. Based on this reasoning, one explanation for the participants
experiencing a lack of knowledge among some stakeholders may be that the importance and timeliness
of RAI have not yet reached higher up in the organization than at a technical development level, which
in itself causes a lack of awareness among non-technical people.

According to the results, another reason why stakeholders are not engaging in RAI is that they do not
yet see the benefits due to inefficiency and high costs, and hence do not consider it worth the effort.
This aligns with Rakova et al.’s (2021) reasoning which is that RAI initiatives need to be measured in
terms of profitability or revenue in order to be economically justified. The participants’ responses
confirm this as they indicate that there is a need to be able to defend and justify RAI initiatives
financially or in terms of efficiency. However, this is not a desirable situation and instead of measuring
success only in terms of revenue, metrics should be designed to better align with the goals of RAI
(Rakova et al., 2021). At the same time, this may seem simpler than it actually is. Given the nature of
RAI, it is challenging to establish metrics that measure the degree of success in both technical and
strategic terms, as reflected on by Rakova et al. (2021) regarding that there is an absence of
organizational metrics to measure the success of RAI initiatives. At present, there are standard
measures in place at the case organization to decide the degree of accuracy which is part of the
guidelines by AI HLEG (2019a), however, it is not entirely clear and standardized how to measure the
softer components, such as fairness, non-discrimination, societal and environmental wellbeing and
other more intangible aspects of RAI. According to the results, however, attempts have been made to
include fairness metrics in the AI life cycle, but the difficulty lies in standardizing and determining
which type of fairness metric should be applied in each situation.

Another organizational barrier discovered relates to roles, responsibilities, and governance associated
with RAI, where there is a lack of clarity regarding who is responsible for maintaining, aligning, and
continuing the work with RAI forward. Given the rapid advancement of AI, the need for governance
systems that ensures and monitors the chain of responsibility across all actors increases (Dignum,
2019). In addition, Fällender et al. (2022) stress the importance of establishing a governance structure
for the guidelines in order to enforce them and establish consequences if the guidelines are not
complied with. The lack of governance is highlighted in the results where there is currently no aligned
force or mandate to adjust the existing structures to fit the requirements of RAI. In relation to this, the
results indicate that there are silos in the way of working as there are no standardized working methods
related to or clear ownership related to RAI. In relation to this, previous research (Akter et al., 2021;
McSharry, 2023; Solanki et al., 2022) suggests that the current role structure and division of
responsibilities should be merged in the work of RAI. AI developers' responsibilities can no longer be
excluded from ethical considerations (McSharry, 2023) and stakeholders' responsibilities cannot be
excluded from the consequences of the AI systems (Akter et al., 2021). These recommendations

82



require an open mind to change and a positive view of RAI, which was clearly recognized during the
interviews with the participants. Hence, we can conclude that McSharry's (2023) argument that AI
practitioners do not consider ethics and RAI to be relevant to their tasks is not true in the case
organization.

In addition to organizational barriers, there are challenges to the technical nature of implementing RAI
guidelines in practice. An issue that is recurring in previous research is the need to bring down the
guidelines from the current high-level of abstraction to a concrete and technical level (Brendel et al.,
2021; Cath, 2018; Felländer, 2022; Hagendorff, 2020; Larsson, 2020; Larsson, 2021; Mittelstadt,
2019; Morley et al., 2020; Morley et al., 2021; Rakova et al., 2021; Theodorou & Dignum, 2020;
Vyhmeister et al., 2022; Wright, 2020). At present, there is an absence of examples and practical
instructions for how the guidelines can be fulfilled in reality, whereof this issue could be based on the
fact that developers do not know how to express their work in the terms presented in the guidelines
(Solanki et al., 2022). This situation could stem from the lack of metrics and tools for translating
technical outcomes into RAI terms and partly because the authors of the guidelines do not pay
attention to the technical ‘language’ that AI developers request. Furthermore, it can be concluded from
the results that some of the requirements presented by AI HLEG (2019a) are perceived to be more or
less complicated to apply in technical terms. For example, fairness and social and environmental
well-being are highlighted as two more complicated requirements. In practical implementation, these
will probably need additional attention and emphasis in order to be translated into technical operation.

However, it is important to point out that a few challenges related to some of the requirements, such as
bias in relation to fairness and non-discrimination, may be hard to address in the situation of the case
organization as they partly lack mandate and control over the data collection. The issue of bias is a
recurring reason for harmful AI and to solve the problem of bias, training data should be correctly
labeled, have enough data points, and be representative and balanced (Barredo Arrieta et al., 2020).
However, there are arguments that unbiased data and AI solutions are impossible to achieve because
bias is a natural part of human cognition (Dignum, 2019). At the same time, it is possible to reduce
bias to some extent, where Ferrara (2023) suggests data augmentation, i.e. adding more data to the
training dataset to increase representativeness, and designing algorithms with bias in mind, i.e.
choosing a model that is designed to meet fairness requirements. As seen in the results, the AI unit can
take some actions related to debiasing training data, however, as they do not have full control over the
data collection process, there are some limitations. This is problematic as various issues may occur
related to data, such as inadequate data, low-quality data, inaccurate data, missing data, irrelevant data,
and repeated data values (Campesato, 2020). However, in terms of collecting fully representative and
large amounts of high-quality data, it is not necessarily financially justifiable or even feasible
(Theobald, 2021), resulting in the AI unit not being able to justify such requirements for the other units
in the case organization that carry out the data collection in most cases. On the contrary, it is crucial to
try to achieve the proper size of the training dataset to avoid the problems of overfitting and
underfitting (Lindholm et al., 2022). Which requirements regarding data collection and data quality to
apply are further reasonable to relate to the type of AI solution being developed, where more complex
AI such as GAI requires a massive amount of data (Euchner, 2023).
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Another example of an insurmountable challenge mentioned in both previous research and in the result
is the black box dilemma. This dilemma derives from the ability to analyze complex patterns while the
deduction of the decision structure is limited because no insight into how specific variables affect the
outcome is available (Theobald, 2021), or as the participants noted, as systems become more complex,
the ability of experts to explain them decreases. Furthermore, this challenge represents an obstacle to
fulfilling transparency, which is one of the seven requirements presented by AI HLEG (2019a). As
organizations use increasingly complex AI systems, for instance DL and GAI as in the situation of the
case organization, this dilemma will become more present (Campesato, 2020). Another issue raised by
participants related to more advanced AI is ensuring accountability. This problem is increasing its
presence through NLP solutions that can perform human-like tasks related to language (Campesato,
2020), but even more so with GAI that has the ability to generate content that would normally require
a human expert (Dwivedi et al., 2023). This connects to one of the greatest challenges in RAI
according to Dignum (2019), which is to define what the term responsibility actually means. The
responsibility must always lie with the human who produces or interacts with an AI system
(Theodorou & Dignum, 2020), something that seems obvious but is becoming increasingly difficult to
fulfill with the advancement of AI.

A further obstacle relates to the fact that all humans have different values which causes the challenge
of establishing a shared set of values to serve as a foundation for RAI guidelines when implemented in
practice. The results naturally indicate that each individual has a unique background, set of
experiences, and cultural influences that shape their personal hierarchy of values. This is not
remarkable, as the diversity of opinions on what is considered right or wrong is a phenomenon that has
existed for centuries (Woodruff, 2022). As the participants were asked to rank the requirements
included in the guidelines by AI HLEG (2019a), likewise the ranking of these differed as they can be
associated with personal values. When analyzing the requirements by AI HLEG (2019a) in the context
of Schwartz’s (2012) contradictory values, it is clear that tension may naturally arise between these as
some of them are on polarized sides of the circle (see Figure 5.1). The first requirement in AI HLEG's
(2019a) guidelines, Human agency and oversight, can be related to Schwartz's (2012) Self-direction,
which values independent thought and action. The second and third requirements, Technical
robustness and safety and Privacy and data governance can be linked to Schwartz's (2012) value of
Security, which strives for stability, reliability, and harmony. The requirement for Transparency (AI
HLEG, 2019a) can be related to Schwartz's (2012) value for Power, which includes aspects of having
control over resources, thus including insight into an AI system's architecture and decision-making.
Regarding the requirements Diversity, non-discrimination and fairness as well as Societal and
environmental well-being, it is evident that these can be placed within Schwartz's (2012) value of
Universalism where one strives to understand, appreciate and protect all individuals and the
environment. Likewise, the last requirement in the AI HLEG (2019a) guidelines can be linked to
Universalism as Accountability includes aspects such as auditability and governance to protect
individuals from harm.
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Figure 5.1. Analysis of the requirements by AI HLEG (2019a) in the context of Schwartz’s (2012)
contradictory values, indicating tensions between the requirements.

Given this value-based perception of the requirements by AI HLEG (2019a), it is natural that
participants have different priorities when it comes to RAI. However, this can lead to difficulties when
it comes to making consistent decisions in the organization. According to AI HLEG (2019a), a
strategy for possible tensions between requirements should be formulated. This relates to the
recommendations by Colltse (2012) to reach a stage of applied ethics where the organization’s needs
form a methodology whereof this includes lifting ethical issues and tensions where each situation
needs conceptual clarity, assessment of relevant arguments, and mapping of opinions. However, this
may be easier said than done, as previous research indicates major challenges in specifying human
values (Muehlhauser & Helm, 2012) and further aligning them with an AI system (Theodorou &
Dignum, 2020). With the perception of rationally acting AI, the failure to define objectives consistent
with human values poses risks according to Russel (2020). Reflecting on and determining which
human values should be included in the objective of an AI system is thus crucial for developing AI
that is always beneficial to humans (Russel, 2020). AI strategies seem to often lack anchoring in
human values, with a high discrepancy seen especially in contexts at the forefront of technology
(Viscusi et al., 2020). Hence, this stresses the need to take a step back and reflect on the human values
that exist in the context where AI is developed.

Based on the mentioned challenges related to knowledge, awareness, motivation, and values, it is
further possible to see indications that point towards conflicting forces within the organization on how
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to move the work with RAI forward. At present, it seems that different parties prioritize the
importance of RAI to different degrees. For example, those with a higher level of awareness seem to
have a greater driving force to continue the work rather than those with a lower level of awareness. In
addition, the participants indicate that their drive to move the work forward is not always confirmed
from higher up in the organization, as the work cannot always be sufficiently justified in terms of
profitability, revenue, or efficiency. Once again, this situation can be analyzed through Schwartz's
(2012) model of conflicting values. Tendencies in Schwartz’s (2012) conception of values can be seen
as consistent with the conflicting forces that exist in the case organization regarding RAI, where one
group tends towards more secure, conformistic values while another tends towards more, stimulative
self-directive values, as seen in Figure 5.2. To elaborate, as the field of RAI is still emerging and
evolving, it is reasonable to expect that the participants, who are primarily AI developers, technical
experts, and other employees who have been engaged in the work with RAI: (1) possess a greater
understanding of the field due to their involvement in AI development, and (2) are individually
motivated to influence the outcomes of AI systems and reduce potential unethical consequences.
These motivations align with values of stimulation and self-direction, which are part of Schwart's
(2012) category of ‘openness to change’. Self-direction relates to being independent in
decision-making, creation, and exploration, a characteristic that can be attributed to the way AI
developers work and explore new solutions. The interviews show that there are many initiatives in the
field of RAI and a strong engagement in exploring RAI among AI developers. Furthermore, these
features overlap with the value stimulus, which relates to excitement and challenges in life.

In contrast, non-technical stakeholders and higher management outside of the AI unit may have (1) a
lower level of awareness due to their limited involvement in AI development and (2) competing
economic and organizational interests that may influence their prioritization of RAI initiatives. These
factors align with values of security and conformity, which fall under the Schwartz (2012) category of
conservatism. This categorization does not preclude that non-technical stakeholders do not ascribe to
the values of stimulus and self-direction when it comes to working in the RAI field, but rather that
other characteristics compete with these. Security relates to the safety and stability of the environment,
which is of greater importance to stakeholders and senior management outside the AI unit than to AI
practitioners, as their roles are naturally attributed to the responsibility for maintaining economic
security and stability within the teams and organization. Lack of stakeholder engagement has been
identified as a problem throughout the interviews, which could be explained by the fact that other
interests, such as maintaining financial stability, are given higher priority. This value goes hand in
hand with conformism, which means being restrained with actions that deviate from society's
expectations and norms. Spending time and effort on RAI could be seen as deviating from the norm in
a time where RAI is not yet an established phenomenon in the case organization, as noted through the
interviews. Furthermore, the degree of awareness differs between individuals, and those with lower
awareness may be less inclined to stretch existing structures and priorities within the organization.
However, it is noteworthy that the study has limited itself to perspectives outside the boundaries of the
AI unit and thus has not included the stakeholders' voices in this. This assessment is hence grounded in
the interpretative understanding of the participants' experiences.
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Figure 5.2. Analysis of conflicting forces inhibiting the work on RAI in the case organization through
Schwartz’s (2012) contradictory values.

Finally, a fundamental challenge is to ensure that guidelines and policies keep up with the rapid pace
of AI development (Christodoulou and Iordanou, 2021; Larsson, 2021) and maintain sustainability
over time. No one knows the level of AI's capabilities in one, five, or ten years. The results highlight
the importance of discussing why AI is being developed in the first place and what negative
consequences may come out of AI solutions. This is an important aspect when considering
sustainability over time, a perspective supported by Dignum's (2019; 2021) reasoning concerning AI
HLEG's (2019a) guidelines. Dignum (2019; 2021) suggests that consequences, risks, and intentions
with AI systems are more sustainable aspects to regulate than specific technical aspects. In
accordance, the primary challenge related to this discussion is striking a balance between innovation
and regulation, where the key is to create regulations that support rather than inhibit innovation
according to Dignum (2019; 2021).

5.2 Solutions

Considering the challenges discovered during the application of RAI guidelines in practice, the
analysis has been able to distinguish several solutions to these, which were initially introduced in 4.3.
As seen to the study's perception of solutions, i.e. a resolution to a difficulty or an obstacle, the
solutions have been mapped against the identified challenges to be validated and confirmed. The
proposed solutions usually address more than one challenge and contribute to their resolution to
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varying degrees. Moreover, the aim of this section is to discuss these connections and relate them to
the content covered in the literature frame of reference in order to strengthen and evaluate the
solutions against previous research. The feasibility of the solutions is also clarified where some are
considered to be directly actionable as it provides clear and concrete suggestions on how they can be
implemented while others are considered to be indirectly actionable whereof these provide abstract
directives and therefore would require more investigation and exploration to be considered directly
actionable. Figure 5.3 presents the mapping made between the solutions and challenges to provide a
holistic view that allows the reader to easily determine the association between a challenge and a
solution. The solutions will be discussed in no particular order and interspersed across the main
themes to provide a narrative of how the solutions are interrelated and can address the challenges.

Figure 5.3. Mapping of which challenges the proposed solutions address, of which the solutions in
bold illustrate a directly actionable solution including concrete actions.

One solution highlighted in the results is to encourage communication and discussion (S1). This
involves open discussions and forums with various parties to highlight the different angles of RAI,
including the risks posed by AI. This proposal addresses the challenge of lack of awareness (C1) in the
case organization as raising RAI as a topic of discussion naturally leads to increased awareness.
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Arranging and promoting discussions is associated with the applied ethics method of reflective
equilibrium, which states that ethical dilemmas are solved by reflecting and discussing multiple angles
among different positions and levels in the organization (Beauchamp, 2005). Discussions need to take
place between different roles and include the AI unit’s stakeholders, as suggested by the participants.
Through such conversations, technical aspects can become clearer to non-technical employees and
vice versa, as also highlighted by Hagendorff (2019). The importance of including stakeholders in
discussions is further emphasized by Vyhmeister et al. (2022) and Christodoulou and Iordanou (2021).
Accordingly, communication between different parties can make it easier for non-technical actors, in
this case, the AI unit’s stakeholders, to understand the technical aspects of AI and RAI, which can
further address the gap that exists between actors making decisions about RAI and those responsible
for developing RAI (Rakova et al., 2021). If stakeholders understand the different aspects of RAI, it is
consequently easier for them to engage with the issue (C10). At the same time, it is important to point
out that the case organization is a technical organization by nature and that it is thus drastic to claim
that non-technical people and stakeholders do not understand the technical aspects of AI and RAI. In
this context, however, the important point is to highlight the significance of constant communication
between the parties and the importance of creating a common knowledge base about technical and
non-technical aspects of RAI. In addition, providing a space for reflection among divergent voices is
crucial, as previous research has shown that tension is a recurring issue when getting different
professionals and disciplines to communicate about RAI (Christodoulou & Iordanou, 2021). It is
further particularly important to empower the more ethically inclined representatives, who are not
traditionally part of the AI field, but who should be more widely incorporated (McSharry, 2023).
Dignum (2019) likewise believes that communication between scientists, developers, policymakers,
and ethicists must be promoted in order to create good conditions for regulating AI development. The
proposal is considered indirectly actionable since communication and discussion are something that
must come naturally from the employees and thus is difficult to enforce. However, as suggested in 4.3,
forums for discussion and reflection can be facilitated to drive the change in the right direction.

Furthermore, communication and discussion should be carried out with a critical mindset at its core
(S3), to highlight all the potential risks of an AI solution. An essential aspect to discuss is the negative
effects of AI, and if these thoughts are raised together with stakeholders, the risks can be addressed
proactively. Addressing risks in AI is not as straightforward as in other fields according to Mittelstadt
(2019), where the technology can indirectly lead to harm which might be discovered at a later stage.
According to the results, an approach that tests and thinks in terms of worst-case scenarios is needed to
determine the risks of an AI system. As presented in the guidelines by AI HLEG (2019a), it is
recommended to ensure adherence to the second principle, Prevention of harm, and thus protection of
human dignity and no harm to individuals or society. This requires the evaluation of the social impact
(AI HLEG, 2019a). With a critical mindset and conversations on such a foundation, risks regarding the
potentially negative impact of an AI solution can be detected and the softer sides of AI can be
addressed (C13). This can also allow for ensuring which RAI requirements should apply to which AI
solutions (C6), as critical thinking and such discussions can reveal high-risk solutions that require
extra consideration when it comes to RAI. Colltse (2012) highlights the critical lens as an approach in
ethics, and that applied ethics tends to utilize critical interpretations in combination with the social
context and institution to determine the ethical pathway. The importance of a critical perspective is
likewise raised by Mikalef et al. (2022), who states that the principles within RAI guidelines should be
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assessed separately and from a critical point of view in order to evaluate negative effects and identify
new ways of addressing them. Similarly, Christodoulou and Iordanou (2021) highlight the importance
of critical thinking to uncover inherent biases. Establishing a critical mindset is not something that can
be accomplished through concrete efforts, thus this solution is assessed to be indirectly actionable, as a
mindset must emerge over time through encouragement and recurring actions such as education and
dissemination of information.

Another proposal, that on the other hand is considered to be directly actionable, is to arrange training
and workshop sessions (S2). This is likewise suggested by several other studies, including Mittelstadt
(2019) and Morley et al. (2021) who highlight the need for education to make RAI an integral part of
the organizational culture. Morley et al. (2021) specifically highlight the importance of mandatory
training, which was also apparent in the results. According to the participants, mandatory training can
remove the impression that RAI is a voluntary matter, thus increasing the motivation and incentives to
work with RAI (C11). Training sessions can also address the problem of different perceptions of RAI's
content and the abstract nature of RAI (C1), with collective sessions creating a united and consistent
understanding of it. According to Mittelstadt (2019), consensus on what RAI means at an abstract
level is not sufficient as it needs to be put into action, and this could potentially be accomplished with
mutual training. According to the results, it is not enough to provide training in RAI for AI developers
alone, as other actors in the organization including the AI unit’s stakeholders must also be educated.
This is an aspect that both Vyhmeister et al. (2022) and Dignum (2019) agree on. According to
Vyhmeister et al. (2022), training for stakeholders is an important basis for conducting discussions on
the subject, which is thus linked to solution S1. It also creates a solid foundation for explaining the
parts linked to AI and RAI to non-technical employees (C2). Furthermore, according to the results, it
is important to have a sense of collaboration and co-creation during workshop and training sessions,
which in turn creates motivation and incentives to work with RAI (C11). Vyhmeister et al. (2022)
propose workshops as a solution to address ethical considerations and questions of responsibility
before risks become a reality.

Additionally, in order to increase the motivation and incentives to prioritize RAI, the high-level
purpose and impact of it need to be disseminated throughout the organization (S9). By spreading the
purpose and potential impact of RAI throughout the organization, motivation (C11) and understanding
(C1) of RAI can be increased among employees. Focusing on the change and influence that AI can
contribute to society is highlighted by Hallamaa and Kalliokoski (2022), who argue that this is of
greater importance than disseminating a list of principles in the organization. The participants suggest
that RAI should be presented as a powerful tool in tackling current biases and distortions that exist in
society, rather than AI just being developed in accordance with historical data. Both Mittelstadt (2019)
and Rakova et al. (2021) argue that RAI must be embedded in the organizational culture in order to be
able to counteract the unethical consequences of AI. Hallamaa and Kalliokoski (2022) highlight an
approach in bioethics, to demonstrate the benefits of moral decency, which can be associated with the
proposal to spread the purpose and impact of RAI within the organization. According to the results,
leadership is an important aspect of this suggestion, where their commitment and voice plays an
essential role in spreading the message. This can be reinforced by Mittelstadt (2019), who examines
the importance of leadership in the work with RAI, and Eitel-Porter (2021), who argues that senior
management should emphasize the importance of RAI given their influence on the rest of the team.
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Furthermore, this solution can contribute to increased stakeholder engagement (C10) and increased
awareness among general employees (C1). This can further be linked to an issue raised by Rakova et
al. (2021), who argue that decisions related to RAI are usually made by senior employees with no
insight into its purpose and function, hence it is important to increase their level of knowledge as well.
Increasing the awareness of all employees can in turn contribute to improving the overall data use and
gathering in the organization. With a general understanding of the importance of high-quality and
representative data, the debiasing of data can become more manageable (C7). Spreading the high-level
purpose and impact of RAI is considered a directly actionable proposal due to its practical and clear
approach in arranging informational sessions and distribution of information through various channels
in the case organization.

Before continuing, it is reasonable to conclude that spreading the high-level purpose and impact of
RAI (S9), which in the long run creates motivation and incentives to work with it, requires a positive
approach towards RAI where the focus is on long-term value creation as regards individual and
societal well-being, and profitability. At the same time, the establishment of a critical mindset (S11)
requires a more negative approach to AI development, in terms of questioning the consequences of AI
solutions and thinking of worst-case scenarios, which can be considered to contradict the
above-mentioned proposed solution. In this conflict, it is important that AI developers and the AI
unit’s stakeholders are able to adopt both mindsets simultaneously and understand the difference
between being critical of the consequences of AI systems and being positive about the potential
beneficial outcomes that RAI can bring if successfully deployed.

Further on, creating a common responsibility for RAI, in general, is part of the proposed solutions
(S7). According to the results, it is important to create a sense of shared ownership in order to
successfully implement RAI guidelines in practice. This is supported by Dignum (2019) and Akter et
al. (2021) who state that RAI requires participation from everyone involved. By providing clear
ownership among everyone involved (C8), stakeholders would also be further engaged and feel greater
accountability and commitment when it comes to RAI (C10). However, a key actor in the ownership
of RAI is AI developers according to the results, as they have the main knowledge of AI linked to its
data and development, which possesses great power in creating potential harm. With a clear key
responsibility possessed by AI developers, the challenge of lack of motivation and incentives can be
addressed (C11). Clarifying human responsibility in producing and interacting with AI solutions is
mentioned by Theodorou and Dignum (2020). Creating a sense of accountability and ownership of
RAI is considered an indirect actionable proposal as this is expected to emerge over time as awareness
and commitment to the topic rise.

However, according to the results, a more concrete proposal when it comes to the distribution of
responsibilities is to establish a central committee/expert group for RAI (S8). A central group with
accountability and a full mandate to drive RAI in the right direction contributes to a clear
responsibility structure (C8). An important attribute of this group should be diversity in terms of
various competencies that together cover the area of RAI, thus providing expertise in both technical
and non-technical parts (C2). A diversified and cross-functional approach to RAI is likewise
emphasized by Mittelstadt (2019), Floridi et al. (2018), and Dignum (2019). Particularly, Rakova et al.
(2021) highlight the importance of placing ownership of RAI on a group of employees who drive and
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facilitate the change. AI and ethics must be addressed equally and in parallel (Hagendorff, 2019), and
a diverse expert group or committee could be responsible for addressing both components. With a
comprehensive knowledge that covers all parts of RAI, it thereby opens up for addressing its softer
aspects (C13). Having an experienced group driving RAI can be linked to the ethical method
mentioned by Collste (2012), which entails that those with the most expertise and responsibility make
the decisions. Beauchamp (2005) highlights the importance of solving ethical dilemmas by working
from different perspectives and levels of abstraction. With a central group that runs RAI, alignment,
and governance can be created in the work where they provide the organization with a unified
approach (C9). Furthermore, as recommended in the guidelines by AI HLEG (2019a), mechanisms are
needed to manage redress and to ensure compensation for negative impacts. This can also be linked to
bioethics, which has functioned with its professional accountability to enable patients to seek
compensation in case of mistreatment (Mittelstadt, 2019). The responsibility for compensation is a
task that could be assigned to an expert group/committee. Establishing a central expert
group/committee for RAI is assessed as a directly actionable proposal due to its clear approach,
although it faces organizational difficulties such as establishing a clear mandate and finding suitable
candidates to be included in the group.

Furthermore, a proposal is to develop a case-by-case framework for RAI with relatable instructions
(S5), which could be owned by the proposed expert group/committee. As AI is rapidly increasing its
presence in society and its complexity is getting higher, special consideration is required towards
certain AI solutions (C4, C6). These requirements must depend partly on the complexity of the
structure of the solution but also on the data on which the solution is trained. According to the results,
great attention and caution are required towards GAI solutions, which pose new challenges for RAI as
the conditions for how data is used and produced challenge the requirements (C4). Extra consideration
is also required for AI systems that handle data relating to people. Since data is such a central aspect,
specific requirements for high-risk systems are required to manage how data is collected to ensure an
unbiased and balanced dataset (C7). An important part of assessing the risk of an AI system is based
on the proposal to imprint a critical mindset with a worst-case scenario thinking (S3). With a
case-by-case framework that has different requirements for more complex AI, this can address the
challenge of finding a balance between technical complexity and accountability (C5). This approach is
in line with Dignum's (2019) view that different technical characteristics of systems make it
impractical to rely on a common regulatory base or framework. Instead, steering should be adapted to
specific situations. Furthermore, an important part of the framework is practical and relatable
instructions that link to the use cases that exist in the AI unit. According to Wright (2020) and
Hagendorff (2019), guidance in RAI should take place at a more technically detailed and specific level
in order to successfully implement RAI guidelines. With such instructions, the framework should be
easy to act on and follow, which in turn can increase the motivation to work with RAI as several
participants have highlighted that they are unmotivated to work with RAI due to its high-level of
abstraction (C11). Creating a case-by-case framework with relatable instructions is considered a
directly actionable suggestion that initially requires evaluating the different kinds of AI systems within
the organization that need specific requirements linked to RAI, and seeing which ones do not need any
evaluation at all, as well as formulating the requirements in detailed instructions with relatable
examples.
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However, the results indicate that a framework for RAI does not work alone, but must operate together
with a common set of values (S10). It is essential to align the value ground associated with RAI to
ensure that the decisions made in the area can be considered ethical and in relation to the company's
values and people (C12). With this suggestion, the company's values must be mapped to the substance
of RAI guidelines, something that Eitel-Porter (2021) similarly advocates, whereby abstract
requirements for RAI should be interpreted based on a company's own ethical values. For example,
there are many approaches and interpretations of fairness in RAI (Barredo Arrieta et al., 2020) and this
should be translated based on the organization's context. Beyond the consideration of the
organization's values, reflection on different stances in normative ethics (see Table 2.1) must be
included in the work towards a common set of values. This is required to reach a stage of applied
ethics where normative perspectives, i.e. a broad understanding of ethics, form a basis for acting in a
specific context (Dignum, 2019). Moreover, having a fixed set of values is critical as an AI system
does not possess the ability to fulfill conflicting preferences (Russel, 2020), which makes it
unreasonable to request everyone to act according to their personal values while at the same time
expecting them to be collectively aligned. When values conflict, Dignum (2019) raises how people
tend to rely on their personal ones, emphasizing the need for a common value ground to rely on.
Furthermore, Mittelstadt (2019) argues that guidelines must be deeply embedded in the organization's
culture in order to be effective. According to Dignum (2019), a central challenge in ethical
decision-making is to be able to prioritize values, whereby a mapping of the organization's core values
can enable decisions when requirements within RAI become conflicting and must be prioritized.

The problem of conflicting values is also reflected in the guidelines of AI HLEG (2019a) as it is stated
that its principles do not provide a uniform solution but merely a direction on how to address ethical
dilemmas and trade-offs. The guidelines also recommend that there should be a strategy to manage
tensions between its requirements for RAI. In order to successfully bring RAI into the scope of applied
ethics, i.e. reflection on ethical dilemmas and problems in a social context (Collste, 2012), guidance is
required that encourages a collective value base that facilitates ethical decision-making. However,
something that needs to be addressed in this is the variety of people spread globally with different
experiences and cultures within the case organization. Goffi (2023) and Christodoulou and Iordanou
(2021) highlight the problem of constantly raising a Western socio-cultural perspective in RAI.
According to Han et al. (2022), it must be accepted that values differ depending on culture and social
environment, but that these must be made to work together depending on the context. The problem can
be addressed by adopting a diversified approach when defining a common set of values for RAI,
where Dignum (2019) emphasizes diversity in terms of gender, cultural background, and ethnicity.
According to Mittelstadt (2019), the field of AI lacks a homogeneous culture, coming from diverse
disciplines and professional backgrounds, indicating a need for common values to act upon. Aligning
employees and the organization with a common set of values is considered to be indirectly actionable
as it is impossible to enforce a common set of values with individual efforts. Instead, this requires
exploration, time, and several initiatives, although an initial mapping of RAI to the organization's
values and providing employees with instructions based on this is a way to start.

Furthermore, the proposed solutions include establishing trust in the work with RAI (S11). According
to the results, a successful implementation of RAI guidelines in practice requires a sense of trust
between affected parties. This includes that steering and control do not become too extensive within
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RAI, as it has been shown that too rigid governance may risk demotivating employees (C11).
Furthermore, trust is important in relation to creating a common value ground (S10), where
Hagendorff (2019) argues that the ethical work requires a somewhat flexible approach based on
autonomy and freedom. It is essential to maintain a balance between control and autonomy where
people are trusted to act ethically with a common value-ground for RAI in mind (S10), as you cannot
force people to act good. Christodoulou and Iordanou (2021) argue that there must be trust and space
for ethical self-reflection and critical thinking among employees in order to detect inherent biases.
Having a common set of values as a starting point is furthermore vital to reduce the problem of
allowing users and stakeholders to rely on the personal values of developers to protect their privacy
rights and self-determination (Dignum, 2019). In order to make such discoveries, the critical thinking
approach previously presented as a solution is required (S3). Ethical reflection regarding AI is also
referred to in the RAI guidelines by AI HLEG (2019a), highlighting the importance of it to ensure
unharmful solutions while fostering AI innovation with ethics in mind. Due to this, trust can address
the challenge of balancing technological complexity and responsibility (C5), striving to achieve a
balance where innovation and technological advancement can proceed but with responsibility at its
core. Furthermore, it is important to establish trust among users and external parties in order to create a
further willingness to do good. Establishing trust is something that is deemed to be indirectly
actionable as there are currently no concrete directives on how this should be implemented except for
not creating excessive control in the overall work with RAI.

To succeed with the establishment of new mindsets, values, and frameworks as discussed above, a
broader proposal is to integrate this with existing structures and processes (S4) to align the current
organizational structures and governance to work with RAI (C9). Fällender et al. (2022) and Solanki et
al. (2022) likewise argue for this as they believe that ethical considerations would be more accessible
and appealing if they were naturally integrated into existing workflows. In this way, it can be assessed
that this proposal would lead to increased motivation and incentive to work with RAI (C11). RAI
should be included as a comprehensive part of the AI life cycle, something that is advocated by
Vyhmeister et al. (2022), who emphasize the importance of defining RAI before the development of
any AI solution. The results indicate the relevance of including RAI at an early stage, with much
attention being paid to the Discovery phase. This is something that is partly already addressed by the
existing RAI Questionnaire, but the results suggest that further efforts are required. The proposal can
be compared to the approach proposed by Van den Hoven (2003), designing-in-ethics, which implies
that the organization is designed and structured to meet ethical values. In relation to this approach,
Colltse (2012) states that it is essential to ask questions involving what is right and what is wrong. In
this, it is essential to foster and embrace the critical thinking approach suggested (S3). Including RAI
already in the initial phase of an AI system's development is crucial as an AI system according to Sam
and Olbrich (2023) is embedded in and reflects its social structure. This means that the design and
function of an AI system reflect the norms, values, knowledge, and attitudes of its developers. Early in
the development phase, reflection on the potential impact of a system must be evaluated in order to
address the softer aspects of RAI and identify the risks involved (C13). When decisions are made
about the design, structure, and function of an AI system during the initial stages of its lifecycle, it is
necessary to have a common set of values in place, along with directives that simplify making
decisions that are in line with the organization's values (S10). Another aspect that the results indicate is
that RAI must become part of the processes and workflow even before the development of an AI
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system starts, as that is when the data on which the AI is trained is collected (C7). However, being able
to control how data is collected and used outside the boundaries of the AI unit is complicated as there
is currently no mandate to enforce such changes. However, increased involvement from a stakeholder
perspective may in the long term lead to this issue being addressed and prioritized.

In addition, a key aspect of this solution is to recognize the work that is already being done that can be
considered RAI and to start treating it as such and make minor efforts to label the work as RAI. As
Eitel-Porter (2021) points out, looking at existing work and existing structures is essential to avoid
duplicating work. The results indicate that major efforts are already being made that can be linked to
the Technical robustness and safety and Privacy and data governance requirements highlighted by AI
HLEG (2019a). There are rigorous structures and processes to ensure IT security, data governance, and
high accuracy of AI solutions within the case organization at present, and these should be considered
under the umbrella of RAI to recognize the progress that this contributes to when implementing RAI
guidelines in practice. Furthermore, attempts have also been made to include fairness metrics and
explainability tools in the development of AI, which should be encouraged and included as a future
standard in the case-by-case framework (S5). The solution is assessed to be a directly actionable
proposal as it is primarily about reviewing, standardizing, and aligning the work already being done to
create a consistent approach that integrates with current processes linked to the development cycle of
AI but is also connected to governance, control, and documentation.

In combination with implementing RAI in current processes and structures, an important part
according to the results is to identify and implement tools and metrics to support the efforts with RAI
(S6). The need for more tools and metrics identified through the results is in line with the findings of
Miller and Coldicutt (2019), which show that 78% of technology workers want more practical
resources within RAI. With the previous RAI Program at the AI unit, the identification of tools to
enable and simplify the work on RAI was initiated and participants report that they have tested tools
that enable, for example, explainability for AI systems. The aspect of explainability is highlighted by
AI HLEG (2019a) as they believe that an AI system must be explainable to those affected by it. Tools
therefore constitute an important aspect when it comes to understanding more complex AI as they
enable the understanding of such (C4). These tools should be integrated into the Design and
Development phases to ensure an understanding of an AI system before it reaches the Monitor phase
and enters the live stage.

It is also essential to capture RAI as measurable, of which formulating it in monetary terms is an
option that appears in the results. This addresses the identified challenge of making RAI measurable
(C3) and can be done in the form of quantifying the risks and worst-case scenarios in terms of what it
would cost the organization if it became a reality. This can be related to one of the methods raised by
Collste (2012) to solve ethical dilemmas, where benefits are calculated based on what brings the most
advantage to the company. This approach relates to the critical thinking that is also included in the
results (S3), where questioning and thinking about the potential negative impact of an AI solution is
required to derive potential costs. With monetary terms in mind, RAI can become more prioritized in
the organization and thus increase the motivation to work with it (C11). Formulating RAI in monetary
terms is also discussed by Rakova et al. (2021), where the minimization of risks and thus costs can be
seen as a motivation to work with RAI. Minkkinen et al. (2021) further advocate measurements linked
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to the nature of the algorithms in AI, where fairness is a prime example in relation to RAI. According
to the results, there have been initiatives to include fairness as a metric, but this is still in the
preliminary stage. Similarly, Minkkinen et al. (2021) point out that metrics within RAI are at an infant
stage. The proposed solution of implementing metrics and tools is considered to be indirectly
actionable as it is in an initial and unexplored stage without exact instructions but is rather a general
directive that confirms the importance of it in RAI and that further efforts must be taken to arrive at a
concrete solution that can be standardized.

5.3 Practical Recommendations

From the findings and discussion outlined above, this study has culminated into 11 proposed solutions
to address the challenges when implementing RAI guidelines in practice, 5 of which are considered to
be directly actionable (see bolded solutions in Figure 5.2). These 5 solutions are perceived to be
concrete in nature and provide clear suggestions for their implementation, unlike the indirectly
actionable ones that rather provide more abstract indications and directives that require further
investigations and time to determine how they should be implemented. As a result, this section aims to
further discuss and provide practical suggestions on how the directly actionable solutions could be
implemented based on the case organization's current conditions. These practical recommendations
are based on the empirical evidence, thematic analysis, and associated literature in combination with
our own thoughts and reflections related to the organizational circumstances.

However, the exclusion of the indirectly actionable solutions from this section does not make them
any less important. For example, encouraging discussion is a solution that is considered critical in
addressing the awareness of RAI and the problem of different perceptions of its content. However,
these solutions need to be further investigated in terms of implementation and which activities can
contribute to their fulfillment, which is not feasible in the scope of this study. Regarding the idea that
employees should discuss aspects of RAI, it is something that must come naturally with engagement
at its core, so exploration is needed on how this commitment can be achieved. Furthermore, it is
noteworthy that the solutions may overlap and contribute to each other's fulfillment, where, for
example, Integrate RAI with current structures and processes (S4) includes suggestions related to the
indirectly actionable solutions of Establish a critical mindset (S3) and Implement metrics and tools
(S6).

Establish a case-by-case framework with relatable instructions
To successfully implement RAI guidelines in practice, a proposal is to establish a case-by-case
framework with relatable instructions. This would initially imply that all developed, currently
developing, and planned AI solutions within the case organization should be mapped and evaluated by
assessing their risks. The degree of risk should partly be assessed based on the type of data included in
the AI solution, and whether it is, for instance, personal, sensitive, or neutral data. This can determine
the magnitude of potential consequences that may arise if data is handled incorrectly. The risk
assessment should further be based on what type of AI the solution is composed of, whether it is ML
in more simple terms or more complex variants of AI such as DL or GAI. The complexity can
determine the required degree of, for instance, explainability and transparency. Whether the system
involves internal parties, where employees are potential direct victims of negative consequences, or
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external parties, such as in the case of CV screening, where external individuals are potential victims
of negative consequences, is an additional aspect that should be considered in the risk assessment
given the potential consequences that may arise. Based on these types of aspects, a case-by-case
framework should be designed, with various emphases on the different requirements as presented by
AI HLEG (2019a). In other words, the framework should allow a developer to navigate to actions
based on the nature of the use case in question: "If the solution falls under the category of Deep
Learning, consider this ...." for instance.

Moreover, in the process of developing a case-by-case framework, there should be a discussion about
the balance between steering and flexibility. The framework should steer the teams in the right
direction and include a degree of technical specification while leaving room for adaptation to specific
situations and ethical considerations that may arise, which is necessary given that each specific use
case will face circumstances and RAI-related issues that cannot be predicted in advance. Despite the
need for a certain amount of adaptation, it is of great importance to include relatable instructions and
examples in the case-by-case framework that appeal to AI developers, something which is currently
absent. These examples should be formulated in technical, rather than theoretical terms and be closely
related to the case at hand and the AI unit. To exemplify in a simple way, instead of formulating
guidelines such as “Ensure that you can explain the technical processes and the related human
decisions", a requirement that falls under transparency (AI HLEG, 2019a), formulate them as “Use
tool X that measures the explainability of your solution”. It is essential to include concrete actions and
not just exhortations. Finally, the purpose of the case-by-case framework should be that it allows for
easy navigation and understanding of which requirements adhere based on the nature of the use case.
Furthermore, if a use case is not considered to be relatable to RAI at all, the recommendation is that it
should still be evaluated based on this case-by-case framework, an evaluation that should furthermore
conclude that no requirements demand further action.

Integrate Responsible AI with current structures and processes
Moreover, to successfully implement RAI guidelines in practice, the study indicates that RAI needs to
be integrated with current structures and processes in the case organization. Initially, it is
recommended to review current processes and working methods with an RAI lens. The results show
that plenty is already being done in relation to RAI within the case organization as there are strong
processes in place for IT security, data governance, and ensuring high accuracy for the AI solutions
being developed. There have also been attempts to include fairness as a metric and explainability tools
for AI solutions. These efforts should be gathered under the umbrella of RAI to easily measure
success in the area. Furthermore, it is recommended that the AI life cycle comprehensively
incorporate RAI to ensure ethical decisions throughout its whole process. At present, the RAI
Questionnaire is used in the AI life cycle, however, the scope of how RAI is included in the workflow
should be extended although it can provide a foundation. Critical thinking is a key part of the result
and this should be included in the form of discussions and reflections already in the Discovery phase
to recognize all risks and the potential impact of an AI system. Within such forums and conversations,
it is important to include the unit’s stakeholders to get their input on potential risks. Furthermore, part
of the solution is to identify and implement tools and metrics in the work with RAI, and this is
recommended to be implemented in the Design phase and the Development phase to, for instance,
succeed in producing explainable AI that fulfills metrics for fairness. This is something that began
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during the work with the RAI Program, yet must be further explored to find an appropriate way ahead.
When an AI solution enters the Monitor phase, it is of great importance to continue considering the
RAI aspects of the system due to the risks that arise from the changeable pace of AI and that
unpredictable consequences can arise, for instance, if the solution is used for something it was not
initially intended for. The accountability for RAI must remain clear even in the last phase and further
critical communication and reflection together with stakeholders is recommended.

A further suggestion, which however has difficulties of feasibility due to lack of mandate, is to
include aspects of RAI in the data gathering activities that take place even before the Discovery phase
of the AI solution. With RAI in mind during data gathering and generation, the importance of high
data quality and representative data can be highlighted, which can contribute to bias-free AI solutions.
Furthermore, the case-by-case framework with relatable instructions that was suggested above should
be included as a foundation during the life cycle. An overview of how RAI could be integrated into
the current AI life cycle is presented in Figure 5.4.

Figure 5.4. Practical suggestion on how Responsible AI could be integrated to the current AI life cycle
at the case organization.

Trainings and workshops
Furthermore, the study reveals that training and workshop sessions should be facilitated. In this area,
it is recommended that workshops with a collaborative sense should be conducted initially with AI
developers to jointly define the field of RAI and create motivation through co-creation. Initial
workshops should also be held within the proposed expert group/committee to define and understand
RAI. At a later stage, training on a more practical level for AI developers is recommended to bring
their awareness and knowledge of RAI to the same level and to provide them with concrete technical
instructions to act upon in order to fulfill the requirements within RAI. Later on, it is additionally
recommended to train employees outside the boundaries of the AI unit, where stakeholders and other

98



actors are educated on the basics of RAI in order to increase their incentive to request AI that meets
such requirements.

Spread high-level purpose and impact of Responsible AI
Another suggestion is to spread the high-level purpose and impact of RAI throughout the whole
organization. This recommendation entails spreading information about RAI and its significance for
individuals, organizations, and society at large in order to create alignment within the organization and
increase the motivation to engage with RAI. The purpose of the proposal includes making all
employees aware of why RAI is important and the risks of not addressing it. Careful considerations
are necessary to be made regarding who should be the bearer of such a message with particular
emphasis on leaders and senior management who possess influence in change management. The
message could be effectively conveyed through channels such as email or the intranet, or through
information sessions.

Establish a central expert group/committee
A further suggestion to successfully implement RAI in practice is to set up an expert group or
committee to serve as a centralized actor with the mandate and ability to validate the work on RAI
carried out. This group should be characterized by diversity and should include at least one
responsible actor from the ethical field, one from the legal field, and one from the technical field.
Their responsibility should be to facilitate the development of the above-mentioned frameworks and
training to ensure that the work with RAI is aligned. In addition, the group should ensure that
everyone in the organization has the same understanding of RAI in terms of definition, awareness, and
knowledge. By addressing the existing expertise gap, this group would play a crucial role in
advancing and succeeding with the implementation of RAI guidelines in practice.
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6. CONCLUSIONS

This chapter aims to answer the study's research question by drawing conclusions and presenting key

findings based on the results and discussion above. Furthermore, the chapter discusses the potential

contribution of knowledge that this study has generated.

__________________________________________________________________________________

The need for an approach to RAI is evidently growing with the accelerated evolution of more
advanced AI, while at the same time organizations face challenges in taking abstract principles for
RAI and putting them into practice. Returning to the research question, this study has addressed the
following: ‘How can an organization overcome challenges that may arise when implementing
Responsible AI guidelines in practice?’. The studied case suggests that organizations face challenges
within the following main themes when implementing RAI guidelines in practice: (1) Understanding
and Defining Responsible AI; (2) Technical Conditions and Complexity; (3) Organizational Structures
and Barriers; and (4) Inconsistent and Overlooked Ethics. When it comes to understanding and
defining the content of RAI, this becomes challenging as there is a fragmented understanding of what
its components actually mean, with its abstraction opening up to scattered definitions and work of
intuition. Furthermore, technical conditions challenge the work with RAI where the growing
complexity of AI solutions increases the need for a responsible manner while at the same time
becoming increasingly difficult to navigate. Given the current organizational structures in place, these
create barriers as it does not facilitate incentives to prioritize RAI through conflicting forces and as
there is an unaligned structure and governance architecture to organize the work with RAI. As of
today, the work with RAI is mainly based on intuition and silos, where AI developers have no
understanding of which directives exist or if there are any at all. Finally, inconsistent and overlooked
ethical considerations create challenges for implementing RAI guidelines in practice, as employees
naturally have a unique set of values that influence the perception of ethics and what acting
responsibly means, thus should be included in RAI. This is especially prevalent in the case
organization due to its size and global spread, which naturally creates a variation in culture and
experience. By analyzing the requirements included in AI HLEG (2019a), it is apparent that several of
these contradict one another, which creates further difficulties when the value ground is scattered
throughout the case organization.

To overcome the identified challenges, solutions within the following main themes have been
identified: (1) Education and Awareness; (2) Integration and Implementation; (3) Governance and
Accountability; and (4) Alignment and Values. A first step in moving forward with RAI is to spread
awareness among AI developers, stakeholders, and users of AI. This can be done by encouraging
communication and reflection among employees and arranging RAI training sessions for involved
actors. Furthermore, mandatory training can lead to a common base of knowledge for RAI and
incentives to work with it, something that is currently lacking in the case organization. In addition, it is
important to establish a culture of critical thinking which includes reflection on the purposes and
consequences of AI systems. Furthermore, efforts should be made to implement and integrate RAI into
existing structures and processes. It is suggested to integrate RAI into the existing ways of working,
where the standardized AI life cycle at the AI unit must be taken into account. However, it is
noteworthy that there already are rigid processes associated with IT security, data governance, and
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ensuring high accuracy for AI solutions within the case organization and that these efforts should be
considered under the umbrella of RAI, in order to avoid any duplication of work and to recognize the
progress made in relation to the guidelines by AI HLEG (2019a). Furthermore, there is a need for a
customized case-by-case framework based on the fact that different AI solutions should adhere to
different requirements which further should contain relatable and practical instructions. In addition,
metrics and relevant tools need to be available for AI developers to use. A further proposed solution
relates to governance and accountability, the aim of which is to create a general sense of ownership
among those involved in AI development and a particular responsibility and mandate for AI
developers specifically. One concrete proposal that has emerged is to create a central group of diverse
knowledge and discipline that together form a source of expertise in RAI and is responsible to drive
the work forward and align the fundamental understanding of RAI. Moreover, a solution related to
alignment and values is proposed, which partly implies that the high-level purpose, impact, and
benefits of RAI should be spread throughout the organization. This requires an optimistic view of the
future which should be balanced with the critical mindset suggested. This can make more people
understand the importance of working with RAI, which naturally increases motivation and incentives.
Furthermore, a common set of values linked to RAI should be established based on the case
organization’s existing company values, as this is currently lacking. Finally, the creation of a sense of
trust is crucial to be able to balance autonomy with steering and to create a willingness to do the right
thing among stakeholders and users.

To summarize, the work of implementing RAI guidelines in practice is facing major challenges when
it comes to the rapidly increasing advancement of AI, which is changing the requirements for RAI
while at the same time increasing the need for it. When it comes to managing this uncertainty and the
work with RAI, a balance must be struck between autonomous freedom and rigid steering. There has
to be room for innovation and flexibility in decision-making, and as the current state of AI is
constantly evolving, there can not be too precise guidance that might quickly become obsolete. At the
same time, there is a request for more relatable and technical instructions that make it easy and
effortless for AI developers to fulfill the requirements for RAI. Moreover, the work with RAI requires
an ambiguous strategy where the positive outcome of RAI and its potential to erase prejudices and
influence society is the essence of motivating and creating incentives to prioritize RAI. At the same
time, a key element in the proposed solutions is to establish a critical mindset that assesses the
negative risks of AI by questioning the purpose behind a solution and through worst-case scenario
thinking. A strategy for managing and finding a balance between opposing elements like these while at
the same time making RAI a seamless part of the organization’s processes is necessary to successfully
take RAI guidelines from abstract principles to actionable practices.

6.1 Contribution of Knowledge

This study provides valuable insights and guidance for organizations involved in the development and
deployment of AI, highlighting the challenges and potential solutions when implementing RAI
guidelines in practice. It is crucial to address these issues, considering that the AI field is currently
undergoing a transition towards increased regulation through forthcoming laws and policies (Felländer
et al., 2022). Given the wide distribution of AI in society, the practical implications can extend to
industries and sectors beyond the case organization where AI is being developed, albeit with potential
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impact to varying degrees. Moreover, for the same reason, the insights do not only concern AI
practitioners but also other roles and practitioners that may be affected by AI. The conclusions of this
study contribute to reducing the gap that currently exists between the high-level principles that
constitute the substance of RAI guidelines and how practitioners in the field apply them in practical
situations (Brendel et al., 2021; Cath, 2018; Felländer, 2022; Hagendorff, 2020; Larsson, 2020;
Larsson, 2021; Mittelstadt, 2019; Morley et al., 2020; Morley et al., 2021; Rakova et al., 2021
Theodorou & Dignum, 2020; Vyhmeister et al., 2022; Wright, 2020). However, it is important to note
that the field of RAI is complex, and further efforts will be required to continue narrowing the existing
gap. Nevertheless, the practical implication of our study is clear: organizations and managers can
leverage our insights to design strategies that promote progress in their work with RAI and the
practical implementation of these guidelines.

Further on, we have made valuable contributions in terms of theoretical implications. First and
foremost, we have adopted a holistic management perspective, addressing the needs of managers who
are eager to establish and manage RAI within their organizations. Previous research, as noted by
Brendel et al. (2021), has overlooked this aspect and primarily focused on technical issues, thus
neglecting the managerial dimension. In contrast, our study takes a unique approach by selecting a
specific set of guidelines (AI HLEG, 2019a), breaking them down, and examining them from an
organizational standpoint. This differs from previous research, such as Mittelstadt (2019), which
studies several guidelines as a whole without delving into their individual components and the
organization-specific implications. Further on, both academia and industry have primarily focused on
formulating new RAI guidelines and defining their conceptual meaning, which is evident from the fact
that 84 guidelines were already in existence by 2019 (Jobin et al., 2019). However, there has been a
limited focus on examining the actual implementation of these guidelines, which is understandable
considering the time gap between development and evaluation. As RAI guidelines are increasingly
incorporated into organizations, there is a growing need to study their effectiveness and the
experiences of AI developers and other relevant roles. This further justifies the focus of our study,
which has been to investigate AI practitioners' perspectives on the guidelines produced by AI HLEG
(2019a). Moreover, our findings contradict some previous research. It has been suggested that AI
developers lack commitment to ethical considerations and do not prioritize them, believing that ethics
is not their responsibility (McSharry, 2023). However, our study refutes this notion, as the AI
developers in our sample demonstrated a strong commitment to ethical issues, even in the face of
uncertainties regarding how to proceed with RAI. As a whole, we believe that this study, which
emphasizes a holistic management perspective from the point of view of AI practitioners, may
contribute to implications of growing value in a time where AI development is advancing at a rapid
pace and where the need to ensure responsible development and maintenance of AI through strategies
for putting RAI guidelines into practice, will increase drastically.
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7. REFLECTION AND FUTURE RESEARCH

This chapter discusses and reflects on the conduct of the study and highlights limitations in the

methodological choices and findings. It culminates in ideas for future research and how additional

studies can build on the results of this study.

__________________________________________________________________________________

This study intended to contribute insights on challenges and potential solutions when implementing
RAI guidelines in practice. Despite the identified potential knowledge contributions discussed above,
it is likewise important to address the limitations of the thesis in terms of its generalizability,
execution, and quality. Although the methodological choice of designing the study as a case study was
considered the most appropriate in terms of scope and research purpose, the conclusions primarily
portray the situation of the case organization and the perspective of the interviewed employees.
However, it must again be emphasized that the aim of this study was not to generalize the results to
larger populations but to contribute with concepts. As described in Chapter 3, concepts can be
understood as something less specific and instead more general, with the aim of capturing qualities
that describe the phenomena of interest (Gioia et al., 2013). With this in mind, we believe that the
study's concepts regarding challenges and potential solutions in the implementation of RAI guidelines
in practice can be considered generalizable beyond the case organization, as the development of AI is
currently taking place in several different contexts and sectors. Although this study's case organization
itself can be considered unique with its global workforce and size, we believe that the premises and
methods for developing AI in terms of technical aspects from the perspective of an AI developer
remain relatively consistent even in a different organization. AI's prevalence and impact on
decision-making currently span a variety of domains, including critical ones such as infrastructure, law
enforcement, banking, and healthcare (Cath, 2018), and this creates an inevitable need for an approach
to RAI where the concepts generated from this study can provide important insights even though the
context may differ from the case organization. As we have continuously tried to provide detailed
descriptions, the possibility for other domains to assess the transferability is given (Bryman & Bell,
2019). Although our findings do not have the capacity to predict the future, they can provide a realistic
and detailed picture of how RAI can be brought from principle to practice.

Given the scope and delimitations of the study, it has aimed to capture experiences within the AI unit,
through interviews with AI developers and employees who have been involved in previous RAI
initiatives. This was considered reasonable due to the scope of a master’s thesis and having enough
time to capture a comprehensive picture of the participants' context. However, it is important to
highlight the limitations of this one-sided perspective based solely on experiences within the AI unit.
The AI unit's stakeholders and the rest of the organization's commitment is a central part of the study's
findings where their engagement and level of knowledge are perceived as insufficient when it comes
to RAI. But as the study did not include their perspective, we cannot confirm this with full certainty.
Furthermore, the study has not included the perspective of the actual end-users of the AI solutions
produced within the AI unit, whereby such a perspective could have contributed to additional nuances
in the work with RAI and what could be perceived as responsible and not. Moreover, the choice of a
strategic lens has provided a holistic understanding of the situation that arises when trying to bring
RAI guidelines from principle to practice. However, with such an angle, the study has not been able to
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contribute with insights on a more technical level and how the actual development of AI can shift
towards an RAI approach. However, based on Brendel et al. (2021), the need for research on RAI from
a management perspective could be justified as they argue that current research mainly has a technical
focus but is weak when it comes to focusing on organizational and managerial aspects.

Regarding the quality of the study, Chapter 3 discussed a number of quality criteria that influenced the
execution. By discussing the quality measures of credibility and authenticity (Bryman & Bell, 2019) as
well as validity and reliability from a qualitative approach (Morse et al., 2002) and by transparently
presenting our methodological choices, the quality of the study can be assessed by the reader. Thus, it
is of interest to deepen the discussion about the quality and how our role as researchers may have
influenced the outcome of the study. Given our presence as researchers, it is important to consider how
this may have affected the execution and particularly the interviews. There is naturally a risk that our
presence creates artificial responses that attempt to alter reality, an issue also highlighted by Myers
(2013). Despite the fact that the field of RAI is novel and that there is currently no definitive answer to
what is right or wrong, the subject is sensitive as AI comes with serious risks that can cause harm to
other people. Thus, the subject might be delicate when it comes to making mistakes, which may result
in an unwillingness to admit deficiencies during an interview. However, we have not experienced this
problem during the execution of the interviews, yet it was on beforehand addressed by anonymizing
the participants. An additional aspect whose artificiality should be discussed is the fact that AI
developers have an enthusiastic and positive attitude toward working with RAI, as shown in this study.
There is a noteworthy risk that only employees with an interest in RAI wanted to participate in the
study, and that employees not interested in RAI chose not to express their interest in being
interviewed. However, this is something that we suggest is further investigated in a broader study with
more participants and thus allowing for conclusions about the general interest in RAI among AI
developers.

Considering other potential future studies, it is essential to continue the work on closing the existing
gap between high-level principles for RAI and how practitioners in the field apply them in practical
situations as emphasized in previous research (Brendel et al., 2021; Cath, 2018; Felländer, 2022;
Hagendorff, 2020; Larsson, 2020; Larsson, 2021; Mittelstadt, 2019; Morley et al., 2020; Morley et al.,
2021; Rakova et al., 2021; Theodorou & Dignum, 2020; Vyhmeister et al., 2022; Wright, 2020). This
study has intended to contribute with a holistic perspective on challenges and potential solutions when
implementing RAI guidelines in practice but does not contribute in technical detail on how to do this.
In terms of our proposed solutions, we have already pointed out that a number of these require further
exploration in order to be considered directly actionable. Looking at these areas of development, they
can form a basis for future research where our findings could be further explored in detail.
Furthermore, other interesting opportunities for research concern the aspect of how to find a balance
between rigid steering and autonomous freedom in RAI. In this equilibrium, it is important to reduce
the risk of AI causing negative consequences, while too much rigid steering can inhibit innovation and
make AI developers unmotivated to comply with RAI requirements. Another interesting direction is to
further explore in depth how advanced AI such as GAI affects the field of RAI, where easily
accessible solutions such as ChatGPT are changing the arena of what AI can achieve. Another aspect
that is requested is how to translate RAI into quantitative terms, which according to this study and
earlier research (Rakova et al., 2021) is important for creating incentives to prioritize RAI and for
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measuring the success of the work. Finally, it is of great importance to start investigating in the near
future how upcoming legislative proposals in the EU will affect organizations and how they should
adapt to the upcoming change. In this study, we chose to use the guidelines by AI HLEG (2019a) as a
reference point specifically because the expert group is considered to be a key influencer in shaping
the future of AI through regulation in the EU (Larsson, 2021). Investigating what will happen when
recommendations turn into legislation is a topic that is extremely important to address in order for
organizations to succeed in complying with and adapting to the rules, thus developing AI that can be
considered to be responsible.
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APPENDIX A: Interview Guide

__________________________________________________________________________________

● Could you introduce yourself and tell us about your role?
● What is your perception of what Responsible AI is?
● What is your experience of working with Responsible AI?
● Who can be affected by the work with Responsible AI?

○ Who do you think could be affected by the failure to maintain Responsible AI?
● What is more important: being at the forefront of the latest AI technology or that the AI

solutions being developed is considered responsible?
● As seen to the seven requirements in the guidelines by the High-Level Expert Group on AI:

○ Can you rank them in terms of importance?
○ Can you rank them in terms of how easy/difficult they are to apply in practice?
○ Can you think of any tensions or conflicts between them?

● Can you think of any ways more complex AI, such as Deep Learning solutions, can affect the
work with Responsible AI?

● How do you think the work with Responsible AI could be handled in the best possible way?
● What do you think could motivate people to prioritize the work with Responsible AI?
● Who do you think, from an organizational perspective, should be responsible for making sure

the work with Responsible AI continues and complies with the guidelines by the High-Level
Expert Group on AI?

● Is there anything else you want to add to your answers that you feel we have not asked about?
● Can you suggest any other person who would be interesting for us to interview?
● Is it okay if we contact you for any follow-up questions that might arise later?
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APPENDIX B: Consent Form

__________________________________________________________________________________

Purpose
I have been informed that the purpose of the study is to investigate how the organization has worked
with Responsible AI and how the High-Level Expert Group on AI’s (assembled by the European
Commission) guidelines (Ethics Guidelines for Trustworthy AI) can be implemented in practical
operation, what difficulties arise from this, and how to overcome them.

Procedure
The interview will be conducted remotely and recorded, and the interview is planned to take around
one hour. The recording will then be transcribed and stored until the end of the course. Solely Hanna
Henriksson and Matilda Hedlund will have access to the data during this time. Participating in this
interview is optional, and I have the right to cancel my participation at any time without giving a
reason. Data can be withdrawn and complaints or questions can be made by contacting Hanna and/or
Matilda. The results of the interview will be condensed and published as a part of a master's thesis at
Linköping University within the program of IT and Management.

Participating can lead to positive changes in the organization's work with Responsible AI and ethical
considerations when developing AI. At the same time, the discussion of ethics is sensitive in nature.
Therefore, the interview will be anonymized and the organization will approve the work before it is
published.

Conditions of participation
I understand the following:

● My participation is completely voluntary.
● I can cancel my participation at any time without explaining why.
● The study will be published for Linköping University.
● I will be anonymous and data from the interview will be deleted at the end of the course.

By agreeing to an interview, I give my consent to voluntarily participate in the study.
NOTE: The consent will be recorded orally at the beginning of the interview.
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