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ABSTRACT 
Human-Robot Interaction (HRI) is inherently a human-centric feld 
of technology. The role of feminist theories in related felds (e.g. 
Human-Computer Interaction, Data Science) are taken as a starting 
point to present a vision for Feminist HRI which can support bet-
ter, more ethical HRI practice everyday, as well as a more activist 
research and design stance. We frst defne feminist design for an 
HRI audience and use a set of feminist principles from neighboring 
felds to examine existent HRI literature, showing the progress that 
has been made already alongside some additional potential ways 
forward. Following this we identify a set of refexive questions to 
be posed throughout the HRI design, research and development 
pipeline, encouraging a sensitivity to power and to individuals’ 
goals and values. Importantly, we do not look to present a defni-
tive, fxed notion of Feminist HRI, but rather demonstrate the ways 
in which bringing feminist principles to our feld can lead to bet-
ter, more ethical HRI, and to discuss how we, the HRI community, 
might do this in practice. 
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1 INTRODUCTION 
Feminist Human-Computer Interaction (HCI) has been an estab-
lished concept since (at least) 2010 [10] and, more recently, Critical 
Data Studies has been engaged in a conversation about the way 
feminism could make data science better, and more just [28]. In their 
recent book, Smart Wives, Strengers and Kennedy call for a ‘feminist 
reboot’ of assistive technologies (including robots) to ensure more 
ethical designs [104] – but what could this ‘look like’, in practice, 
for Human-Robot Interaction (HRI)? We note that, compared to 
HCI for example, there is one aspect of HRI which makes feminist 
theory even more relevant for us specifcally: roboticists generally 
work with embodied technology. We are, often, actually building or 
designing (robotic) bodies and identities. Feminist theory, too, has 
dealt extensively with embodiment, delving deeply into the relation 
between the material body, the social, and the subject [16, 24, 43], 
not least in relation to technology [47, 78, 85, 94, 98, 106]. For 
this reason, we posit that feminism has several epistemological 
approaches and methodological insights that can help us in our 
work. To show this, we frst explain what we mean by ‘feminist’, 
following this with fve principles for Feminist HRI, drawn from 
Feminist HCI and Data Feminism but discussed with reference to 
HRI literature and applications. We then refect on HRI practice, pre-
senting ten questions designed to encourage awareness and change 
throughout the design and development process. We conclude that 
an awareness of feminist principles when designing any HRI will 
result in better, more ethical robot deployments overall. 

1.1 What Do We Mean by Feminist? 
Feminism is sometimes a charged and emotive word, and can be 
used in many diferent ways to mean many diferent, and at times 
conficting, things. Here, we use the term to indicate an approach 
to the design and development of robots and human-robot in-
teractions which is sensitive to power structures. Important in 
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such an approach is an attention to the intersections of diferent 
power structures, based on gender, race, class, ability, sexuality, 
religion, and so on. This concept of intersectionality, a widely ac-
cepted concept today that originates from Black feminist schools 
of thought [19] through the work of Black feminist scholars and 
activists dealing with interlocking and overlapping systems of op-
pression [22, 23, 51, 74]. We posit that a feminist perspective can be 
used to analyse and inform the robots/HRI we are designing, as well 
as the way we actually ‘do’ HRI research in terms of methodologies 
and community practices. A feminist approach informs not only 
what work is done and how, but also calls on researchers to be 
accountable for their own positionality, privilege and point of view. 

We suggest that the principles of Data Feminism, “a way of 
thinking about data, their analysis, and their display, that is informed 
by [...] feminist activism as well as the legacy of feminist critical 
thought” [28] in conjunction with Feminist HCI interaction qual-
ities [10] provide a comprehensive and actionable starting set of 
principles for developing the concept of Feminist HRI. The frst two 
principles of Data Feminism are: #1 examine power and #2 challenge 
power. In Section 2, we co-opt these principles in pitching them as 
two key steps or stages of Feminist HRI, grouping together the other 
Data Feminism principles alongside Bardzell’s feminist interaction 
qualities as ways of achieving these high level goals in practice. We 
present these principles, quoting directly from these two source 
texts, under each subheading of Section 2, wherein we discuss 
how they might map to HRI. The overlap and shared methodolo-
gies between the felds of HRI and HCI [53, 82] make Feminist 
HCI an obvious place to look for inspiration, complemented then 
by the broader research/development pipeline consideration, and 
centering of sensitivity to power, ofered by the Data Feminism 
principles. Other pertinent paradigms being discussed in ongo-
ing feminist-technology discourse include Value Sensitive Design 
(VSD) [14, 112], the Ethical Computing Platform [77] and Critical 
Race Theory [76]. Additional authors who have written founda-
tional texts about how identity and ‘the social’ impacts science and 
technology research in general include [9, 44, 45, 64, 110]. Studies of 
how power and social justice are entangled with engineering and ro-
botics research can be found in [5, 33, 46, 47, 83, 86, 99, 106, 115]. We 
note also that the interdisciplinarity of robotics means that works 
concerning e.g. biases in artifcial intelligence (AI) [11, 15, 59] and 
educating the general public about these biases [67, 92] also provide 
insightful examples of (what we would call) feminist approaches to 
technology that HRI researchers might look to draw upon. 

1.2 What Do We Mean by Power? 
D’Ignazio and Klein’s concept of power is as follows: “We use the 
term power to describe the current confguration of structural privilege 
and structural oppression, in which some groups experience unearned 
advantages – because various systems have been designed by people 
like them and work for people like them – and other groups experience 
systematic disadvantages – because those same systems were not 
designed by them or with people like them in mind” [28, p. 24]. 

Identifying robots as embedded within subject-positioning rela-
tions1, as (robot) bodies which simultaneously refect and infuence 

1“the concept of subject positions holds that people make sense of who they are (and 
are understood by others) within culturally circulating discourses and narratives” 

structures of power, forces us to think about embodiment as a prac-
tice, rather than a material artefact. This requires us to think about 
robots and their design, people and bodies as positioned difer-
ently in and by structures of power rather than merely possessing 
demographic characteristics [18] as we typically tend to do when 
talking about (social) robot design (e.g. [81, 118]) and robot users (c.f. 
Friederike Eyssel’s HRI 2022 keynote talk on the importance of sex 
and gender analysis [32]). An example can be seen in critique sur-
rounding Shudu Gram, a computer generated model presented, for 
all intents and purposes, as a black woman model/“infuencer”[55]. 
Feminist discourse on Shudu may indeed talk about risks and oppor-
tunities regarding the specifc choice of ‘her’ race and gender, but 
would likely be more concerned with Shudu actually ‘belonging’ to 
(i.e., being monetised by) an Australian white man2. Recognising 
Shudu and ‘her’ creator as positioned within structures of power, 
i.e. in the context of a modelling industry rife with gender bias, 
racial biases and abuses of power [70], highlights why issues of 
‘her’ aesthetic design are more than ‘skin deep’. 

In short, it is important that Feminist HRI does not become 
synonymous only with questions of e.g. norm-breaking robot design 
cues pertaining to gender [118] – in the words of Katta Spiel, in their 
recent keynote talk at the 2022 RO-MAN workshop on Gendering 
Robots: ‘queerbots won’t save us’ [1]. Instead, Feminist HRI implies 
considering the contexts that robots are used in and how people 
around them (users, procurers, assistants) are positioning the robots 
in material-discursive practices, rather than focusing on the shape, 
color or clothing of the robots we use. This frst requires, per Data 
Feminism principle #1, examining power [28, ch. 1]. 

2 FEMINIST PRINCIPLES FOR HRI 
2.1 Step 1: Examining Power 
Begin by analysing how power operates in the world [28, ch. 1]. 

In an internal workshop, we attempted to sketch out some of the 
subject-positioning and power-relations around key actors (people, 
robots, resources etc. [68]) involved in delivering HRI, from initial 
funding of an HRI research project through to deployment of the/a 
resultant robot into society. The result is shown in Figure 1. 

Figure 1 might seem rather obvious to some readers. Sabanovic’ 
mutual shaping framework, published over a decade ago, already 
called for roboticists to recognise the two-way interaction between 
robotics and society [89]. Her work challenges the techno-deterministic 
narrative, and has led to increased recognition of participatory de-
sign and ethnographic studies highlighting the importance of, and 
beneft from, trying account for the broader social context a robot 
will be embedded in – c.f. the left hand side of our fgure. One 
thing the feminist perspective brings, via sensitivity to power, is 
the recognition that these mutual shaping interactions are not nec-
essarily equal or just. For example, in Figure 1 we have drawn the 
reverse arrow back from the user to the robot as dashed rather than 
solid: whilst the user no doubt shapes and may even co-opt robot 
deployment to their needs, they likely have limited control over key 
variables of robot deployment including at the very highest level, 
whether the robot is deployed (at all) and if/when it is removed. 
Engstrom and Jebari [31]’s damning account of the negative impact 

2Discussed in Ketchum’s Intro to Feminist and Social Justice Studies Podcast [58] 
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Figure 1: One possible sketch of relations on thinking about 
how HRI research(ers) and the robots we produce are posi-
tioned with structures of power. Dashed arrows indicate po-
tential (but unequal power) for mutual shaping [89]. 

of robot deployment on workers in Amazon fulfllment centers 
provides a concrete example of such unequal relations. 

Examining power is a frst step to identifying what we can do, 
within our sphere of infuence, to account for (and even challenge, 
per Section 2.2) such dynamics. This brings us to the right hand 
side of Figure 1, which is concerned more with power structures at 
play during the HRI research and development process, as a Femi-
nist HRI approach calls also for researchers recognising their own 
power and positionality3. Variation in such power is also some-
thing we have tried to consider when identifying ways to practice 
Feminist HRI. A PhD student likely has limited power compared to 
a principal investigator (PI). For example, they might have no say 
in choice of robot platform, but perhaps they do have power to cite 
underrepresented researchers alongside those classic texts which 
seemingly get cited ‘by default’ [4], or to actively implement best 
practice guidelines regarding collection and reporting of participant 
gender data [90]. The PI instead might refect on who they are (not) 
collaborating with, whilst we as a community might look to recog-
nise that PI access to resources can vary signifcantly by institution 
and geographical location. Robots and human-subject studies are 
expensive – the double-blind review process of the HRI conference 
currently means that these factors cannot be taken directly into 
account, so perhaps when reviewing HRI work we should avoid de-
fault skepticism of works which utilise virtual robots, video-based 
studies or small numbers of participants, if the work provides a 
novel, timely contribution and identifes/refects on any resultant 
methodological limitations. 

2.1.1 Considering Context, Ecology: “Considering impact of deploy-
ment on the broadest possible context and widest possible range of 
stakeholders.” [10]; “asserting that [HRI] is not neutral or objective, 
rather the product of unequal social relations; context which is essen-
tial for conducting accurate, ethical analysis” [28, ch. 6]. 

Examination of power predicates consideration of the broader 
context a robot will be deployed into. As alluded to above, there ex-
ists already a signifcant body of work which considers the broader 
social context around robot deployment. For example, Chang and 

3c.f. recent discourse on the implicit tension entailed in trying to do social justice work 
within the confounds of being an HCI researcher, or working within the academy [61] 

Sabanovic used a social shaping framework to note social factors 
impacting on/afected by long term robot use in a care home [17]. 
Forlizzi’s ethnographic study of robot versus conventional vacuum 
cleaners is another great example of this, as it discusses impact of 
deployment on the household cleaning regime and related social 
dynamics, over-time, rather than focussing solely on an individual, 
snapshot 1:1 user-robot interaction as typically assessed in HRI user 
studies [36]. Other works more explicitly refect on the potential 
impact of HRI on those observing interactions between robots and 
their primary user. An example is Garcia Goo’s work [2] on the 
impacts of observing robot abuse, in which the authors build on 
prior experiments on this topic [87] to take a more intersectional 
approach in understanding how such impacts might vary across 
(robot and) participant gender, participants’ prior experience of 
victimisation and levels of sexism. 

For help in identifying pertinent power dynamics within their 
application domain, HRI researchers can also look to the application-
specifc feminist commentary. For example, much HRI research is 
concerned with robot-supported healthcare [35, 57, 80]. Feminist 
scholars have identifed and discussed at length the complex power 
and control dynamics which might exist between care receivers 
and their (in)formal care givers [27, 35, 57, 80]. HRI researchers 
might then refect on whose interests the robots and interactions 
they are creating really serve. Will they increase autonomy and 
independence of care receivers, or rather further increase power 
imbalances between care receivers, (in)formal care givers and/or 
the institutions charged with delivering care? Asserting that HRI is 
not neutral forces us to reckon with these questions and recognise 
the ways both the research we do (e.g. in the form of whose data 
across what metrics we deem ‘valuable’) and the robots/interactions 
we hence create or motivate might reinforce systemic structures of 
oppression. 

2.2 Step 2: Challenging Power 
“commit to challenging unequal power structures and working to-
wards justice” [28, ch. 2]; “Avoiding both the propogation of harm-
ful stereotypes, but also the imposing of designers’ own values on 
users/stakeholders” [10]. 

Examining and refecting on power per Section 2.1 already ofers 
a route towards more ethical HRI design and development. For 
those that want to go further, a next step in Feminist HRI would 
be to challenge it. Again looking to HCI as our nearest neighbour, 
ideas of advocacy and social justice feature strongly in recent Fem-
inist HCI works, moving from the continued stream of work that 
is invested in examining and critiquing inequalities in technology 
and design towards using technology and design to highlight and 
respond to these inequalities. In this body of work we start to see 
both the role of technology in making change, and also the work 
that must happen around technology – at a social, political and 
structural level – for change to occur. Such work demonstrates 
that HCI research/practice can legitimately happen at each, and 
all of these levels (technological, social, cultural, political, infras-
tructural). For example, Ng et al. [75]’s recent examination of the 
necessary political and grassroots work required of an activist and 
entrepreneur to introduce the menstrual cup into Taiwanese soci-
ety shows the complex web of barriers that must be navigated to 
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make lasting change in body autonomy. Balaam et al. [8]’s use of 
a mobile phone application to enable a breastfeeding community 
to collect large-scale data on the social barriers to breastfeeding in 
public highlights how simple tools can be used by communities to 
highlight matters of concern with a potential to make local change, 
and Strohmayer et al. [105]’s use of digital technologies illustrates 
how technologies should be considered more than as a tool for 
interaction, but as a catalyst towards change for a better world. 

In describing the quality of advocacy, Bardzell points to a dif-
cult intersection for (feminist) designers who seek to ‘bring about 
generate political emancipation and not just keep up with it’. Whilst 
the term might sound provocative, we can interpret political eman-
cipation here to mean the empowerment of (typically marginal-
ized) people to engage in something previously out of reach. If we 
put very typical HRI applications on assistive technologies aiming 
to increase independence and dignity e.g. persons with disabili-
ties [12, 113] at one ‘non-provocative’ end of this spectrum, then 
we might put (arguably) more provocative work looking to use 
robots in encouraging moral behaviour and/or challenging societal 
stereotypes [60, 63, 118] on the other, with group-robot applica-
tions that look to equalise participation and improve inclusion 
somewhere in-between [40, 41, 109]. 

Using empirical research to inform work on such applications 
leads to focus on/working within the status quo, and hence risks 
propagating regressive and/or harmful norms and practices in the 
name of trying to build “universally efective” systems (the fallacy of 
universality being something else a feminist approach must recog-
nise – discussed more under Section 2.2.2 on Pluralism). However, 
attempting to create ‘more progressive’ design outputs runs the risk 
of designers imposing their own values and ideas about what an ‘im-
proved society’ looks like. Bardzell posits participatory approaches 
as being one clear way to tackle this, as they distribute authority 
and responsibility for decision making across stakeholders – thus 
the aforementioned overlap with participatory design. 

2.2.1 Participation, Making Labour Visible: “Valuing participatory 
processes that lead to the creation and evaluation of prototypes” [10]; 
“making visible the many ‘hands’ involved in undertaking [HRI]” [28, 
ch. 7]. 

Participatory design is relatively well established within HRI 
such that we can already point to excellent examples of works em-
bodying the participation principle. One such work, which arguably 
engages participation within an advocacy context, is Valencia et al. 
[113]’s work on co-designing socially assistive sidekicks as aug-
menting and alternative communication (AAC) devices for improv-
ing communicator inclusion in conversation. By including both 
AAC users and their conversation partners, the work also show-
cased the principle of considering context per Section 2.1.1. When 
working with marginalized communities, we can also look to Femi-
nist HCI for insight on how to ensure these discussions are attended 
to in ways which are meaningful and ethical (e.g. [48, 101]), eforts 
also recently mirrored by HRI researchers [6, 124] to complement 
previous suggestion of a code of ethics for the HRI profession [84]. 

The concept of making labour visible builds on that of participa-
tion in two key ways. Firstly, it is about properly valuing, crediting, 
and reimbursing all of those contributions required to ultimately 
bring an HRI development or deployment to fruition. As pointed out 

in Data Feminism, improper remuneration of research participants 
(including a reliance on voluntary participation) disproportionately 
excludes women, the working class and people of colour from tak-
ing part in research. A recent review indicates this may indeed have 
been an issue in HRI research to date, providing recommendations 
around recruitment to address (primarily gender) representation 
in HRI research [117]. Secondly, it is about better crediting and 
elevating diferent forms of labour. A tangible example highlighted 
in Data Feminism is the Atlas of Caregiving, whose pilot study [66] 
utilised HCI devices in conjunction with qualitative data collection 
to generate a comprehensive documentation of the various tasks 
involved in family caregiving. We struggled to identify existing 
HRI works which provide clear exemplars of this (outside of related 
works previously discussed around e.g. participation, ethnogra-
phy and later under emotion and embodiment), but note it is also 
something called for in Strengers and Kennedy [104]’s call for a 
feminist reboot of social and assistive technologies. They discuss 
how such technologies can support (men’s) increased engagement 
in traditionally feminised labours, but identify a need to ensure we 
raise the status of such labours for everyone, not just make them 
cool and masculine via ‘mentrifcation’ with gadgets and toys [104, 
ch. 8, p215 “New Toys for Boys”]. We suggest one possible starting 
point is to at least question when robot autonomy is appropriate 
and recognise instead when teleoperation might be better e.g. in 
socially assistive robots [30] thus recognising the skill and value in 
caregiving work rather than assuming it is something (a) easy and 
(b) desirable to automate. 

2.2.2 Pluralism: “Resisting any single, totalising or universal point 
of view” [10]; a practice of "synthesizing multiple perspectives"; “in-
sisting that the most complete knowledge comes from synthesising 
multiple perspectives, prioritising local, Indigenous and experiential 
ways of knowing” [28, intro; ch. 5]. 

HRI works concerned with examining cultural diferences in 
robot evaluations, and/or looking to draw from diferent cultures 
in robot design, contribute to the quality of pluralism. For exam-
ple, works discussing Confucian ethicsperspectives on robot blam-
ing [122] or robots as moral advisors [60] challenge the notion 
of ‘western-by-default’ cultural contexts when thinking about the 
expectations users have from robots, and the way to approach 
designing behaviour for morally-laden scenarios. Works which 
include multiple experiment sites to allow for cross-cultural com-
parisons [103] are also important, but we should be careful to avoid 
a model of simply ‘exporting’ studies done in the west to repli-
cation sites elsewhere in order to ‘check for generalisability’, and 
rather start from an understanding and recognition that we should 
not expect universal HRI experiences. Pluralism can also pertain 
to considering context and participation, for example, Tanqueray 
et al. [108] invited gender studies scholars and clinical staf to (in-
dependently) discuss an application of socially assistive robots in 
women’s reproductive health – noting that each group had sig-
nifcantly difering views on the risks and opportunities such an 
application poses. We were unable to identify any HRI works which 
similarly spotlighted local, Indigenous or experiencal knowledge, 
and so we point to examples in HCI from which we might take 
inspiration [3, 7, 71, 114] and identify this as a signifcant research 
gap within the HRI literature. 
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2.2.3 Elevate Emotion and (User) Embodiment. “Recognising that 
users have (gendered) bodies which experience sexuality, pleasure, de-
sire and emotion.” [10]; “value diferent forms of knowledge, including 
that which comes from people as living, feeling bodies” [28, ch. 3]. 

Whilst robot users’ bodies have been identifed as the source 
of multimodal cues, some of which might be associated e.g. with 
personality or afective state of the user for informing or evaluating 
robot behaviours [39, 42, 62, 65, 93] very few works are seemingly 
driven by a desire to generate some bodily experience in users, 
or even simply ask participants how they felt during an interac-
tion. This is evidenced in a recent survey of metrics and methods 
utilised in over 1400 HRI research works published at the felds 
two main conferences from 2015-2021 [123]. The authors identifed 
and categorised the most frequently used subjective and objective 
measures, with the results pointing towards a lack of consideration 
regarding users’ bodily experiences, in place of focus on opinions 
about the robot or more objective measures pertaining primarily to 
‘task efciency’. An exception is the documenting of users’ emo-
tion directed at the robot, seen in 216 papers. This represents most 
common type of subjective measure, but still less than ffty percent 
of the 463 papers seen to be measuring the most common objective 
measure, which was ‘task performance’. Further, attention should 
also be paid to the motivations underpinning those works which 
do examine user emotion expression – is there genuine interest 
in embodied user experience, or rather a desire to e.g. evidenced 
improved robot acceptance via a proxy quantifcation of bodily 
signals? 

We can take further inspiration from the breadth of ways Femi-
nist HCI has looked to account for the (diverse) human body in HCI 
at large. This includes the application of approaches such as soma 
design [50] to interrogate and design for new types of experiences 
and interactions with technology which account for the body and 
its processes (e.g. [97, 102]) through to critical alternatives to the 
quantifcation and commodifcation of the human body so com-
monly seen in industry [49]. Treusch et al. [111]’s work using robot 
knitting to question the narrative of optimisation provides per-
haps a frst example specifcally utilising HRI this way. Centering 
bodily experiences like this, in place of the typical ‘task efciency’ 
measures noted above, represents a challenge to power as it shifts 
the narrative regarding what success ‘looks like’; altering how our 
research fndings might be utilised in future works/commercial 
developments and hence who our research outputs serve. Aim-
ing to maximise measures of user comfort in collaborative HRI 
settings (perhaps combining subjective user-reports with objec-
tive measures pertaining to e.g. heart rate, electrodermal activity, 
skin temperature etc. [120]) rather than minimising task speed, 
might help prevent HRI research fuelling situations like that in 
the Amazon warehouse, where the deployment of robots centers 
speed and efciency over all else, with detrimental impact on hu-
man workers [31]. Again here it is an issue of which measures and 
why, moving away from an unquestioned assumption of needing 
to improve acceptance, demonstrated via some quantifed gain in a 
particular bodily signal measure, but rather on working towards a 
better experience for the user. 

Works on afective touch in HRI, typically trying to provide those 
unable to experience (human or animal) social touch, demonstrate 
the embodiment quality in their focus on the (bodily) benefts of 

such; be it e.g. reduced stress and release of oxytocin [13] or reduced 
pain [56]. Block et al. [13]’s work on robot hugging specifcally also 
showcases the embodiment quality in the way they conceptualise 
their design goals/assess interactions as they refer to designing for 
‘pleasant, natural-feeling hugs’ which users’ are asked to evaluate 
via scales from ‘love’ to ‘hate’, refecting those more primordial 
and experiential user feelings Bardzell refers to. Building on our 
comment above regarding motivations for capturing user emotion 
expression, these afective touch works can be contrasted directly 
with works using robot touch as a persuasive cue, primarily consid-
ering impacts of this on some desirable user behaviour such as task 
engagement [73], self-disclosure [96] or pro-sociality [95]. More 
generally, works which utilise measures pertaining to examining 
users’ bodily or afective experiences of HRI, ideally as a goal in 
their own right rather than being proxies for some other more 
typical measures of engagement or perception of robots, might 
be said to be exhibiting the quality of embodiment. The physical 
robogame Robotower, and de Oliveira et al. [26]’s examination of 
how to maximise user fun ofers an example. 

We suggest Fosch-Villaronga and Poulsen [37] provide an exam-
ple of (re-)considering how the embodiment quality might manifest 
in healthcare robotics with their discourse on the potential use of 
sex robots in care for persons with disabilities. They identify that 
sex robot applications might be sexual, emotional or educational in 
this context, where the sexual theme specifcally includes e.g. the 
intimate act of cuddling, something which signifcantly predicts 
sexual satisfaction of men with disabilities, but is unlikely to be 
what people frst think of when imagining sex robot applications. 
In doing so, the authors look to challenge the default narrative 
of sex robots, legitimising and making space for more nuanced 
discussions around treating users as whole bodies when concep-
tualising robots for healthcare. This work, along with Dudek and 
Young [29]’s suggestion that sex robots taking more inspiration 
from the 2LGBTQIA+4 community (itself hence demonstrating also 
the principle of pluralism discussed previously) could ofer exciting 
potential for users to explore their sexual identity, are seemingly 
the only works considering positive bodily experiences that might 
be derived from HRI with sex robots currently found in the proceed-
ings of the International Conference on Human Robot Interaction. 
Other works discussing sex robots are concerned with user per-
ceptions of sex robots and their potential to (negatively) infuence 
e.g. human-human interactions [52, 88, 91]. A feminist perspective 
identifes new points of consideration on either side of this discus-
sion. For example, it motivates design exploration of sex robots 
designed according to broader experiences of sexual pleasure in 
place of the focus on male pleasure and penetrative sex seen to 
date [104]. On the other hand, it would also call for careful con-
sideration of the implications regarding autonomy, consent and 
coercion when replacing sexual intimacy with a humanoid object 
and if/how that may change a humans perspective on consent and 
autonomy, paying particular attention to potential harms for people 
of marginalized identities within patriarchal societies. 

4“an inclusive acronym to refer to the noncishet (cisgender heterosexual) community 
[...] including Two-Spirit, Lesbian, Gay, Bisexual, Transgender, Queer/Questioning, 
Intersex, Asexual/Agender/Aromantic (2LGBTQIA+)" Dudek and Young [29] 
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2.2.4 Re-Think Binaries and Hierarchies. “challenge the gender bi-
nary along with other counting/classifcation systems that perpetuate 
oppression” [28, ch. 4]. 

A number of critical works within HRI have recently drawn atten-
tion both to reporting practices [20] and the counting/classifcation 
systems we are utilising more broadly (although more in the con-
text of critiquing the lack of standardisation [123]). The review 
on HRI research participation [117] we previously discussed un-
der Section 2.2.1 is also relevant here, as it identifes a practice 
of excluding (inherently or explicitly) non-binary research partici-
pants (who typically represent a very small number of participants) 
when conducting (quantitative) gender analysis, and provides a 
number of starting suggestions for going beyond this. In HCI, crit-
ical works have also drawn attention to the harms of designing 
for users within the binary defnition of gender, for example Spiel 
[100]’s auto-ethnography on navigating technology-related gender 
registrations as a non-binary individual. We note that calls for in-
creased gender and sex-based analyses in HRI [32, 107] need not 
be mutually exclusive, but should be explicitly articulated and care-
fully captured with informed consent, as we must also be aware of 
the risks this poses for entrenching sex/gender binaries and stereo-
types [21, 38]. One obvious way HRI might look to challenge gender 
binaries is in the design of non-binary or gender ambiguous robots, 
a design space recently alluded to by multiple researchers [81, 118], 
although we refer again to the need to consider particular robot 
design choices within the subject-positioning relations as per §1.2. 

2.2.5 Self-Disclosure. “Making visible the ways that technology 
shapes users towards become the projected ‘ideal’ user.” [10]. 

We struggled to identify HRI works which might be said to exem-
plify this principle. Bardzell cites Amazon’s recommender system as 
an example: users can ask which previous purchases led to a specifc 
product recommendation they have received, and indicate whether 
certain purchases should be ignored for this purpose [10]. We might 
point to works on robot transparency/explainability [34, 119] as 
being somewhat relevant, although perhaps missing elaboration 
regarding this notion of the ‘ideal user’. An example from Femi-
nist HCI on wearable technologies perhaps highlights this element 
better, as it discusses the use of biosensor-embedded clothing to 
‘conceal and reveal’ users’ body data in the context of challenging 
narratives around cultural expectations and ownership of iden-
tity [54], although this perhaps centers user self-disclosure where 
we (and Bardzell’s receommender example) might think more about 
robot disclosure. Regardless, we identify this as one principle rep-
resenting very much an open design space for the community to 
refect on and co-opt to (re-)defne what designing for user and/or 
robot self-disclosure might encompass. 

3 TOWARDS FEMINIST HRI PRACTICE 
Drawing from the concepts and examples outlined above, here we 
try to summarise some starting points for Feminist HRI practice. We 
focus on how these principles are made apparent in the day-to-day 
work of researching and designing robots interacting with humans, 
either in the lab or in the wider world. To make these actionable we 
split this section around the design of the robot and the interactions 
with it, and the wider design and reporting of the research itself. 
While this is, to an extent, a false dichotomy, it provides a structure 

to our recommendations for practice – allowing those with difer-
ent roles at diferent times the freedom to refect on the complex 
interactions between them. Within each we focus on two actions 
to take, through a series of questions5 to be answered about the 
robot, the users, the research, and the researchers themselves. We 
propose that, in order to propagate and normalise taking a feminist 
approach to HRI, these questions need not only be seen as tools 
for self refection and planning, but can be explicitly answered in 
design briefs, corporate reports, and research publications. Whilst 
in sum representing a novel way to think about HRI, we do not 
propose any new methodology specifcally, but rather suggest these 
questions can be explored with current UX, HCI and/or HRI meth-
ods that practitioners use to identify opportunities and challenges 
for interventions, involve users in ongoing design processes, and 
verify the robot is ft for purpose. 

3.1 The Robot 
Robot appearance and ‘personality’ might be the frst point of 
contention that comes to mind on hearing the term Feminist Robots 
(c.f. our own previous work in this direction [118]). Yet here we 
want to quickly move beyond looking at the presentation of the 
robot in isolation to dig down and refect on the robot’s subject 
positioning more broadly, which is what really guides if, how and 
why particular design choices matter. 

3.1.1 Examining. In HRI we know that in many cases the physical 
appearance of the device is highly constrained. The choice may be 
limited to a single device available at the time and place of the re-
search, and creating custom hardware is unnecessary for answering 
many questions that HRI research sets out to investigate. What is 
also clear, from the principles above, is that it is not the physical ap-
pearance of the robot in isolation that is important, but rather how 
the embodiment, including any specifc choice of anthropomorphic 
social identity cues, relates to its subject position within the broader 
social context. To start exploring this, researchers might consider: 
What are the norms and expectations around the robot’s actions? 

The frst of the actions we propose to be taken is to examine 
the role that the robot is designed to take in the interaction, with a 
focus on what that role means in practice. By this, we encourage 
designers to systematically map out the what a human performing 
the same actions in the same situation would be expected to know, 
how they would be expected to act, and how they would expect to 
be treated. As part of performing this mapping, we encourage the 
designer to examine their own expectations around this role – who 
is the person that you expect to ft into this interaction, and why? 

Moving outward from the robot, the next step of this process of 
examining the human-robot interaction through a similar lens. 
Who will be interacting with the robot? 

While keeping some ambiguity in mind as to the robot’s level of 
autonomy in this interaction, it is important to map the people that 
will be the subjects of these interactions. In doing so we encourage 
designers to expose the expectations that the user will have the 
frst, and the thirty-frst time they perform this interaction. How 
these expectations are shaped by the human-centric exploration 
above is an important set of relationships to map in understanding 

5we take inspiration here from the Feminist Design Tool put forward by Josie Young 
and the Feminist Internet [121] 
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how the robot can efectively and efciently ft into the use case. 
Beyond examining the preconceptions and learning of the users 
that will directly interact with the robot, it is also important to map 
any secondary and tertiary users, their interactions with each other 
and the primary user. Document what you expect an observer 
would see and be able to understand from the interaction, and 
how a user may explain or discuss their use – with an observer or 
someone who had never seen the robot. In doing so this gives you 
the opportunity to expose your understanding of how the social 
environment is shaped by the change the robot represents, and 
plan for it accordingly. The previous literature on social shaping 
and in-situ HRI studies highlighted earlier demonstrates how this 
can be done in practice. 
How will the robot change the interaction? 

We have not yet mentioned the proposed autonomy of the robot, 
focusing frst directly on the human users and their actions, inter-
actions, and expectations, generally with reference to an equivalent 
human-human interaction. The next stage is to explore exactly how 
the translation from prospective human-interaction to instantiated 
robot-interaction changes the material and immaterial qualities of 
that interaction. Currently, no human activity can be perfectly and 
seamlessly carried out by a robot – a limitation that looks set to 
continue for the foreseeable future. Instead of glossing over the 
important technical and design work that is behind the translation, 
tuning, and framing of an interaction to make it robot-compatible 
we suggest that it be documented and reported fully. We might 
consider a mechanism akin to model cards as put forward in the 
machine learning community [69]. In doing so, the change that 
the robotic interaction has on the interaction and those who will 
interact with it can be better understood, and the design itself can 
be iterated on to balance the needs of the interaction with the social 
and physical situation that interaction happens within. Maintain-
ing a sensitivity to power through this process can be achieved by 
asking – what is being gained, by who, from these interactions? 
And, on the contrary, what is being lost, by who? Further, who is 
(now) doing what kind of labour in order to support them? 

3.1.2 Challenging. The examination of the situation and the norms 
which the robot will interact through and with, and how they will 
be changed to successfully complete the goals of the intervention 
design allows for a more nuanced and better situated robot interac-
tion. However, as developers and designers we have the power to 
shape interactions, and through them those situations in which the 
interactions take place. Building on the understandings developed 
in the examining phase the next step, the next challenge for those 
designing and developing robots, is to decide where and how to 
afect change. 
What norms do we want to promote, and what ones to challenge? 

While the examining phase exposes the norms and attitudes 
surrounding the interactions being designed, they should not be 
automatically encoded directly into the behaviour and design of 
the robot. Rather, designers and developers should make conscious 
and informed decisions regarding which norms to replicate versus 
which ones to challenge, taking into account the wider situation 
uncovered in the previous step, extrapolating the impact of such 
encoding on a wider range of users, including those in a secondary 
and tertiary role. Replication of norms may decrease the learning 

phase or increase intuitiveness of interaction, or even increase ac-
ceptance in some demographics, but also risks propagating social 
inequalities ranging from stereotyping [104, 116] to dehumaniza-
tion [31, 79]. We encourage designers to explicitly report on what 
roles and norms they have chosen to take advantage of to ease 
the interaction, which ones they have chosen to challenge through 
changes to the appearance or actions of the robot, and why either 
path was taken. 
Can we minimise the risk of harm to low-power users by reducing, or 
at least not exaggerating, situational power imbalances? 

Having an eye on the latent power dynamics within the context 
of use, designers are then able to consider what active infuence they 
have in the robot deployment to alter them. One example would 
be designing informed, enthusiastic consent into ongoing robot 
interactions, as has been suggested in mobile devices [72], rather 
than trusting it to institutional actors around the robot. Important 
here also is our choice of data input streams and ‘success measures’ 
that might be driving an interaction, per our previous discussion 
on centering bodily experience over ‘task efciency’. Additionally, 
designers can also refect here on what labour the robot is doing 
and how to make visible (rather than diminish) the labour of their 
human collaborators. 

3.2 The Research 
The second phase of examining and challenging we encourage HRI 
practitioners to engage in involves taking one step back from the 
design and deployment of the robot to encompass the design and 
implementation of the research itself. We take this in a chrono-
logical order, starting with the development of the research idea, 
through the planning of the development and research trial, the 
metrics and data collection and analysis, through to the reporting 
of the results and the sharing of relevant data and artefacts. These 
steps cover a range of diferent roles and responsibilities, and we 
recognise that not all of those involved have the opportunity nor 
the power to challenge at every stage, but by contemplating ways 
in which to enact change we hope to encourage an openness in 
the system, an understanding of the diferent constraints placed by 
the competing pressures of academia, and a willingness to consider 
change where and when possible. 

3.2.1 Choosing Challenges and Defining Research Qestions. The 
frst stage of any research project is the decisions as to what chal-
lenges to address and what research questions to answer. 
Why are we answering these questions about this population? 

Whilst many might point e.g. to funding initiatives as being a 
major force in setting research direction, it is rare that any research 
program or question does not have the ambiguity to allow for the 
researcher(s) to adjust it in some way to support their own goals and 
values – goals and values which are likely to evolve in response to 
the explorations described above. Periodically checking-in to refect 
on and refne/re-evaluate initial research questions/goals, particu-
larly in cases where researchers might be working with a specifc 
population they’ve limited previous experience of, is a worthy exer-
cise. The we within this question is also important and intentional. 
In fnding peers to discuss research proposals, implementations, 
and plans for studies and publications there are decisions made on 
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who to include in these conversations. These can happen at difer-
ent levels of the academic hierarchy and in choosing collaborators, 
there are any number of competing goals and constraints on geo-
graphic location, research background, reputation, and personality 
that are – to greater and lesser extents – taken into account. Where 
such collaborations are the norm, we would encourage refection 
on the diversity of inclusion taking place – is it the ‘usual suspects’ 
from a small number of labs? Why is that the case? Where there are 
barriers to such collaboration, those barriers themselves should be 
investigated. At a community level, perhaps we can do more to fa-
cilitate networking and (unexpected) collaborations e.g. in the form 
of workshops (c.f. the DEI Workshop at HRI 2022[25]) or themed 
networking events at our conferences. 

We recognise the extra labour involved in working with a vari-
ety of people with diferent backgrounds and views on academic 
practice, but see this as a well spent investment (we as an author 
team have certainly found so, in doing the work underlying this 
manuscript). A diversity of voices at all stages of the process not 
only results in more grounded results and better generalisability 
but also increases the visibility of those results and the ongoing 
research through multiple social and collegiate networks. 
Why are we recruiting these participants? 

Consider the choice of target users when defning what to im-
plement and test, drawing from this who to recruit and how to 
support their taking part in the study. At each phase we encourage 
researchers to challenge the status-quo of samples of convenience 
(including e.g. with respect to need for reimbursement or ofce 
hours availability) in participant recruitment. Again, we recognise 
the extra labour involved in making research participation acces-
sible to a broader range of participants, and again we argue that 
the resultant diversity of data gathered will return dividends in 
research quality, although even if it didn’t, we’d argue for it any-
way because equalising access to opportunities is important for the 
communities we live and work in. 

3.2.2 Conducting the research. When conducting research each 
feld and each method employed has its own set of norms and 
procedures to be followed. What we want to bring to the fore is 
that these methods and procedures are not static, with methodology 
papers regularly published across many disciplines challenging and 
changing the way research is conducted from multiple fronts. 
Why are we employing this methodology in this way? 

We want to encourage the same level of refection on the norms 
and practices of the research itself as of the situations our technolo-
gies are designed to support and change, and to do that we must be 
cognisant of the malleability of research as a practice. Researchers 
can consider the practical aspects of the method being used, the 
diferent roots in theory and practice that diferent versions of ana-
lytical practice have, and the impacts it has on the people and the 
power structures it touches. 

3.2.3 Metrics and Analysis. Here there are many choices that are 
made along the way in the research procedure that come together 
in the analysis of the collected data, providing the contribution of 
the research as a whole. The frst is the metrics that are collected 
during the process. Following on from the methodological questions 
asked above, what you chose – or chose not – to measure can have 
a signifcant impact on the types of contributions and how they 

are understood by the research team. We refer readers to Data 
Feminism [28] for detailed further discussion on this, but point 
again to a question we raised earlier: when evaluating robot design 
- who is gaining, who is losing, and which impacts are actually 
being measured? 
How can we allow for participant agency? 

We have so far discussed only the researcher’s needs and per-
spective – but what about participants? We suggest that participant 
metrics be exposed to them when they are available. This can be 
after the fact, but having a procedure to allow participants to see 
what was collected, why, and decide with some granularity what 
to allow the researcher to use, what to remove, and – depending 
on the data – what to correct. 

This call for agency follows through to the analysis of the results. 
There are many steps in the analysis in which the researcher makes 
choices that determine the focus of the contributions. These can 
be from which metrics to focus on, which outliers to remove, to 
what bins are used to split and compare participants or interactions. 
We suggest that in making these decisions researchers should look 
beyond the methodological norms and the goal of presenting a 
contribution to considerwhat such choices mean for the participants 
being measured, the type of contribution that the researcher wants 
to be making, and how it fts in the wider research conversation 
on this topic as a whole. Questioning why participants are split by 
gender, age, or geography (for example) starts with refecting on 
the reasoning on why such a diference may exist in the frst place. 
Allowing for agency here, both on the part of the researcher and 
the participant, means identifying what such results might enforce 
or challenge in the wider world, and if those involved are happy 
with their labour being employed to do so. 

4 CONCLUSION 
We have presented a set of feminist principles for HRI, drawn from 
our neighbouring felds of HCI and Data Science, and identifed 
existing HRI works that exemplify these qualities already, other-
wise discussing how examples from these other felds might trans-
late into HRI. We posit that, frst and foremost, pursuit of these 
principles will yield better, more ethical HRI through increased 
understanding and conscious decision making relating to subject-
positioning power relations in the research/design we do and the 
user-robot interactions that result. For those interested in going fur-
ther, explorations of how we might challenge such power relations 
motivates exciting new directions in HRI research. We have pro-
vided a set of refexive questions designed to support researchers 
at either level, frst in honing their sensitivity to power, then their 
ability to challenge it. In doing so, we hope to provide a starting 
point for further discussions regarding what Feminist HRI is or 
could be, and further development of the practices and potential 
research directions we’ve outlined here. 
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