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Abstract
As our lives becomemore and more digital, our exposure to certain phenomena increases, one of
which is hate speech. Thus, automatic hate speech identification is needed. This thesis explores
three strategies for hate speech detection for cross­domain scenarios: using a model trained
on annotated data for a previous domain, a model trained on data from a novel methodology
of automatic data derivation (with cross­domain scenarios in mind), and using ChatGPT as a
domain­agnostic classifier. Results showed that cross­domain scenarios remain a challenge for
hate speech detection, results which are discussed out of both technical and ethical considera­
tions.
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Sammanfattning
I takt med att våra liv blir allt mer digitala ökar vår exponering för vissa fenomen, varav ett är
näthat. Därför behövs automatisk identifikation av näthat. Denna uppsats utforskar tre strategier
för att upptäcka hatretorik för korsdomänscenarion: att använda inferenserna av en modell trä­
nad på annoterad data för en tidigare domän, att använda inferenserna av enmodell tränad på data
från en ny metodologi för automatisk dataderivatisering som föreslås (för denna avhandling),
samt att använda ChatGPT som klassifierare. Resultaten visade att korsdomänscenarion fort­
farande utgör en utmaning för upptäckt av näthat, resultat som diskuteras utifrån både tekniska
och etiska överväganden.
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1 Introduction
Most don’t equate freedom of expression to the freedom to say any thing to anyone for any
reason whatsoever. Just like we introduce laws to disallow individuals to do harm to others —
physically or psychologically — we have laws and norms to regulate the extent of that freedom
of expression so that it isn’t used to hurt others or impend the freedom of expression of others
(similar to accepting the conclusion of Popper (1945, p. 109) concerning the paradox of intoler­
ance: any free society tolerating intolerance will eventually have its liberties destroyed by the
intolerant). Sometimes this is the definition used for what is known as hate speech, but, despite
the common sense intuition that we know what hate speech is, namely speech which expresses
hate towards either specific people or groups, in trying to close in on a definition it grows ever
more elusive — both in the common sense intuition of people (as evident from poor annotator
agreement (Roß et al. 2016)), as well as more linguistic definitions (Brown 2017; Brown 2018).
Despite the difficulty in definition, identifying hate speech is necessary if we want to avoid the
real consequences exposure to hate speech can have to individuals, which results from studies
like Bilewicz and Soral (2020) suggest can increase polarization in society. Because of the im­
mense amount of data on the internet, automatic parsing and identification of unfiltered posts is
needed.

Hate speech detection is a challenging but in­demand task within natural language process­
ing (NLP). This thesis aims to investigate methodologies to alleviate challenges during cross­
domain scenarios, i.e. when we have data for one domain (e.g. one discussion forum) and then
transfer it to another. The reasoning for this stems from other studies in computational socio­
linguistics, who found numerous lexical and semantic differences between communities on the
internet (Bamman et al. 2014; Hemphill and Otterbacher 2012; Lucy andMendelsohn 2018; Yo­
der 2021), which theoretically also should apply to hate speech constructions in accordance to
Brown (2017). Specifically, methods for automatic extraction of training data from unannotated
data (using a small amount of annotated data from another domain), as well as the feasibility of
using ChatGPT for annotation of hate speech, is researched.
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2 Background
In this section the following will be presented: the surrounding literature regarding hate speech
itself, the methodologies commonly used for hate speech detection, and the underlying architec­
ture of those methodologies themselves necessary to make sense of the proposed methodology
for this thesis.

2.1 The problem of definition
To investigate how we can identify hate speech we must first try to define what it is. This turns
out to be a greater challenge than one might think, especially when we take into consideration
that any definition of hate speech must tread the line between what can be constituted as being
under the protection of free speech, or what can’t, very carefully (Brown 2017). After all, as
Shakespeare put it somany years ago: “All’s not offence that indiscretion finds.” 1 One common
strategy is to lean on an already established legal definition. For example, according to the EU’s
Framework Decision 2008/913/JHA, hate speech is punishable by means of criminal law, stated
as follows:

“Public incitement to violence or hatred directed against a group of persons or a
member of such a group defined on the basis of race, colour, descent, religion or
belief, or national or ethnic origin;”

However, leaning only on legal definitions is risky if our primary goal is to understand what
hate speech actually is, since legal definitions draw heavily from people’s intuition to make final
judgments, which isn’t ideal considering the large problems with annotator agreement in studies
based on those types of subjective judgments (e.g. is this hate speech, or not)(Roß et al. 2016). As
an example of how this subjectivity issue is instantiated in less academic circles, take the infected
debate climate surrounding the state of Israel. One side argues that any criticism against Israel is
effectively hate speech (e.g. Wolkoff (2020)), while the other claims that the critique is merely
an attempt to shut down debate (e.g. Forman (2018)). And while these examples may both be
slightly tongue­in­cheek, the consequence is that the line itself between what can be considered
hate speech, and what can’t, paradoxically becomes impossibly strict and impossibly subjective
at the same time.

This problem of definition is pervasive in the realm of automatic identification of hate speech
across datasets, and available datasets often make use of different definitions, making a com­
parison between them difficult (MacAvaney et al. 2019).

2.1.1 Definition

However, despite the difficulty in definition, a working definition must be used since this is a
classification task wherein there must be a hard set boundary of what can be constituted as hate
speech, and what can’t. The definition of hate speech that will be formally used in this thesis is
derived from Fortuna and Nunes (2018), who gathered several definitions of hate speech from
different sources and identified common dimensions between them, as well as the definition
used in Essen and Jansson (2020), seeing that the data used in this thesis is partly from their
research (for more details on data choice see Section 3.1 on page 8). The working definition is
as follows:

1King Lear, Act II Scene IV
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1. Incites violence and/or hate against groups/individuals,
2. Attacks or diminishes groups/individuals,
3. Targets specific groups/individuals.

This working definition is chosen not only because Fortuna and Nunes’ (ibid.) definition
has been used as inspiration for previous hate speech identification research (e.g. MacAvaney et
al. (2019)), but primarily because it is close to the definition used in Essen and Jansson (2020)
to annotate posts containing hate speech. However, worth noting is that this definition is not
universally accepted, and it has its fair share of issues. Additionally, it does not explain the
reasoning behind cross­domain scenarios, and why it is needed for hate speech identification on
the internet. This will be further discussed in the section that follows.

2.1.2 Hate speech as speech acts

Trying to amend this gap of the lack of a universally accepted definition, Brown (2017) attempts
to define hate speech not out of a definite set of properties, but as he puts it on page 427, instead
as being the “expressive dimensions of identity­based envy, hostility, conflict, mistrust and op­
pression”. In other words, that hate speech — despite what the term’s constituents imply —
needn’t necessarily stem from emotion or malicious intent but can be explained in virtue of a
special kind of speech act; i.e. that hate speech can have different functions for the user de­
pending on the context in which it is uttered. Brown (2017) doesn’t deny that it can be used
stemming from hate, but that it also can have functions for that individual’s identity. One can
imagine, for example, that a member of the Ku Klux Klan is expected to express hate speech
despite their own opinion on the matter if that person wants to fit in with that particular group.
In a follow­up article, Brown (2018) argues that what makes online hate speech special are the
elements of anonymity and instantaneousness (i.e. that one doesn’t have to carefully consider
what one says before posting), which are defining features of social media platforms in com­
parison to real life. These aspects, he argues, have led to a radical shift in how hate speech is
used and encountered in modern society compared to when the term referred to what we might
consider the prototypical sense of the term, in that we encounter it quite a lot more frequently
than we used to, and that online hate speech can propagate in tight­knit communities where hate
speech serves as one aspect of that group’s identity.

This is in line with other studies from computational sociolinguistics, where numerous stud­
ies have investigated the diversity in language use and adoption between distinct communities,
for example: Bäck et al. (2018) investigated a Swedish discussion forum and found that as users
get more involved in that particular community, they use the first­person singular pronoun (I)
less and the first­person plural pronoun (we) more. Hemphill and Otterbacher (2012) found that
female users of a movie reviewwebsite tend to adapt their language use in movie reviews to their
male counterparts, which they explain in virtue of men receiving more prestige in that particular
community. Numerous other studies in computational sociolinguistics have additionally shown
that groups with different identity on the internet differ in their language use (Yoder 2021), both
in lexical choice (Bamman et al. 2014) as well as how users use the same word to convey dif­
ferent meanings (Lucy and Mendelsohn 2018). In other words, we expect linguistic variation
between communities on the internet just like in regular linguistic communities, variation that
— if Brown (2017) is correct — also applies to hate speech constructions.
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2.2 The societal effects of hate speech
A cross­sectional study by Keipi et al. (2016) found that 40/44% (female/male) of subjects had
reported being exposed to hate speech online. This is not ideal, since as Bilewicz and Soral
(2020) argues, exposure to hate speech leads to political radicalization and it deteriorates in­
tergroup relations. This is supported by research like He et al. (2021) who found a correlation
between exposure to hate speech and anti­Asian hate on Twitter after COVID­19. Psycholog­
ically, Bilewicz and Soral (2020) explain this as being in virtue of empathy being replaced by
a ‘us vs. them’­response since the increasing presence of hate speech creates a sense of the ex­
istence of a descriptive norm which allows (and encourages) outgroup scorn. In other words,
the increase in hate speech is a psychological process powered by our desire to adhere to social
norms. These effects can be observed in real­life observations as well, Winiewski et al. (2017)
for example, saw that Polish youths who are more exposed to hate speech not only tend to avoid
being around ethnic minorities in their physical environment but also show greater support for
harsher treatment of immigrants.

2.3 Machine learning to the rescue
Many areas concerning the analysis of linguistic behavior on the internet must use machine
learning simply due to the enormous amount of data that needs to be processed. Sifting through
that data manually simply isn’t feasible, no matter the manpower. This often includes some
classification task, i.e. a task wherein we are interested in an algorithm that can ‘classify’ pieces
of text according to certain labels. One such example is spam detection, where we are interested
in labeling emails as either spam or not­spam. Originally, this kind of task was approached
using a simple algorithm, where our features were — for example — based on certain words.
This would mean that a spam detector would only be able to classify something as spam if it
contained a certain amount of words that are predictive as spam according to that algorithm.
However, text classification tasks are often much more difficult than that; hate speech, case and
point. The task of hate speech identification is one which not only lexical choice but also a
syntactic and — perhaps most importantly — a semantic dimension play differently important
roles. To capture these multifaceted dimensions these algorithms and models need to not only
possess a large number of dimensions themselves, but they also need a lot of data to fill those
dimensions. Many of these difficult aspects require context­sensitive systems, something which
new machine­learning models have attempted to incorporate.

2.3.1 Transformers

The transformer model is a deep­learning model introduced by Vaswani et al. (2017), and it
is built on the idea of self­attention, which gives certain parts of the input more importance
while diminishing other parts. Specifically, transformers were designed to solve specific prob­
lems for machine translation (where context is essential for many languages to assign meaning
and correct grammar for a sentence) on longer documents. Consider translating the two sen­
tences [taken from the original blog post by Uszkoreit (2017)] “The animal didn’t cross the
street because it was tired” and “The animal didn’t cross the street because it was too wide”.
The translation of the anaphoric pronoun ‘it’ depends on whether we mean ‘the street’ or ‘the
animal’ from English to French, since French has gendered nouns. The introduction of self­
attention meant that in contrast to previous approaches, transformers could make these types
of inferences using a constant amount of calculations instead of having to take the entire input
in as a sequential list (which makes dealing with longer documents exceptionally demanding
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in regards to computation), and since it processes all tokens of the input at the same time also
makes parallelization easier, which decreases training time. The original transformer is made
up of two neural networks: the encoder and the decoder. The encoder is a type of neural net­
work which takes data as input and produces a latent representation as its output, where a latent
representation can be thought of as a compressed representation of the most important features
of the data. The decoder then takes that compressed output and generates an output sequence.
Some models make explicit use of these components and only use one or the other. GPT, which
stands forGenerative Pretrained Transformer, introduced by Radford et al. (2018) only uses the
decoder to generate text by taking certain tokens as input and then using those guesses the next
token, which are then appended to the input and used as output for the next token prediction.
This architecture was then augmented in a supervised manner to better act as dialogue agents in
ChatGPT, released in late 2022 (OpenAI 2022).

2.3.2 BERT

BERT, which stands for Bidirectional Encoder Representations from Transformers, is an
encoder­only transformer model used for various language inference tasks, introduced by
Devlin et al. (2018). BERT was introduced to mitigate the limitation they observed in the way
that the then­current transformers represented text since they did so unidirectionally. BERT can
instead utilize both directions for its representations. For BERT there are two specific steps in
which training occurs: pre­training and fine­tuning. For pre­training the two main components
of BERT are trained, namely i.) the masked language model (MLM) and ii.) the next sentence
predictor (NSP), using two tasks: i.) mask some percentage 2 of the input tokens at random and
then let the model predict those tokens using all the tokens in that particular input, and ii.) give
the model pairs of sentences, half of which are true pairs and half random, and let it predict
whether they truly follow or not. These pre­trained representations are task agnostic, which
reduces the need for specifically engineered task­specific architectures. Instead, task­specific
engineering is performed with the second step, the fine­tuning stage, in which we use a
smaller amount of data to train the model for some specific downstream task (e.g. hate speech
detection). This is what is also called transfer learning, where we take the knowledge already
present in a model and leverage that to some more specific downstream task, i.e. we transfer it.

There is an additional distinction here regarding text classification tasks during transfer
learning and if the model in question has seen examples of what it is designed to accomplish:
few­shot learning, meaning if the model has only seen a few examples of the task at hand, the
goal being that the model generalizes the prior knowledge from that data to unseen data; and
zero­shot learning where the model hasn’t seen any labeled examples of the downstream task,
and simply infers the label from previously trained concepts.

2.3.3 ChatGPT and prompt engineering

ChatGPT is a conversational model based on the GPT architecture. Users write what is called a
prompt, a set of instructions which the model creates a latent representation of and then outputs
the most probable response to that according to the GPT model. This also means that prompt
engineering becomes an important part of the process of interacting with these conversational
languagemodels (White et al. 2023), where prompt engineering is howwe best align our prompts
to more reliably produce a certain kind of output.

2p = 0.15 in Devlin et al. (2018)
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The extent of what downstream tasks these models can robustly solve, however, is still un­
explored. Gilardi et al. (2023) looked into using ChatGPT as an annotator, where ChatGPT
outperformed crowd­workers for several annotation tasks, including relevance, stance, topics,
and frames detection.

2.4 Related research
Automatic hate speech detection has been broadly studied for many languages, although most
efforts have been focused on English since the resources for other languages are scarce (Jahan
and Oussalah 2021). For Swedish, there are a few studies: Fernquist et al. (2019) looked into the
feasibility of automatic hate speech detection on three Swedish discussion forums using ULM­
FIT (Howard and Ruder 2018), where they managed to achieve an F1 score of∼ 0.8; Essen and
Jansson (2020) instead focuses on investigating how hate speech changed after a group of jour­
nalists managed to get a hold of the real identity of some prominent users on the discussion forum
‘Flashback’ in 2014, where they find that hate speech against immigrants decreased while hate
against women increased. This was done by training a logistical regression machine­learning
model in a supervised manner, which then allowed them to quantify hate speech trends.

Generally speaking, the following methodologies are used for the task of automatic hate
speech identification:

2.4.1 Deep learning approaches

Deep learning approaches are arguably the most common method currently used for automatic
hate speech identification tasks (Jahan andOussalah 2021), especiallymodels based on the trans­
former architecture like BERT. For example, Dowlagar and Mamidi (2021) used the conven­
tional pipeline of fine­tuning a pre­trained BERT with a smaller labeled dataset for automatic
hate speech detection in English, which outperformed their other baselines. Sai and Sharma
(2020) found the same results for multilingual hate speech detection for English, German, and
Hindi respectively. BERT outperformed their other baselines which were constituted by SVMs
(with various methods of representing text). SVM, or support vector machine, is a supervised
algorithm used for classification and regression analysis. The algorithm is, simply put, based
on the idea of finding the best possible boundary (i.e. hyperplane) that separates data into two
classes. Sometimes, an additional step of pretraining for the masked language model is used
(which adapts the model to the domain in question by altering the latent representation pro­
duced by e.g. BERT) since it has been shown to improve performance for other downstream
tasks (Gururangan et al. 2020), which Pham et al. (2020) for example used for automatic hate
speech detection in Vietnamese.

2.4.2 Traditional machine learning approaches

While deep­learning models have shown state­of­the­art performance on hate speech identifi­
cation tasks, simpler machine learning methods are also used. MacAvaney et al. (2019) used
multi­view SVMs to achieve near state­of­the­art performance, while simultaneously avoiding
the issue models like BERT face in regards to features that are difficult to interpret. Aluru et al.
(2020) used LASER embeddings (Schwenk and Douze 2017) in concordance with logistic re­
gression, which outperformed their BERT implementation for low­resource languages. Logistic
regression is a statistical method used to model the probability of a binary outcome based on pre­
dictor values, and LASER embeddings another type of sentence embedding created specifically
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for use in code­switching scenarios. These results suggest that traditional machine learning ap­
proaches might still be useful in hate speech detection, seeing that they are much faster to train,
and in some cases, still comparable in performance.

2.5 Gaps
Most previous research has been focused on optimizing automatic hate speech identification
for metrics set by the shared tasks where datasets already exist (Jahan and Oussalah 2021). As
far as I can tell, no work has been done regarding developing system pipelines for scenarios of
cross­domain transfer (i.e. if we develop the system for one discussion forum, and then transfer
it to another), and the feasibility of doing so. Since it is unreasonable to think that owners of
these discussion forums will have the resources available to hire annotators to train a supervised
model for hate speech detection [not to mention the technical knowledge required], I will look
into the feasibility of doing this in a manner which could enable cross­domain transfer (as well
as updating that model when linguistic expressions change). If hate speech constructions differ
according to context, as e.g. the theory of Brown (2017) predicts, then cross­domain transfer
(rather than relying on inferences based on another domain) is needed for different communities
on the internet. This requires the automatic identification of hate speech since the amount of
data is too large for a human to sift through. What would such a system look like, and what is
the feasibility of it?

Research Questions

⟨Q1⟩ What is the baseline performance of hate speech detection in Swedish using BERT for
one domain trained using manually annotated data?

⟨Q2⟩ How does the performance of hate speech detection on a single domain using BERT
trained on semi­automatically derived training data (derived from an SVM­classifier
trained on a small amount of annotated data) compare to the baseline set in ⟨Q1⟩?

⟨Q3⟩ Does a model trained on semi­automatically derived data (derived from the inferences of
the model trained on the previous domain) improve performance for hate speech identifi­
cation in Swedish in cross­domain scenarios compared to using baseline method in ⟨Q1⟩
which has just seen unannotated data from the new domain? And, how does the perfor­
mance of both of those methodologies compare to the domain­agnostic methodology of
using ChatGPT to perform zero­shot classification of hate speech?
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3 Data & Proposed Methodology
In this section, I will first discuss data choice, then move on to the annotation process, and then
I will finally go through the proposed methodology. The code written for the various method­
ologies is available at https://github.com/skogsgren/a-tale-of-two-domains.

3.1 Data
The data used in this thesis is taken from two Swedish discussion forums: Flashback 3 and
Familjeliv 4. These two domains were chosen because they simultaneously show a necessary
similarity in containing subforums about the same topics, as well as an important difference in
the fact that they differ in group identity. Group identity here is a term intentionally used vaguely
to encompass the intuition of the sense that the forums differ in what is considered acceptable
linguistic behavior for their respective group. Studies from sociolinguistics have shown for a
long time that linguistic variation correlates to certain demographic features, like socioeconomic
status (Labov 2006), age and gender (Koch et al. 2022) or political beliefs (Hall­Lew et al.
2010), among others. From the basis of this, the two discussion forums ought to have linguistic
variation, as one is focused on the freedom of expression (which attracts individuals ascribing
to certain political ideologies), while the other is focused on discussions about parenting, which
interests different demographics.

3.1.1 Flashback

Flashback is the largest Swedish discussion forum, with more than a million registered users
(Essen and Jansson 2020). It consists of numerous subforums, covering topics such as drugs,
sex, immigration, politics, and many others. As the topics suggest, their motto is “true freedom
of expression” (Essen and Jansson 2020). Within each subforum, there are threads created by
users, within which lie posts written by users.

Data is obtained from Essen and Jansson (2020), data which consists of posts from three
subforums: immigration, politics, and feminism. In total, there are ∼3.9 million unannotated
posts and 4040 annotated posts (labeled either as hate speech or not­hate speech). The annotated
posts are first split into an 80/20 split to form an intermediate dataset which is then used to derive
the final test set and the dev set. This is visualized in Figure 1 on the next page. Proportion
was kept in mind for each of these splits, and each subset maintained the same proportion of
HS/non­HS as the full dataset, to maintain consistency and avoid sources of error. One could, for
example, consider the scenario where ­ by chance ­ just randomly choosing the testset skews the
distribution, either so that it consists of more or less hate speech than the original dataset, which
would give an inaccurate metric of how performant the particular model is. The unannotated
data is used to train the masked language model of BERT for ⟨Q1⟩ and ⟨Q2⟩.

3.1.2 Familjeliv

Familjeliv is a Swedish discussion forum focusing on discussions about various topics relating
to parenting. A study of Swedish internet users from 2021 found that 1% use the website at
least on a weekly basis (Internetstiftelsen 2021). Similarly to Flashback, there are numerous
subforums for a range of various topics (although not as diverse as Flashback), from which

3https://flashback.org
4https://familjeliv.se
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Annotated posts
n = 4040

Initial split

3232 808
Testset
n = 808

Devset
Train Test

2585 647

80/20
split

Perform 80/20
split on
3232 posts

Figure 1: Data breakdown concerning proportion test/dev­set

the forums gender and politics were chosen. Intuitively the reason for this is that hate speech is
much less likely to occur in contexts where one— for example— discusses the various methods
of breastfeeding. This was manually pruned, because there are several subforums on Familjeliv
which are somewhat similar in topics to the Flashback equivalent (one example being society
on Familjeliv vs. politics on Flashback), but which on manual inspection were too different to
include. The structure of threads and posts is practically identical to Flashback in that users start
threads and then other users respond.

Since there are currently no publicly available datasets, data is gathered employing crawling,
which is done using a Python script written using BeautifulSoup 5. In total∼760,000 posts are
crawled. From those 988 posts are randomly extracted using the same technique used in Essen
and Jansson (2020): a thread is randomly selected, then a number of posts from the beginning
of the thread are chosen, then a number from the end. In my case, I chose 10 from the beginning
and 3 from the end. No filtering is done regarding the quality of these posts (i.e. the language
isn’t identified, token count, etc), instead being left to the annotation stage. This process is
repeated until 988 posts are extracted (i.e. 76 threads). The number 988 is arbitrarily chosen,
and was chosen because it: i.) adheres to the methodology just described by being a multiple of
the number of having posts from the beginning and end of the post, ii.) is comparable both to
the testset for Flashback (808 posts), and iii.) is reasonable for a single person to annotate given
the timeframe.

This data is then manually annotated by me using a custom­built annotation UI 6. For the
annotation process, the guidelines are based on the guidelines in Essen and Jansson (2020) in an
attempt tomaintain similarity to their annotation process. A simplified version is available below
in Table 1 on the following page, with the full version available in Section A on page 30. During
annotation posts that are deemed inapplicable (e.g. only contain a URL, emojis, or HTML code)
are discarded. This lessened the testset to 978 in total. To extract a binary classification from
that multi­feature annotation process a simple list of conditionals is used based on the presence
of certain annotated features, and is presented in pseudocode in Figure 2 on page 11. What
features were utilized to form the conditionals was based on the definition laid out in Section 2 on
page 2 in that a specific group had to be picked out, and some kind of threat/aggression. Certain
features were not used due to the combinations not being present (hence the exclusion of e.g.
female preference in combination with aggressiveness, while male preference in combination
with aggressiveness is included). Wholly ironic/sarcastic posts were also excluded to potentially

5https://www.crummy.com/software/BeautifulSoup/
6Code for both the crawler and annotation UI is available at https://github.com/skogsgren/

a-tale-of-two-domains
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avoid sources of error. One thing worth mentioning is that while the us_vs_them == 1 AND
aggressiveness > 1 could theoretically apply to, for example, somebody angry at soccer
teams, because of the choice in subforums, this was not an issue for this dataset (since it focused
on political discussion).

Party politics sentiment If the post expressed sentiment (posi­
tive/neutral/negative) towards specific parties or
coalitions

Aggressiveness If the post expressed aggressiveness in tone

Hate If the post expressed explicit hate towards specific
groups or individuals

Threat If the post expressed explicit threats towards specific
groups or individuals

Gender preference If the post expressed gender superiority for each gen­
der

Us vs. Them If the post expressed explicit us vs. them sentiment

Gender/ethnicity disadvan­
tage

If the post expressed whether a specific gen­
der/ethnicity is disadvantaged in society.

Attitude towards foreign­
ers/religion

If the post either expressed positive/neutral/negative
sentiment toward foreigners/religion.

Irony/Sarcasm If the post expresses irony/sarcasm.

Table 1: Shortened annotation guidelines, properties concatenated for the sake of brevity. For
full guidelines see Section A on page 30.

3.2 Pipelines
The general methodology for the pipelines answering ⟨Q1⟩ and ⟨Q2⟩ is very similar and differs
only in the derivation of the data that the model is trained on, as well as the additional steps in
cross­domain scenarios. Therefore the pipeline for the baseline model (based on annotated data)
will be presented first, followed by the way that the automatic model differs. For both pipelines,
the Swedish BERT model trained by The National Library of Sweden (Malmsten et al. 2020) is
used as a base model 7. All the hyperparameters used are available in Section B on page 32.

3.2.1 Pipeline for baseline model ⟨Q1⟩

First, we adapt our base model to our specific domain from the recommendation of Gururan­
gan et al. (2020), which in short suggests that we train one specific component of BERT’s two,

7Available here: https://huggingface.co/KB/bert-base-swedish-cased
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IF (sarcasm_irony != 2)
{

IF (
hate == 1,
OR threat == 1,
OR us_vs_them == 1 AND aggressiveness > 1,
OR foreigner_attitude == 2 AND aggressiveness > 1,
OR religion_attitude == 2 AND aggressiveness > 1,
OR male_preference == 1 AND aggressiveness > 1

)
{

set label to hate speech
}

}

Figure 2: Conditionals presented in pseudo code for how annotated posts were reduced to binary
labels. A value of 2 for foreigner_attitude and religion_attitude respectively indicate
a negative attitude. A value of 2 for sarcasm_irony indicates that the post is wholly sarcasm,
so in this case I’m asking as long as it is not wholly sarcasm/irony. For full details see guidelines
in Section A on page 30.

namely the masked language model. The masked language model layer predicts masked words.
Finetuning the masked language model adapts the model to a domain by making certain domain­
specific constructions more likely to be predicted by that masked language model. This is per­
formed by semi­supervised means, wherein certain words are masked based on a probability for
the text from the target domain, and then the model is asked to predict that word, adjusting its
weights depending on those predictions. After that the second component of BERT is added,
namely the text classification head. This is a layer that is trained for some specific downstream
task, in this case with the task of classifying the labels (hate speech / not hate speech) of the
annotated data as provided from Essen and Jansson (2020). By suggestion of Srivastava et al.
(2014), dropout was increased, in this case from the default 0.1 to 0.2, to curb overfitting on the
relatively small amount of training data. Dropout is when a given percentage of sub­layers are
randomly set to zero to encourage more robust generalization.

3.2.2 Semi­automatic derivation of training data ⟨Q2⟩

Deriving training data from unannotated data in an automatic fashion should optimally be per­
formed through a system that is scalable and transferable. The best solution would be something
that is semi­supervised since this wouldn’t require any annotated data at any part of the process.
Zhu et al. (2021) had success with this in regards to euphemism detection, where they used the
contrast in log­probability between a masked language model trained on domain­specific data
and generalized data to find euphemisms using only seed­terms as the user­specified data; how­
ever, due to the complex nature of hate speech constructions (i.e. them not necessarily simply
being based on lexical co­occurrence or a set amount of seed terms), a more supervised approach
is deemed to be required.

The system proposed is based on research from MacAvaney et al. (2019), in that an SVM­
classifier is trained on a small amount of domain­specific annotated data (in this case the dev­set
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in Figure 1 on page 9) using all the tokens in that amount of data as features from unigram to
6­gram combinations. This results in a list of features where the weights indicate the predictive
value of each token(s) for identifying hate speech in a given piece of text. This is a novel
methodology introduced in this thesis, specifically meant to alleviate challenges in cross­domain
scenarios.

3.2.3 Pipeline for model based on semi­automatically derived data in regards to the first
domain ⟨Q2⟩

This pipeline is very similar to the baseline pipeline. First, we finetune the masked language
model beneath the base model using domain­specific data to adapt the model to the domain.
Then we train an SVM classifier as detailed in Section 3.2.2 on the preceding page which is
used to classify a much larger amount of unannotated data (25,000 vs 2500) than for our base­
line. This semi­automatically derived dataset is then used as training data for BERT in the
subsequent step. The idea is that BERT will overcome the noise present in the data by inferring
the underlying linguistic (semantic and syntactic) properties of hate speech, and thus achieve
comparable performance to the baseline of using annotated data.

3.3 Cross­domain scenarios ⟨Q3⟩
For cross­domain scenarios, the masked language model will be additionally finetuned to data
from the new domain for both methodologies using unannotated data from the new domain.
For the baseline, the text classification head will remain the same as the one trained using the
process described in Section 3.2.1 on page 10 (meaning it will see no annotated data from the
new domain). If we have no other annotated data we can only hope that the two domains are
similar enough for the already­trained model to infer the differences. The method described in
Section 3.2.3 gives us a different possible path:

(a.) Take the ⟨Q2⟩ model trained on the first domain and predict the labels for posts for the
new domain.

(b.) Using those inferences train a new SVM­classifier for the new domain, which hypotheti­
cally should give us a new list of features for tokens most predictive of hate speech in that
new domain.

(c.) Train the masked LM for the base model using unannotated data from new domain.
(d.) Use the SVM from (b.) to automatically label data from the new domain.
(e.) Train the model using that data in the same manner as described in Section 3.2.3.

Reasoning being that this results in a model which gives better performance by virtue of
being more adapted to the new domain, and if performance is good, is a pipeline that could be
easily adapted to new domains without the need for expensive annotation efforts.

3.3.1 ChatGPT as a domain agnostic classifier

The two other previously discussed methodologies are complemented using an additional classi­
fier inspired by the results of Gilardi et al. (2023), who found ChatGPT as a promising alternative
for manual annotation. The model GPT­3.5 Turbo from OpenAI (the same used for ChatGPT 8)

8The base model is the same, however, due to the proprietary nature of ChatGPT it is impossible to know
whether or not the version of ChatGPT currently running on their website is different than the model available via
API; i.e. if the website version has been additionally augmented using additional data.
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is prompted to classify the same posts from that new domain, but without any prior training (ef­
fectively zero­shot learning). This methodology is domain agnostic since it has not seen any
annotated data from any of the two domains. The full prompt used is available in Figure 3.
Important to note here is that ChatGPT was primarily trained on English, but the posts provided
were in Swedish, straight from the crawled data. This is important because ChatGPT has seen
very little Swedish data, not to mention Swedish data concerning definitions of hate speech, or
examples of hate speech. This is also the reason why the prompt was written in English in­
stead of Swedish, in the hopes that the model better understands its task rather than focusing on
“translating” the prompt from Swedish to a task description.

This is a novel contribution of this thesis since ChatGPT has — to my knowledge — never
been used before for hate speech detection, in English or Swedish.

You are an annotator in a linguistic study, where your task is to
identify whether the post provided is hate speech or not. You will
only respond with the corresponding label, 1 for hate speech, and 0
if it is not hate speech.
POST: {DOCUMENT}

Figure 3: Full prompt used for quering ChatGPT for hate speech annotation, where {DOCUMENT}
is replaced by the post in question.

3.3.2 Summary of cross­domain scenario methodologies

A summary of the various methodologies is presented henceforth in Table 2 on the next page.
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Annotated Automatic ChatGPT

1.) Train MLM of model
trained on previous domain
to unannotated data from
the new domain .

Use the inferences from
previous domain model to
train an SVM classifier.

Using the OpenAI API,
predict the testset using
GPT3.5 Turbo.

2.) Predict testset for new do­
main using that model.

Derive larger training
dataset using that SVM
classifier.

3.) Train MLM of model
trained on previous domain
to unannotated data from
new domain.

4.) Train model (with fine­
tuned MLM) on data de­
rived from SVM classifier.

5.) Predict testset for new do­
main using that model.

Table 2: Summary of the various proposed methodologies for cross­domain scenarios.
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4 Results
Precision measures how many of the positive predictions were correct, while recall measures
howmany of the positive labels the model managed to predict (i.e. how many of the instances of
hate speech it managed to detect). F1­score is the combined metric of the two, or more precisely,
the harmonic mean of precision and recall, providing a single metric that balances both metrics.

4.1 Data derivation using SVM classifier ⟨Q2⟩

Domain Confusion Matrix F1 Precision Recall

Flashback 525 94
102 87 0.47 0.48 0.46

Familjeliv 9 643 288
16 31 0.17 0.09 0.65

Table 3: Results of the SVM classifier for the two domains. Confusion matrices read thusly
(left­right, top­bottom): true negatives, false positives, false negatives, true positives.
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Figure 4: Precision/recall curve for Familjeliv SVM classifier; maximum F1 score of 0.24
achieved with precision 0.49 and recall 0.16

The performance of the SVM­classifier scored higher on the initial domain with an F1­score
of 0.47, and much lower during domain transfer with an F1­score of 0.17. Adjusting the prob­
ability thresholds for the Familjeliv SVM­classifier shows an increase in F1­score to 0.24, but
this comes at the tradeoff of a much lower recall value (0.16 in comparison to 0.65).

9N.B. the classifier for Familjeliv didn’t see the testset until all experimentation was complete, here presented
simply as a metric to gauge performance of the domain­transfer process.
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4.2 Model performance in relation to method of data derivation

Model Confusion Matrix F1 Precision Recall

Flashback Baseline ⟨Q1⟩ 589 30
75 114 0.68 0.79 0.60

Flashback Automatic ⟨Q2⟩ 507 112
76 113 0.55 0.50 0.60

Table 4: Results of the different models for the domain Flashback. Confusion matrices read
thusly (left­right, top­bottom): true negatives, false positives, false negatives, true positives.
Training took 10 minutes for the baseline model trained on annotated data, and 40 minutes for
the automatic model on an A4000.

For the initial domain, as shown in Table 4, the model trained on annotated data had better
performance due to the less frequent false positives. The recall for both methodologies was
nearly identical (the automatic model made one additional mistake).

Model Confusion Matrix F1 Precision Recall

Familjeliv Baseline ⟨Q1⟩ 883 48
29 18 0.32 0.27 0.38

Familjeliv Automatic ⟨Q3⟩ 806 125
20 27 0.27 0.18 0.57

Familjeliv ChatGPT ⟨Q3⟩ 866 65
27 20 0.30 0.24 0.43

Table 5: Results of the different models for the domain Familjeliv ⟨Q3⟩. Confusion matrices
read thusly (left­right, top­bottom): true negatives, false positives, false negatives, true positives.
Training took 40 minutes for the automatic model on an A4000.

During cross­domain scenarios, presented above in Table 5, the automatic model also fared
worse in F1­score than both the baseline model, as well as that of ChatGPT, which received a
similar F1­score of 0.32 and 0.30 respectively. The automatic model landing a little lower, at
0.27. Again, similar to the results of the initial domain, the precision for the automatic model is
worse than for other methodologies.
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4.3 Patterns in model inference confusion
The three­way confusion matrices below track the difference in inference between the two dif­
ferent methodologies and the respective classification performed by ChatGPT on the testset for
the cross­domain scenario. Because the most interesting differences are where they disagreed,
they are colored differently below; the blue column denominating where the methodology pre­
dicted one (while ChatGPT predicted zero), the yellow column denominating where ChatGPT
predicted one (while the methodology predicted zero).

predicted label

ac
tu

al
la
be

l

annt=0

cgpt=0

annt=1

cgpt=0

annt=0

cgpt=1

annt=1

cgpt=1

0 840 26 43 22

1 18 9 11 9

Table 6: Three­way confusion matrix tracking differences in inference between the model
trained on annotated data (the Baseline model in Table 5 on the previous page), in comparison to
the domain­agnostic classification from ChatGPT for the testset in the cross­domain scenario.
annt is shorthand for the annotated model, while cgpt is shorthand for ChatGPT. Bold­face
font refers to the cases where the annotated model was correct, while ChatGPT was wrong,
while an italic font refers to the cases where the opposite was true; namely, where the annotated
model was wrong, and ChatGPT was correct.

predicted label

ac
tu

al
la
be

l

auto=0

cgpt=0

auto=1

cgpt=0

auto=0

cgpt=1

auto=1

cgpt=1

0 772 94 34 31

1 17 10 3 17

Table 7: Three­way confusion matrix tracking differences in inference between the model
trained on semi­automatically derived data (the Automatic model in Table 5 on the previous
page), in comparison to the domain­agnostic classification from ChatGPT for the testset in the
cross­domain scenario. auto is shorthand for the annotated model, while cgpt is shorthand for
ChatGPT.Bold­face font refers to the cases where the automatic model was correct, while Chat­
GPT was wrong, while an italic font refers to the cases where the opposite was true; namely,
where the automatic model was wrong, and ChatGPT was correct.
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4.3.1 Analysis of the discrepancies in inference

Manually going through the posts for each case where the models disagreed with ChatGPT,
there were some observed patterns of behavior. The BERT models, both in the cases of the
Annotated/Automatic model, were keener to label posts as hate speech based on the occurrence
of “trigger” words, whether that be false negatives because it fails to recognize that certain words
are more predictive of hate speech (e.g. if they aren’t present in the training data, like in the
second post in Table 8), or false positives (e.g. just mentioning ’holocaust’). This sensitivity to
occurrences of certain tokens was especially evident for the Automatic model (see the confusion
matrix in Figure 7 on the previous page), where there are — in comparison to ChatGPT — a
large number of false positives. This did not hold for the annotated model (see Figure 6 on the
preceding page). ChatGPT,meanwhile, seemingly usedmore semantic properties in predictions;
meaning that ChatGPT tended to not pick up on things like paraphrasing other posters, and
classified such occurrences as HS even when the poster was only quoting somebody else, or
when ChatGPT missed certain occurrences of actual HS because it was simply stating a fact
(which gives the appearance of neutrality).

For examples supporting these conclusions see Table 8 and Table 9 on the following page 10.
In the discrepancies between the Annotated and the Automatic model, there were no observable
patterns seen in the discrepancies in inference except for the larger amount of false positives for
the Automatic model, hence its exclusion from its own third­way confusionmatrix in Section 4.3
on the previous page.

Label explanation Paraphrased post

Post is not HS but labelled by BERT
as HS

I believe in the holocaust and I do not hate jews.
Just stop with assuming that we’re all like that,
it’s just distasteful.

Post is HS but labelled by BERT as
not HS

The Quran is much worse than Mein Kampf,
so no, Muslims aren’t as dangerous as Hitler.
They’re much more dangerous.

Table 8: Discrepancies showing the tendency of BERT to label based on lexical occurrences in
comparison to ChatGPT, where ChatGPT classified these examples correctly.

10Due to privacy concerns I cannot release the full results. These examples were manually picked from a list,
translated, and then paraphrased slightly to obfuscate any identifying details.
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Label explanation Paraphrased post

Post is not HS but labelled by Chat­
GPT as HS

“If my wife had done that, then she would never
get in the house again. A woman that acts
so irrational is neither a good partner or a fit
mother.” Is that what you are saying to OP?

Post is HS but labelled by ChatGPT
as not HS

If you have an IQ of over 50 then it is impossible
to be brainwashed by a feminist.

Table 9: Discrepancies showing the tendency of ChatGPT to label based on semantic properties,
where BERT classified these examples correctly.
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5 Discussion

5.1 Research questions
⟨Q1⟩: What is the baseline performance of hate speech detection in Swedish using BERT for
one domain trained using manually annotated data?

The performance is acceptable, albeit still not what could be considered good, with
an F1­score of 0.68 for the first domain (in comparison to for example Fernquist
et al. (2019) who displayed an F1­score of∼ 0.8). This is a novel baseline for hate
speech detection in Swedish using BERT.

⟨Q2⟩: How does the performance of hate speech detection on a single domain using BERT
trained on semi­automatically derived training data (derived from an SVM­classifier trained on
a small amount of annotated data) compare to the baseline set in ⟨Q1⟩?

The methodology employed was an SVM­classifier using a small amount of anno­
tated data, which for cross­domain scenarios can then be retrained using the infer­
ences using the model of the previous domain. While a semi­supervised approach
is preferred, it was not explored due to the complex nature of hate speech. This is
discussed further in Section 5.2.

The model trained on automatically derived data achieves consistently worse
performance, due to it being more sensitive to lexical trigger words (i.e. the preci­
sion is lower than for the initial domain, while recall remains about the same). This
is discussed further in Section 5.3 on the next page.

⟨Q3⟩: Does a model trained on semi­automatically derived data (derived from the inferences of
the model trained on the previous domain) improve performance for hate speech identification
in Swedish in cross­domain scenarios compared to using baseline method in ⟨Q1⟩which has just
seen unannotated data from the new domain? And, how does the performance of both of those
methodologies compare to the domain­agnosticmethodology of usingChatGPT to perform zero­
shot classification of hate speech?

For cross­domain scenarios performance was poor across the board, hovering
around F1 ∼ 0.3, with slight variations depending on the method. The model
trained on the automatic pipeline (outlined in Section 3.2.3 on page 12), similar
to the performance on the previous domain, made predictions that resulted in a
large number of false positives, yet recall remained high even during cross­domain
scenarios. For the model trained on annotated data (from the previous domain),
as well as for ChatGPT, there are no distinct patterns in the predictions. This is
discussed further in Section 5.4 on the next page.

5.2 Data discussion
The choice of data and theway the data was annotated could also have skewed the results towards
better, or worse metrics for the models. It could be the case that, say in comparison to Fernquist
et al. (2019), that their dataset contained “easier” to identify hate speech (i.e. in this case based on
lexical co­occurrence), while the datasets in this thesis had themore difficult to identify instances
of hate speech constructions (such as those requiring factual knowledge), in turn leading to poor
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performance in terms of metrics. However, as mentioned in the background, this is one of the
problems of automatic hate speech identification, and there is no easy fix. But, one could argue
along the lines of Thomas and Uminsky (2022), in that hate speech is one of those areas where a
single metric (like F1) perhaps isn’t the absolute judge of performance, but instead, if the model
does what it is supposed to do, to the best of the model’s ability, in relation to the perceived harm
if it performs poorly (i.e. a weighing the benefits of increased recall to lower precision, and vice
versa). In that case, additional research is needed in qualitative terms of what the most effective
trade­off is in terms of hate speech identification. This is further discussed in Section 5.5 on the
following page.

5.3 Methodology discussion
One potential drawback with the methodology for the semi­automatic derivation of training data
is that it uses a small amount of annotated training data to get the SVM classifier going. This
would in the best case not be needed, and instead be automatically derived in either a semi­
supervised fashion or by using the capabilities of a larger language model, or even better, be
derived from user­reported posts (i.e. posts that have been manually reported by users of that
particular website, and then subsequently removed by the administrators of the website); how­
ever, due to the scope of this thesis that couldn’t be performed within the given time­frame.
This is not unproblematic, however, seeing that those posts would not adhere to any strict def­
inition of hate speech, but instead often come down to the purely subjective judgments from
moderators/users, which in and of itself is a potential source of error.

When it came to cross­domain scenarios I chose to use the Automatic model from the previ­
ous domain to train the SVM­classifier for the new domain. While training the SVM­classifier
on inferences from a model trained on annotated data from the previous domain could have
improved performance, it was not explored, as the novel proposed methodology was meant to
alleviate the need for annotated data in such scenarios, and was therefore not explored.

For the additional domain­agnostic ChatGPT methodology there are a lot of variables that
can affect its performance. Not only can the choice of model have an impact on performance,
where one can consider using language­specific models (like the recently released GPT­SW3
(Ekgren et al. 2022), a LLM trained on Swedish) or newer models (like GPT­4), but also the
prompt itself. The prompt used in this thesis was not evaluated in any way except for some
manual tweaking, and spending more time on the prompt in a more systematic way could in­
crease performance. For example, what if the prompt had been written in Swedish, or what if the
prompt had also included the definition of hate speech used for this thesis? Additionally, what
if this is combined with few­shot learning, seeing that what is used in this thesis is effectively
zero­shot learning?

The point regarding model choice holds for the BERT­based methodologies as well. A
change in the model to a larger multi­lingual model (e.g. XLM­R (Conneau et al. 2019)) could
have a positive impact on the model’s performance by being more adapted in code­switching
contexts.

5.4 Discussion of results
The issues with detecting hate speech depended on the choice of model. Many of the mistakes
that BERT made were related to lexical co­occurrence, whether the model was trained on au­
tomatically derived data or not. Meanwhile, ChatGPT tended to make mistakes when it came
to things like discourse­level paraphrasing. This could be in virtue of some kind of overfitting
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issue in regards to BERT, in that it overfits to the lexical occurrences in the training data, which
in the case of ChatGPT is not an issue because it is parametrically huge and trained for a differ­
ent downstream task entirely (text generation), and therefore much more contextually sensitive.
Therefore, there is reason to believe here that the future forward in regards to hate speech de­
tection is a massive language model which is sensitive enough to pick up on the most minute
of details. The argument for this stems from the likes of Sutton (2019), who argues that there
is a [bitter] lesson to be learned through how the performance of downstream tasks in machine
learning has improved, namely that we achieve the best results if we focus on methods which
allows us to simply throw more computation at the problem, rather than specifically engineered
architectures. But, there is still a long way to go, a view supported by the results from e.g. Liu et
al. (2023), where they showed the difficulty LLMs have in accounting for ambiguity, even in the
most recent versions like GPT­4. Since ambiguity is one of the key factors in much of the more
nuanced hate speech, this is one (among many) of the challenges needed to be overcome before
a robust system could be put forth. The difficulty ChatGPT had in terms of (discourse­level)
paraphrasing is also in line with previous research, where Kurfali and Östling (2021), showed
that several large language models had high variance on various discourse­level tasks in transfer
scenarios.

The tendency for the automatic model to overpredict hate speech is an issue that could stem
from the inherent difference in how humans annotate compared to algorithms like SVM used
during cross­domain scenarios for this thesis, especially in the cases where we do the final judg­
ment purely based on normative principles. Just because someone talks about a topic usually
coinciding with hate speech, doesn’t necessarily mean that they are exhibiting hateful linguistic
behavior. In these cases we make normative judgments, based in virtue of factual and contex­
tual clues, to make the final decision, or even despite factual and contextual clues for which
e.g. hate speech is predicated upon. This paradoxical claim is supported by a recent study from
Balagopalan et al. (2023), who found that human subjects made different judgments based on
normative claims (e.g. does an image break against this specific list of norms, and if so why?)
rather than factual claims (e.g. does this image contain the presence of these factual features),
and that models trained on normative annotated data performed better.

5.5 Ethical Concerns
As Bender et al. (2021) argues, we must take incredible care before putting systems such as
these into production, as many of these large language models risk exacerbating already present
biases in the data, which in this case could potentially lead to an increase in hate speech toward
certain demographics, especially if the systems put in place simply remove posts it sees as hate
speech, as it drives people away from mainstream platforms to more esoteric platforms where
hate speech perhaps is propagated in a more accepted fashion. It could also, seeing that the
BERT­based methodologies in this thesis had an observed pattern of motivating its choices on
lexical occurrence, make it harder to have productive discussions about controversial subjects
which use similar terms to hate speech (like for example discussions about sexual assault). In­
stead, one could consider a system of two components, one concerned with identification, and
one concerned with generating counter­speech, where counter­speech — as the name implies
— is speech that counters the point made in the post containing hate speech, either by asking
for specification or pointing out factual flaws and so on. This is in line with findings from He
et al. (2021) where he found that counter­speech was successful in reducing the amount of hate
speech produced by others. But, it is also worth noting here that these types of systems could also
potentially be used by bad­faith actors trying to exacerbate radicalization and civil unrest. We
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could consider a discussion forum that works by users up­voting or down­voting posts, which
weighs the importance of that post. In that forum, a bad faith actor could build a bot that only
picks out those posts which promote hate speech to up­vote, and then down­votes the rest for
destabilization purposes.

Additionally, we have to keep the carbon footprint of these big models in mind. As Lacoste
et al. (2019) argues, we must take care not only to run the training (or even inference in the case
of massive models) in areas of the world where electricity is green, but also use other smaller
machine learning models when possible, and (as used in this thesis), fine­tuning pre­trained
model for downstream tasks instead of training a new one from scratch. In regards to hate
speech, especially in regards to the discussion about increasing performance by just increasing
computation, one could debate whether or not a less performant algorithm could be useful in
production, seeing that it cuts the cost of computation, especially if combined with acceptable
performance.
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6 Conclusion

6.1 Answers to research questions
⟨Q1⟩: What is the baseline performance of hate speech detection in Swedish using BERT for
one domain trained using manually annotated data?

The baseline performance using BERT trained on annotated data for one domain
is F1 = 0.68. While the baseline performance isn’t state­of­the­art compared to
previous work in hate speech detection, the result could be in virtue of a multitude
of factors: the choice in hate speech definition (which affects the way the data is
annotated), the choice in model, the nature of the data (i.e. less/more prevalence of
more ambiguous hate speech), just to name a few. And, since no previous work
has been done regarding the performance of hate speech detection using BERT in
Swedish, the results present a new baseline to the literature.

⟨Q2⟩: How does the performance of hate speech detection on a single domain using BERT
trained on semi­automatically derived training data (derived from an SVM­classifier trained on
a small amount of annotated data) compare to the baseline set in ⟨Q1⟩?

The methodology presented in this thesis used a small amount of annotated data for
the initial domain to train an SVM­classifier. The performance of the model trained
on that data performedworse, with anF1­score of 0.55 despite a larger training pool.
One explanation for these results is that the BERT model overfits to the lexical fea­
tures which the SVM classifier makes its predictions upon, rather than learning the
underlying features of hate speech itself. This methodology used factual properties
in the text (i.e. the occurrence of certain tokens) as the lowest predictive nominator,
which could have negatively affected performance (as compared to having norma­
tive judgments as its base).

⟨Q3⟩: Does a model trained on semi­automatically derived data (derived from the inferences of
the model trained on the previous domain) improve performance for hate speech identification
in Swedish in cross­domain scenarios compared to using baseline method in ⟨Q1⟩which has just
seen unannotated data from the new domain? And, how does the performance of both of those
methodologies compare to the domain­agnosticmethodology of usingChatGPT to perform zero­
shot classification of hate speech?

Amodel trained on annotated data performs best (F1 = 0.32), with ChatGPT closely
behind (F1 = 0.30) and the model trained on semi­automatically derived data last
(F1 = 0.27). One explanation for these results is that the BERT­based methodolo­
gies over attribute lexical cues as predictive of hate speech, while ChatGPT instead
made mistakes when it came to things such as discourse level paraphrasing and
other fine­grained semantic cues. The results suggest that the way forward in the
area of automatic hate speech detection is not set in stone: smaller models could
remain useful as it is less expensive both in terms of economy and the environment,
and the extent to how good current LLMs can be in terms of hate speech detection
remains open­ended.

24



6.2 Summary
This thesis attempted to find a general methodology for hate speech detection in cross­domain
scenarios by evaluating three methodologies: using the inferences from a model trained on an­
notated for another domain, a model trained on semi­automatically derived training data, and
using ChatGPT for annotation.

Results showed that performance was generally poor, with the model trained on semi­
automatically derived data achieving consistently worse F1­score for both the initial domain as
well as for cross­domain scenarios (higher recall, much lower precision). An explanation for the
results is that both methods using BERT overfit to their respective domains to some capacity,
while ChatGPT is confused by semantic properties (like paraphrasing). These results reflect
the difficulty in automatic hate speech detection, with the automatic methodology introduced
in this thesis shedding light on the relationship between how much BERT can overcome noisy
data for the downstream task of hate speech detection in virtue of an increase in training pool
size.

Novel contributions from this thesis are as follows: using BERT to perform hate speech
detection in Swedish (and with it a novel methodology, as well as a novel baseline for hate
speech detection in Swedish), using ChatGPT for hate speech identification in Swedish.

Moving forward, much care has to be put into the ethical concerns regarding hate speech
detection before it can be put effectively into production, regardless of its need. Not only could
these systems have the opposite effect to curbing hate speech (by making users move to other
more esoteric forums where hate speech is encouraged), but they could also be misused by bad
faith actors for destabilization purposes.

6.3 Future Research
The potential of counter­speech generation for hate speech in Swedish is an unexplored area,
which has greater harm­reducing potential than merely identifying hate speech in combination
with the removal of said posts as noted previously, as well as exploring the capabilities of LLMs
in regards to hate speech detection (prompt engineering, combining with few­shot learning,
etc.) — which is not only unexplored for Swedish but as far as I can tell, even for English.
Another interesting area is if one were able to achieve cooperation with some of the owners of
these discussion forums, one could see how the performance would change if one got access
to user­reported posts. Additionally, there is room to explore the qualitative sides of successful
hate speech identification (in addition to metrics like F1­score), and future research could look
into exactly what those possible qualitative metrics could be so that the systems we produce
are aligned to human goals. Lastly, additional research looking into comparing data annotated
purely based on factual properties (like those used in this thesis, see Section A on page 30)
to data annotated on normative principles, and how that compares in terms of automatic hate
speech identification performance.
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Appendix A Annotation Guidelines
NB. the party politics sentiment categories were annotated, but not used for the creation of the
datasets in this thesis.

1 Party politics positive
0 = No, not positive to any coalition of parties
1 = Yes, the red­green coalition
2 = Yes, the liberal­conservative coalition
3 = Yes, the Sweden Democrats
4 = Feminist Initiative
5 = Feminist initiative and the Left Party
6 = The seven traditional parties
7 = Sweden Democrats and the Right

Only to be coded ”yes” if it is obvious, e.g. when the parties or
their representatives are mentioned, either explicitly or through
paraphrases

2 Party politics negative
0 = No, not negative to any coalition of parties
1 = Yes, the red­green coalition
2 = Yes, the liberal­conservative coalition
3 = Yes, the Sweden Democrats
4 = Feminist Initiative
5 = Feminist initiative and the Left Party
6 = The seven traditional parties
7 = Sweden Democrats and the Right.

Only to be coded ”yes” if it is obvious, e.g. when the parties or
their representatives are mentioned, either explicitly or through
paraphrases

3 Aggressiveness
0 = Not at all aggressive
1 = Partly aggressive
2 = Predominately aggressive

If some parts are aggressive annotate as 1,
if it mostly contains aggressive text, annotate as 2

4 Hatred

0 = No
1 = Yes

Another user
Public persona
Sex/gender
Born abroad/
parents born abroad
Ethnicity
Sexual preference

If the post contains hatred against a specific person/group (column
to the left);

Possible examples: threat, expressions of disrespect, insults.

5 Threat

0 = No
1 = Yes

Another user
Public persona
Sex/gender
Born abroad/
parents born abroad
Ethnicity
Sexual preference

If the post contains threat / assault against a specific
person/group (column to the left). Assault means that someone
threatens to harm an individual or his/her property. The
assault can be targeted against other people/animals/properties
which are important to that person.

6 Male preference
0 = No
1 = Yes

Annotate as yes if the post includes words and/or expressions which state the
superiority of men over women, otherwise annotate as no.

7 Female preference
0 = No
1 = Yes

Annotate as yes if the post includes words and/or expressions which state the
superiority of women over men, otherwise annotate as no.

8 Gender equality preference
0 = No
1 = Yes

Annotate as yes if the post includes word and/or expression which state a preference
for gender equality

Table 10: Annotation guidelines
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9 Attitude towards foreigners
0 = No opinion
1 = Positive Attitude
2 = Negative Attitude
3 = Neutral Attitude

Foreigners specifically referring to simply people who were born abroad.

10 Attitude towards religion

0 = No opinion
1 = Positive Attitude
2 = Negative Attitude
3 = Neutral Attitude

Annotate as negative if the post expresses negative opinion against explicitly
stated religion without specific criticism or misguided criticism. For example, one could
imagine a post criticizing a religion on its view on women in bad faith (i.e. not based on
any examples) as being labelled as negative. A positive example would be the opposite.
A neutral example would simply be commenting on aspects of the religion.

11 Gender disadvantage
0 = No opinion
1 = Men are disadvantaged
2 = Women are disadvantaged

12 Ethnicity disadvantage
0 = No opinion
1 = Swedes are disadvantaged
2 = Immigrants are disadvantaged

13 Us vs. Them

0 = No
1 = Yes

If the post explicitly contains a language of ”us and them” or
clearly expresses an in­group out­group view the variable should
be coded yes.

14 Sarcasm / Irony
0 = No
1 = Yes, partly
2 = Yes, fully

Table 11: Annotation guidelines (continued from last page)
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Appendix B Hyper Parameters
Hyper­parameters are also present in the code itself on
https://github.com/skogsgren/a-tale-of-two-domains.
The specific commit SHA for the code in use as of the writing of this thesis is
925a3e7376c25db90edab7a3d7a9b4db503e55d3.

DATASET_SIZE : {train: 100000, test: 10000}
EPOCHS : 15
OPTIMIZER : AdamW
LR : 5e-5
BATCH_SIZE : 12
MASKING_PROBABILITY : 0.15

Figure 5: Hyper parameters for masked language model finetuning

DATASET : {train: 2585, test: 647}
EPOCHS : 3
OPTIMIZER : AdamW
LR : 1e-5
BATCH_SIZE : 16
DROPOUT : 0.2
WEIGHT_DECAY : 0.0005

Figure 6: Hyper parameters for text classification head using annotated data (i.e. ⟨Q1⟩)

DATASET : {train: 25000, test: 647}
EPOCHS : 3
OPTIMIZER : AdamW
LR : 5e-5
BATCH_SIZE : 16
DROPOUT : 0.1
WEIGHT_DECAY : 0.001

Figure 7: Hyper parameters for text classification head using automatically derived training data
(i.e. ⟨Q2⟩)
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