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Sammanfattning 

Hälso- och sjukvårdsbranschen har länge varit en sektor som hanterar stora mängder känsliga pa-

tientdata och personuppgifter. Integriteten och säkerheten hos patientdata har blivit allt viktigare 

som en följd av ökad datavolym och digitalisering. Detta examensarbete fokuserade på att utforma 

och implementera en säker datadelning infrastruktur för att skydda integritet och sekretess för pa-

tientdata. Syntetisk data användes för att möjliggöra tillgång för forskare och studenter i reglerade 

miljöer utan att riskera patienters privatliv. Projektet lyckades genom att utvärdera olika integri-

tetsbevarande mekanismer och skapa en maskininlärningsbaserad applikation för att visa den säkra 

datadelningsinfrastrukturens funktionalitet. Trots vissa utmaningar visade de valda algoritmerna 

lovande resultat i fråga om integritetsbevarande och statistisk likhet. Slutligen kan användningen av 

syntetiska data främja rättvisa beslutsprocesser och bidra till säkra datadelningspraxis inom hälso- 

och sjukvårdsbranschen. 

Nyckelord 
Säker datadelning, syntetiska data, integritetsbevarande, hälso- och sjukvård, maskininlärning. 

  



 
 
 
 
 

  



Abstract 

Due to the rise of digitalization and the growing amount of data, ensuring the integrity and security 

of patient data has become increasingly vital within the healthcare industry, which has traditionally 

managed substantial quantities of sensitive patient and personal information. This bachelor's thesis 

focused on designing and implementing a secure data sharing infrastructure to protect the integrity 

and confidentiality of patient data. Synthetic data was used to enable access for researchers and stu-

dents in regulated environments without compromising patient privacy. The project successfully 

achieved its goals by evaluating different privacy-preserving mechanisms and developing a machine 

learning-based application to demonstrate the functionality of the secure data sharing infrastructure. 

Despite some challenges, the chosen algorithms showed promising results in terms of privacy preser-

vation and statistical similarity. Ultimately, the use of synthetic data can promote fair decision-mak-

ing processes and contribute to secure data sharing practices in the healthcare industry. 

Keywords 
Secure data sharing, synthetic data, privacy preservation, healthcare, machine learning. 
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1 Introduction 

1.1 Problem description 
The healthcare industry has long been a sector that handles large amounts of sensitive patient data 

and personal data. Integrity and security of patient data have become more crucial as a result of in-

creased data volumes and digitalization. Synthetic data have emerged as possible solutions to prevent 

data breaches and safeguard patient information. However, direct access to individual health data is 

limited due to privacy concerns and national regulations.  

Furthermore, it is crucial to maintain the confidentiality and integrity of patient data. In order to solve 

this problem, synthetic data has emerged as a possible solution. With synthetic data, organizations 

can create realistic, but completely artificial, datasets that resemble real patient data, without sharing 

any sensitive information. This gives organizations the opportunity to develop software and algo-

rithms without the risk of revealing patient data, thus protecting patient privacy and confidentiality. 

Individual health data are regarded as a crucial source of information that can support precise and 

individualized care in the modern world. Due to privacy concerns, direct access to health data is not 

possible, and Sweden implements strict national regulation and the GDPR to protect the privacy of 

individuals. In order to give access to more students and researchers, even in regulated environments, 

new strategies are needed.  

In this bachelor’s thesis, the issue is to design and implement a secure data sharing infrastructure 

based on a known dataset and to show that it works with a sample machine learning application.  

 

1.2 Goals 
The project aim can be divided into three objectives:  

● Identify and evaluate different solutions for meeting privacy requirements for data sharing. 

● Develop a sample machine learning-based application that can use the secure data sharing 

infrastructure to demonstrate its functionality. 

● Test and validate the secure data sharing infrastructure by proving that it meets integrity re-

quirements. 

 

1.3 Delimitations 
In order to achieve the goals of this thesis, the study implements one option, therefore it doesn’t aim 

to compare several implementations.  

● This study implements one privacy preserving mechanism. Therefore, it doesn’t aim to com-

pare several implementations. 

● The dataset used in this study was relatively small, which may limit its ability to fully repre-

sent the entire population or provide a comprehensive understanding. 
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● Only two algorithms were chosen for implementation and evaluation, limiting the exploration 

of alternative algorithms. 

 

1.4 Methods 
Our research will begin with a study that gives basic understanding on how synthetic data works and 

how to implement it so it can preserve privacy and integrity. 
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2 Theory and background 

A brief introduction will be given to the definition of personal and sensitive data, followed by a de-

tailed discussion of the topic of synthetic data. 

2.1 Personal data and sensitive data 
The paper [1] examines the historical progression of safeguarding personal data and privacy in 

healthcare, dating back to the 1970s when technological advancements and the increased utilization 

of personal information began. It delves into John Stuart Mill's notion of privacy as a means for indi-

viduals to realize themselves and shield against government authority. Additionally, the paper 

acknowledges the UN's International Covenant on Civil and Political Rights, which upholds privacy 

and acknowledges the existence and rights of individuals. However, it also recognizes that individual 

actions can encroach upon the privacy and freedom of others, implying that complete autonomy has 

limitations. Overall, the paper underscores the significance of privacy in healthcare, emphasizing its 

role in preserving individual autonomy while balancing the rights of individuals and others. 

Personal data is defined by the European Commission [2] as any information that relates to an iden-

tified or identifiable living individual. This may consist of different bits of information that, when put 

together, may enable the identification of a certain individual. If personal data may still be used to 

identify a specific person after being transformed by techniques like de-identification, encryption, or 

pseudonymization, it is still covered by the GDPR. Nevertheless, if personal information has been 

anonymized so that it cannot be used to identify a specific person, it is no longer regarded as personal 

information. True anonymization needs to be irreversible to take place. Examples of personal data 

include surname and name, email address, home address, location data and identification card num-

ber. 

As defined by the Swedish Authority for Privacy Protection [3], sensitive data involves details regard-

ing an individual’s health and sex life, race, political view, genetic data, philosophical or religious be-

liefs and biometric data uniquely for a person. 

Based on Pipeda's [4] definition, personal information is any accurate or personal information about 

an individual, whether it is documented. Personal data includes name, ID numbers, ethnic origin, 

blood type or age. 

2.2 Synthetic data 
This subsection will give basic understanding of what synthetic data are and investigate the various 

ways of generating synthetic data. 

2.2.1 What is Synthetic data?  

Data that is generated using a specific mathematical model or algorithm and intended to meet one 

or more data science goals is referred to as synthetic data [5]. Real data, which is obtained from au-

thentic real-world systems like financial transactions, satellite photos, medical testing, and other 

such examples rather than a model, is separated from synthetic data. The synthetic data generator, 

or model, can take many different forms, including agent-based and econometric models, a set of 

(stochastic) differential equations that simulate a physical or economic system, and deep learning 

structures like the frequently used Generative Adversarial Networks (GANs) and Variational Auto-

encoders (VAEs).    
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The use of computer-generated synthetic data for addressing certain problems has a long history, 

dating to the 1940s when Stanislaw Ulam and John von Neumann pioneered the Monte Carlo simu-

lation techniques. Since it provides a “ground truth” that is helpful in developing and evaluating 

machine learning pipelines, this method has been widely used in research.  

Synthetic data use has gained popularity as a method for tackling various problems in a variety of 

sectors. The release of sensitive information, eliminating bias and assuring fairness, and boosting 

data robustness through strengthening are three essential areas in the field of machine learning that 

have attracted a lot of attention [5].   

2.2.2 What are synthetic data sets? 

According to the paper "Privacy Enhancing Technologies and Synthetic Data" by Paul Wagner [6], 

synthetic data sets refer to the process of creating data with accurate statistical properties in order to 

enable businesses to function without disclosing actual user data. The paper explains that a synthetic 

data set consists of data that is specially generated to imitate the patterns and analytical capabilities 

of real data about actual people or events by mimicking their significant statistical aspects. A synthetic 

dataset can be classified into two types: fully synthetic and partially synthetic. Although there is a data 

set known as hybrid synthetic, due to its computational complexity, hybrid synthetic data does not 

exist in practice since it consists of both original and synthetic data.  In the case of a fully synthetic 

data set, there is no original data contained in the data object. Therefore, there is little chance that 

any individual unit can be re-identified by reclassifying the synthetic data. Despite, all variables are 

still available. On the other hand, partially synthetic data sets contain some original data, but usually 

sensitive information is replaced. 

2.2.3 Types of synthetic data 

Synthetic data generation is a technique for safeguarding privacy in published data, offering an alter-

native to data masking. It involves creating randomized data with specific constraints to conceal sen-

sitive private information, while maintaining key statistical information and relationships found in 

the original dataset. The resulting synthetic data can be classified into three main categories [7].  

2.2.3.1 Hybrid synthetic data 

Hybrid synthetic data refers to the process of merging synthetic data with original data. In this ap-

proach, each record from the original dataset is paired with the most similar record from the synthetic 

dataset, and the two records are combined. By incorporating both full and partial synthetic data, hy-

brid synthetic data offers several advantages, including enhanced privacy preservation and increased 

utility compared to fully synthetic and partially synthetic data. However, it should be noted that this 

method requires additional memory and processing time due to the combination of datasets. 

2.2.3.2 Partial synthetic data 

The method of generating partially synthetic data involves replacing only the values of a selected at-

tribute with synthetic values, as opposed to fully synthetic data where all values are replaced [7]. This 

approach aims to protect privacy by substituting original values with synthetic ones to prevent re-

identification. Multiple imputed values and model-based techniques are employed to avoid disclo-

sure, and these techniques can also be used to substitute missing values in the original data. However, 

it should be noted that partially synthetic data carries a higher risk of disclosure compared to fully 

synthetic data, as it contains both original and imputed data. 

2.2.3.3 Fully synthetic data 

The methodology involves the use of fully synthetic data generators to create artificial data that does 

not include any original information [7]. The process begins by determining the density function of 



 
 
 
 

5  |  THEORY AND BACKGROUND 
 
 

attributes in the original data and estimating the associated parameters. Synthetic data is then gen-

erated by randomly selecting values from these estimated density functions, while preserving privacy. 

Only a select few attributes from the original data are replaced with synthetic data, and the protected 

series are aligned with the remaining attributes from the original data to maintain their relative rank-

ing. Traditional techniques such as multiple imputation and bootstrapping are employed to generate 

the fully synthetic data. It is important to note that although this technique provides robust privacy 

protection by producing completely artificial data, the accuracy of the generated data cannot be guar-

anteed. 

2.2.4 Challenges with synthetic data 

Artificial data is being used as a more and more practical substitute for real data when training ma-

chine learning algorithms [8]. This is due to recent developments in algorithms and generative mod-

els. The use of synthetic data still presents several challenges that need to be addressed in order to 

achieve high performance. There are several limitations to machine learning, such as the absence of 

standardized tools for creating synthetic data, the distinction between artificial and actual data, and 

the extent to which imperfect synthetic data can be utilized by machine learning algorithms.  

2.2.5 Synthetic data requirements 

Four key conditions must be met by a high-quality synthetic data generator (SDG) [5], as mentioned 

below.   

1. Syntactical accuracy: It must assure syntactic correctness by creating realistic data that re-

tains the original data's structural qualities, such as avoiding the usage of future information 

in time-series data or retaining graph structure in financial transaction networks.  

2. Privacy: It should emphasize privacy by calculating the amount of information revealed in 

synthetic data using approaches such as differential privacy. Yet, privacy assessment may dif-

fer based on the activity and data characteristics.  

3. Statistical accuracy: It should offer statistical correctness by evaluating the similarity between 

synthetic and original data in terms of marginal distributions and variable connections, while 

providing control over these characteristics.  

4. Efficiency: It should be efficient and capable of scaling well with the complexity of the data 

space, as the curse of dimensionality might impact distribution approximation. 

2.2.6 Evaluating synthetic data  

When evaluating synthetic data, it is usual practice to use generic metrics such as comparing variable 

distributions or correlations rather than accounting for the specific studies that will be done [9]. An-

other approach is to use a classification model to assess the distinguishability of the synthetic data. 

The usage of generic metrics is generally automatic and gives a decent indicator of the value of the 

data. If a dataset fails on broad metrics, it is unlikely to succeed on additional tests. The following 

metrics are common when evaluating synthetic data. 

Kullback-Leibler divergence 

The Kullback-Leibler (KL) divergence, also referred to as relative entropy, is a measurement used to 

quantify the distinction between two probability distributions [10]. It serves as an effective tool to 

assess the similarity or dissimilarity of different distributions. When applied to probability distribu-
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tion P and Q, where P represents the true distribution of random variables and Q represents a theo-

retical or fitting distribution, KL(P||Q) is known as the forward KL divergence while KL(Q||P) is the 

backward KL divergence as shown in 2.1.  

𝐾𝐿(𝑃1||𝑃2 ) = ∫ 𝑃1x∈X
(𝑥)𝑙𝑜𝑔

𝑃1(𝑥)

𝑃2(𝑥)
                                     (2.1)           

       

Kolmogorov-Smirnov test 

In the paper [11], they consider two multi-sets of real numbers, denoted as 𝑅 and 𝑇. 𝑅 is a reference 

set with 𝑛 elements sampled from an unknown univariate probability distribution, and 𝑇 is a test set 

with 𝑚 elements that may or may not be sampled from the same distribution as 𝑅. The terms "set" 

and "multi-set" are used interchangeably, with multi-set being the default. The Kolmogorov-Smirnov 

(KS) test is used to determine if 𝑇 is sampled from the same distribution as 𝑅 by comparing their 

empirical cumulative functions as shown in 2.2. The null hypothesis is that 𝑇 and 𝑅 are sampled from 

the same distribution. The KS test involves three steps: computing the KS statistic, determining the 

target 𝑝-value for a user-specified significance level 𝛼, and comparing 𝑝 and 𝐷(𝑅,𝑇) to determine if 

the null hypothesis is rejected. If the null hypothesis is rejected, it means that the empirical cumula-

tive functions of 𝑅 and 𝑇 are significantly different, and thus 𝑇 is unlikely to be sampled from the same 

distribution as 𝑅. Otherwise, if the null hypothesis is not rejected, we say that 𝑇 and 𝑅 pass the KS 

test. Sorting the elements in 𝑅 ∪𝑇 in ascending order is necessary to compute the KS statistic, and the 

time complexity of conducting the KS test is 𝑂((𝑛+𝑚)log(𝑛+𝑚)). 

                             𝐷(𝑅, 𝑇) = 𝑚𝑎𝑥
x ∈R∪𝑇

|𝐹𝑅(𝑥) − 𝐹𝑇(𝑥)|                                    (2.2)                          

K-Anonymity                                   

The k-anonymity definition for a table is as follows [12]: if T (AI,..., An) is a table with a quasi-identi-

fier (QI) associated with it, T satisfies k-anonymity with respect to QI if every sequence of values in 

T[QI] appears at least k times in T[QI]. The k-anonymity model involves modifying the QID attributes 

using suppression and generalization operations to form groups of records that share the same QID 

values, called equivalence classes (EQ). This makes each record indistinguishable from a group of at 

least k-1 other records, thereby making the QIDs imprecise and less informative to prevent linking an 

individual to a record. 

L-diversity 

The concept of l-diversity was introduced as an enhancement to k-anonymity in order to overcome its 

limitations [13]. It represents a novel approach that addresses the challenge of preserving data privacy 

without requiring knowledge of an adversary’s background information to prevent attribute disclo-

sure. This technique revolves around the idea of ensuring that sensitive attributes within each group 

are adequately represented. Essentially, l-diversity modifies the principle of k-anonymity by incorpo-

rating the concept of k-anonymity.  
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2.3 Synthetic data generation 
Within this subsection, different approaches to generating synthetic data are explored, including the 

Variational Autoencoder (VAE), Generative Adversarial Network (GAN), and Bayesian Network. 

2.3.1 Variational autoencoder  

VAE is a type of neural network that utilizes a continuous latent variable to represent the data distri-

bution [8]. The encoder and the decoder are the two neural network elements that make up the VAE 

architecture. The encoder maps the input data into a continuous latent space, and the decoder maps 

the latent variable back to the input space to recreate the original data.   

A distinguishing feature of autoencoding is that it is a data-specific process, which implies that it can 

only compress data that is similar to the data on which it has been trained [14]. This contrasts with 

previous compression techniques that relied on data generalizations. Comparatively, earlier compres-

sion techniques based on generalizations of the input data could not achieve this result. Furthermore, 

autoencoders are "lossy," which implies that the decompressed outputs are inferior to their original 

form. 

VAEs learn a probability distribution that models the input data, which enables them to capture a 

wider range of features compared to traditional autoencoders [14]. To train the VAE model, two loss 

functions are used: the reconstruction loss and the KL divergence between the learned latent distri-

bution and the prior distribution. The three essential components required to build an autoencoder 

are an encoding function, a decoding function, and a loss function that measures the information loss 

between the compressed and decompressed representations.  

2.3.2 Generative adversarial network  

GAN is a type of neural network that solves the generation problem by transforming it into a learning 

problem [8]. There are two neural network components that make up this system: the discriminator 

and the generator. Utilizing random noise as input, the generator creates synthetic data that is similar 

to the actual data. In contrast, the discriminator makes use of a combination of real and synthetic 

data to categorize the data as genuine or fraudulent. 

A GAN does not require the data to be remodeled since it uses a generator that can extract direct 

samples from distributions [15]. The greatest benefit of this approach is that it allows GAN to adapt 

completely to the distribution of the actual data. GANs play an essential role in generative models 

because of their ability to produce data that can be interpreted naturally. Due to the absence of a 

complex variational lower limit in GAN, training becomes simpler and more effective. Using GANs, 

points can be generated only on thin surfaces that are close to the data without having to resort to 

inefficient Markov chain techniques or approximate inference.  

Although GANs have been shown to be successful at modeling continuous distributions, dealing with 

discrete data, such as text, presents difficulties [16]. Back-propagation during the learning phase is 

difficult because the loss function for discrete random variables is not differentiable, which is the 

problem. Adjusting the loss function and approximating the discrete distribution with a continuous 

distribution are two potential fixes. The generator may also be modeled as a stochastic policy in rein-

forcement learning, which solves the differentiability problem by changing the optimization strategy.  
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2.3.3 Bayesian Network  

A graphical model called a Bayesian network is used to capture the joint probability distribution of a 

group of variables [17]. It consists of two essential parts: a graphical structure that illustrates the con-

nections between variables, and a set of conditional probability distributions that explain the proba-

bilistic relationships among the variables. This modeling approach, also referred to as a belief net-

work, is commonly utilized for performing probabilistic inference, enabling inference about one var-

iable given the values of other variables in the network. To generate data based on a Bayesian network, 

multiple synthetic datasets need to be created. These synthetic datasets can then be shared for 

broader usage while ensuring the confidentiality of the original data. 

2.4 Algorithms 
This subchapter will provide basic understanding regarding privacy focused algorithms and statistical 

focused algorithms. 

2.4.1 Privacy focused algorithms 

Differentially Private Generative Adversarial Network (DPGAN) is an algorithm used for privacy 

guarantees [18]. DPGAN ensures differential privacy by safeguarding the generator and discriminator 

parameters from revealing any information about the training data’s privacy. Differential privacy is a 

privacy concept that assures that an algorithm’s output remains unaffected even when an individual’s 

data is added or removed from the dataset. The generator’s parameters in DPGAN provide differential 

privacy guarantees concerning the training data.  

The article [19] discusses GANs and their potential for generating high-quality data but highlights the 

obstacle of using them with sensitive data as it can lead to the disclosure of private information. In 

response, the authors suggest a solution in the form of Privacy-preserving Generative Adversarial 

Network (PPGAN) model that employs differential privacy and a Moments Accountant approach to 

manage privacy loss. The authors back their claim with a mathematical verification of the differential 

privacy discriminator and illustrate the effectiveness of PPGAN in creating high-quality synthetic data 

while keeping privacy risks to an acceptable level using case studies.  

2.4.2 Statistical focused algorithms  

The article [20] suggests that utilizing Least Squares Generative Adversarial Network (LSGAN) as a 

substitute for conventional GANs that rely on the sigmoid cross entropy loss function. It have been 

observed to generate higher quality images compared to regular GANs. LSGANs punish instances that 

are accurately classified but exhibit a considerable difference from the actual data, motivating the 

generator to produce samples that are closer to the decision boundary (the boundary that separates 

the real and fake data) and the genuine data manifold (set of all possible variations of the real data). 

Furthermore, this approach results in more gradients, which results in a more consistent learning 

process and addresses the issue of vanishing gradients.  

A technique called Conditional Generative Adversarial Network (CGAN) is employed for producing 

artificial data that corresponds to the class of the instances [21]. To assess the usefulness of the gen-

erated samples, two approaches are used: examining the correlation between the genuine and the 

artificial data and contrasting the classification accuracy of an algorithm when applied to each dataset. 

A GAN doesn't consider any conditions regarding the data. Typically, the generated synthetic data 

possesses a unique characteristic that needs to be utilized to achieve synthetic data that closely re-

sembles real data. CGANs are an enhanced version of GANs that take a certain condition into account. 

This condition requires both the generator and discriminator to consider supplementary information, 
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referred to as "c". This additional information could be anything, including data from a different 

source or a class label.  

Creating a realistic synthetic dataset and accurately modeling the probability distribution of rows in 

tabular data can be a challenging task [22], especially when dealing with data that includes both con-

tinuous and discrete columns. Continuous columns may have multiple modes, while discrete columns 

can be imbalances, posting difficulties for modeling. Standard statistical and deep neural network 

models have proven inadequate in handling this type of data. To address these challenges, CTGAN 

was designed, which uses a conditional generative adversarial network.  

2.5 Tools 

This subchapter describes the different tools used for creating synthetic data and how to use them. 

2.5.1 Synthpop  

In place of actual data, synthetic data is used to create publicly accessible datasets that may be utilized 

for inference [23]. This is true, but only if the model that was used to create the synthetic data properly 

reflects the real mechanism that produced the observed data. Users of confidential datasets can access 

test data that closely mimics the real data using the Synthpop tool for R. Using the artificial data, 

users can perform exploratory analyses and test models, but the code created on the artificial data is 

utilized to run the final analysis on the real data. This strategy acknowledges the limits of the synthetic 

data generated by these techniques.  

The article examines the creation and functionality of the R package Synthpop, which was developed 

as part of the SYLLS project [23]. The goal of the package is to produce synthetic data that imitates 

the observed data of the England and Wales Longitudinal Study, Scottish Longitudinal Study, and 

Northern Ireland Longitudinal Study, while preserving confidentiality. LS support staff can use the 

package to generate customized synthetic data for LS users, and the package includes routines to gen-

erate, summarize and compare the synthetic data and models to gold standard analyses. The article 

also notes that the synthpop package can be utilized for other confidential data where synthetic data 

would be beneficial. Additionally, the article provides a comparison of the synthpop package to other 

similar software such as simPop and IVEware [23].  

2.5.2 DataSynthesizer  

The DataSythesizer system is an end-to-end solution built on Python 3, which creates synthetic da-

tasets from private datasets in CSV format [24]. The DataDescriber module analyzes the input dataset 

and deduces the domains and distribution estimates of its attributes, which are then saved in a dataset 

description file. The DataGenerator module uses this information to generate the synthetic dataset by 

drawing samples from the frequency distribution for categorical attributes, the equi-width histogram 

for non-categorical numerical and datetime attributes, and the length range for non-categorical string 

attributes. This methodology ensures that the statistical properties of the original dataset are pre-

served while maintaining privacy protection for sensitive information. Users can customize the data 

type and categorical status settings on an attribute level. The DataGenerator module has several 

modes to produce synthetic data and supports a unique random seed per user to prevent disclosure 

of private information through repeated data generation requests [24].  
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2.5.3 SynthCity  

The SynthCity project is a collaborative effort aimed at developing an open-source software platform 

that can facilitate the innovative use of synthetic data in areas such as fairness, privacy, and aug-

mentation across different data types [25]. The project has recently introduced the beta version of 

the synthcity library, which encompasses all the key applications of synthetic data generation, in-

cluding fairness, privacy, and augmentation, while also providing evaluation metrics to measure the 

quality of the generated synthetic data. The library is equipped with several utility functions to auto-

mate and simplify workflows, such as conducting comparative evaluations of multiple data genera-

tors. The current iteration of the synthcity library concentrates on generating tabular data, which is 

widely used in a variety of industries, including regulated ones that have limited access to data [25]. 

The library can process different types of tabular data, such as static tabular data, time series data, 

and censored survival data. Future versions of the library will encompass additional data modalities 

and incorporate new generators. The project invites the community to participate in the develop-

ment process by sharing feedback, reporting issues, and submitting pull requests on GitHub.  

 

The Synthcity library presents a complete solution for producing and assessing synthetic data [25]. 

Its workflow encompasses loading data, training a data generator, generating synthetic data, and eval-

uating it using several metrics. Users can make use of the Plugin class to train and apply different data 

generators, as the library offers a uniform interface for loading diverse input data. Additionally, the 

Metrics class facilitates the assessment of synthetic data’s fidelity, utility, and privacy. The Benchmark 

class is also at hand to compare and evaluate various data generators. In this project, SynthCity is the 

tool chosen to be used (see further section 3.4) 

2.6 Related work 
In [26], the authors investigate the current status of synthetic medical data generation and its increas-

ing popularity as a means of protecting individual privacy while enabling medical research and inno-

vation. The study discusses three techniques for creating synthetic data: knowledge-driven, data-

driven, and hybrid approaches. Knowledge-driven approaches offer excellent privacy protection, but 

they require manually specifying the generative model. Developing a suitable generative model poses 

difficulties for data-driven approaches when dealing with complex and interrelated medical data. Hy-

brid approaches can overcome these difficulties by integrating domain expertise with data-driven 

methodologies. 

Additionally, the study emphasizes the importance of accurate metrics to measure the realism of syn-

thetic data. Evaluating the realism of data-driven generative processes throughout development could 

improve accuracy. 

In their article [27], the authors discuss how machine learning-based services can assist the 

healthcare industry in shifting its focus towards prevention. However, safeguarding individuals' pri-

vacy when sharing sensitive personal information is crucial. To address this challenge, synthetic da-

tasets generated with generative models like GANs offer a promising solution for privacy-preserving 

data sharing. Generating realistic synthetic data that maintains the statistical properties of the origi-

nal dataset is particularly challenging for smart healthcare data, which involves various data types 

and distributions. To address this, the authors propose a GAN that utilizes differential privacy mech-

anisms to generate a synthetic and differentially private smart healthcare dataset. The evaluation of 

the proposed approach using a real-world Fitbit dataset demonstrates its ability to generate a realistic 

and differentially private dataset while preserving the original dataset's statistical properties. 
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3 Methods 

In this chapter, the methodology used to achieve the results of the thesis will be presented. The chap-

ter will detail the steps taken to create an implementation, including decisions made regarding the 

selection of techniques used to generate synthetic data. Additionally, a description of how knowledge 

and resources were gathered will be discussed in this section.  

In the initial stage of the implementation, a tool mentioned in chapter 3.4 will be used to facilitate the 

creation of synthetic data. The implementation will consist of a given dataset which will be the “input 

real data”, as shown as step one in figure 3.1. Step two will be to training the generator using a plugin, 

for this implementation the generator used will be GAN, and two algorithms originating from GAN 

will be used, see chapter 3.3. Step three will be to generate the synthetic data and step four will be to 

evaluate the synthetic data using the metrics chosen in 3.5. The generated synthetic data will be ana-

lysed using the metrics mentioned in 3.5.  Synthetic data serves as a secure data sharing infrastruc-

ture, safeguarding privacy, and integrity during information exchange. As mentioned in chapter 2.2.3, 

by generating randomized data that preserves statistical properties and relationships while conceal-

ing sensitive information, it allows for sharing without compromising individual privacy or disclosing 

personally identifiable data. 

 

FIGURE 3.1: OVERVIEW ON HOW THE IMPLEMENTATION FUNCTIONS 

 

3.1 Pre-study 
A preliminary study was conducted over three weeks to examine the functions and techniques used 

to generate synthetic data. During the study, relevant information was acquired, and a general under-

standing of the topic was developed. Resources used to access and find information were obtained 

through scientific databases such as IEEE Xplore, Google Scholar and ACM Digital Library. Based on 

the knowledge gathered, a potential approach for creating synthetic data was presented. 

3.2 Choice of synthetic data generator 
Despite having the same objective, GANs, VAEs and Bayesian Networks discussed in chapter 2.3 dif-

fer in several ways. While VAE and Bayesian Network have their own merits, they may not be as well-

suited for the task of generating synthetic data given this thesis specific dataset and objectives. VAEs 

are data-specific and "lossy," meaning the decompressed outputs are inferior to the original data. 

Bayesian Networks, on the other hand, require the creation of multiple synthetic datasets, which is 

not efficient for this thesis purposes. 

https://dl.acm.org/
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GAN is a powerful choice for generating synthetic data from the given dataset, as it offers adaptability 

to the data distribution, natural interpretation and quality of generated data, simplicity and effective-

ness of training, and the ability to generate data on thin surfaces close to the original data distribution. 

Considering these factors, GAN is the most suitable choice for this thesis topic. 

3.3 Choice of algorithm 

Both DPGAN and PPGAN, as mentioned in 2.4.1, can preserve privacy in the context of generating 

synthetic data. However, DPGAN is the better choice for this thesis for several reasons. 

Firstly, DPGAN provides differential privacy guarantees for the training data by safeguarding the gen-

erator and discriminator parameters. This means that even if an individual’s data is added or removed 

from the dataset, the algorithm’s output will remain unaffected. In contrast, while PPGAN also utilizes 

differential privacy, it is difficult to draw a conclusion regarding why PPGAN should be preferred over 

DPGAN due to the limited information available. 

Secondly, DPGAN has been specifically designed for privacy preservation in GAN. On the other hand, 

PPGAN is a model that has been proposed as a solution to the problem of sensitive data disclosure in 

GAN. The available information does not allow us to conclude that PPGAN is optimized for privacy to 

the same extent as DPGAN, which is specifically designed for privacy preservation. Although PPGAN 

has shown effectiveness in generating high-quality synthetic data with acceptable privacy risks, a 

comprehensive and direct comparison is challenging without additional detailed knowledge. Lastly, 

in the context of healthcare, DPGAN is more suitable as it provides better privacy guarantees.  

Two GANs that could be used to generate synthetic data for statistical similarities are LSGAN and 

CTGAN, mentioned in 2.4.2. While LSGAN is useful for generating images, it may not be the best 

choice for generating synthetic healthcare data because it does not consider the conditions of the data 

[20]. 

In contrast, CTGAN is a conditional GAN that is designed specifically for generating synthetic tabular 

data. CTGAN considers the conditions of the data, making it more suitable choice for generating syn-

thetic healthcare data with different features from the given dataset, including age, sex, episode num-

ber and hospital outcome. CTGAN can model the probability distribution of rows in tabular data ac-

curately, even when dealing with data that includes both continuous and discrete columns.  

In conclusion, based on the nature of the healthcare dataset and the goal of using it as a statistically 

focused algorithm, CTGAN is the most appropriate algorithm for this purpose.  

3.4 Choice of tool 
Synthpop, DataSynthesizer and SynthCity, as mentioned in chapter 2.5, are three different tools for 

generating synthetic data. Each of these tools has its own strengths and weaknesses. In comparison 

to Synthpop and DataSynthesizer, SynthCity presents a complete solution for producing and as-

sessing synthetic data. It offers a uniform interface for loading diverse input data and can process 

different types of tabular data. The library is equipped with several utility functions to automate and 

simplify workflows, such as conducting comparative evaluations of multiple data generators.  

SynthCity is particularly well-suited for the purpose of this bachelor thesis because it offers privacy 

protection and fairness in data generation, as well as evaluation metrics to measure the quality of the 
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generated synthetic data. Additionally, the SynthCity library can process different types of tabular 

data, including static tabular data, time series data, and censored survival data.  

One potential disadvantage of SynthCity is that it is still in beta version, which means that it may have 

bugs or incomplete futures. However, the project invites the community to participate in the devel-

opment process by sharing feedback, reporting issues, and submitting pull requests on GitHub, which 

can help improve the tool over time.  

In summary, SynthCity is a better choice for this thesis than Synthpop and DataSynthesizer because 

it offers a complete solution for generating and assessing synthetic data, including privacy protection, 

fairness, and evaluation metrics. It can also process different types of tabular data and provides a 

uniform interface for loading diverse input.  

3.5 Choice of metrics 
The Kolmogorov-Smirnov test and the inverse of the Kullback-Leibler Divergence, as mentioned in 

2.3.7, will be used as statistical similarity metrics, and the k-anonymity and l-diversity tests, as men-

tioned in 2.3.7, will be used as privacy loss metrics.  

The KL divergence will be used because it is a widely used measure to assess the difference between 

probability distributions, making it suitable for comparing the synthetic data distribution with the 

true distribution of patient attributes. As the generated synthetic data is based on patient attributes, 

understanding the dissimilarity between the synthetic and real data distribution is essential, which 

can be accomplished with KL divergence.  

The KS test will be used as a complement for KL divergence because it provides an additional per-

spective on the similarity or dissimilarity of the distributions, focusing on the empirical cumulative 

function rather than the explicit probability distribution.   

K-Anonymity will be used because it modifies quasi-identifier attributes like age, sex, and episode 

number, in a dataset, similar to the one used in this thesis. K-Anonymity also creates equivalence 

classes to safeguard privacy by reducing the risk of linking individuals to their data.  

L-diversity will be used because it is an advanced method of privacy protection that builds upon the 

concept of k-anonymity. It overcomes the limitations of the attribute disclosure and provides en-

hanced safeguards for sensitive information. Unlike k-anonymity, which focuses on making records 

indistinguishable within a group, l-diversity ensures that each group contains a variety of sensitive 

attribute values. 
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4 Results 

This chapter presents the results of this thesis research, focusing on the evaluation of two generative 

adversarial network GAN architectures: DPGAN and CTGAN. The process is outlined and followed, 

including the development of the DPGAN and CTGAN pipelines, and present the evaluation method-

ologies employed to assess their performance. 

4.1 Process 
Both DPGAN and CTGAN were tested on a dataset consisting of 15,000 rows and 4 columns. The 

objective was to create synthetic data that maintains privacy and integrity. 

Using DPGAN, the model was trained on the original dataset, resulting in the generation of 1,500 

synthetic data points. Different epsilon values were evaluated to assess the level of privacy protection, 

with epsilon representing the degree of privacy preservation. The epsilon values chosen was 

(0.1,5,10). The evaluation specifically focused on protecting sensitive attributes like age and sex, em-

ploying differential privacy constraints.  

Similarly, with CTGAN, the model generated 4,000 synthetic data points after completing the training 

process. The evaluation also emphasized looking into the statistical similarities while safeguarding 

age and gender attributes, which were classified as sensitive. 

4.2 DPGAN pipeline 
This subchapter presents an overview of the DPGAN pipeline and its evaluation. The step-by-step 

implementation of the DPGAN pipeline is presented, followed by a presentation of the evaluation of 

the obtained results. 

 

FIGURE 4.1: HOW THE PIPELINE FOR DPGAN IS OUTLINED 

1. Data processing 

The first step is to preprocess the desired dataset into a csv file to be used for training the 

DPGAN model as shown in table 4.1.  
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TABLE 4.1: EXAMPLE OF ORIGINAL DATASET IN A CSV FILE 

 

2. Training the DPGAN model 

The next step is to train the DPGAN model using the preprocessed data. The generator generates 

synthetic data samples that are similar to the original data while enforcing differential privacy con-

straints. The discriminator distinguishes between real and synthetic data samples and provides feed-

back to the generator on how to improve its output and the realism of the generated samples. Shown 

in table 4.2 is the generated synthetic data after the training is complete. 

 

TABLE 4.2: EXAMPLE OF GENERATED SYNTHETIC DATA IN A CSV FILE 

 

3. Applying differential privacy 

To ensure that the synthetic data generated by the DPGAN model is differentially private, noise is 

added to the gradient during the training. In this part an epsilon value needs to be chosen. Epsilon 

measures the privacy loss associated with algorithms or mechanisms. It serves as a quantitative indi-

cator to gauge the maximum potential changes in the probability distribution of outcomes or outcome 

sets when including or excluding a single individual's data. The value of epsilon is critical in deter-

mining the strength of privacy guarantees provided by the algorithm or mechanism under consider-

ation. A lower value of epsilon indicates a stronger level of privacy protection.    

4. Evaluation of the data 

The final step involves evaluating the synthetic data, which consists of several components that con-

tribute to obtaining a score, as shown in Figure 4.1. 
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Firstly, in row number 2, the benchmarking process aims to assess the performance and utility of the 

synthetic data generated by the DPGAN model for different epsilon values. 

Secondly, the loader serves as an interface between the original data and the synthetic data generation 

method. It facilitates access and manipulation of data, ensuring that the synthetic data generation 

process has sensitive attributes and the necessary input data in place. As a result, synthetic data that 

protects privacy can be created. 

Thirdly, the synthetic size determines the quantity of synthetic data points generated for evaluation. 

By varying the size of the synthetic dataset, the evaluation provides valuable insights into the method's 

performance and effectiveness in handling different data quantities. This aids in assessing and opti-

mizing synthetic data techniques. 

Fourthly, the repeats parameter determines the number of iterations in which the evaluation process 

is performed for each combination of epsilon values. This repetition enables a more robust evaluation 

by reducing the impact of randomness and providing a more representative assessment of synthetic 

data utility. 

Lastly, the score is presented, with the help from print() in the benchmark class, as shown in figure 

4.2. 

FIGURE 4.2: CODE FOR APPLYING DIFFERENTIAL PRIVACY AND EVALUATING DPGAN. 

 

4.2.1 Evaluation of results 

The “+/-”-value suggests the range of uncertainty or variability associated with the measurement.  

The stats.inv_kl_divergence.marginal is the mean inverse of the Kullback-Leibler Divergence, with a 

value of zero indicating that the datasets are from different distributions, while a value of one means 

that they are from the same distribution. As shown in table 4.3, the results indicate a high level of 

inverse KL divergence across various epsilon values. 

The stats.ks_test.marginal, which is the Kolmogorov-Smirnov test, has a value of zero if the distribu-

tions are completely different, and one if the distributions are identical. The distributions of the syn-

thetic data and the original data show a high degree of similarity, with the values shown in table 4.3. 
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When it comes to privacy.k-anonymization, “.gt”, refers to the evaluation of the k-anonymization 

technique on the ground truth data and “.syn”, represents the evaluation of the k-anonymization tech-

nique on the synthetic data generated.  

The results suggests that, on average, each record in the ground truth dataset is indistinguishable 

from approximately 176 other records in different epsilon values.   

The generated synthetic data does not achieve the same level of indistinguishability as the ground 

truth, with a minimum value of 51 when epsilon is set to 10. At epsilon 0.1, which corresponds to the 

highest privacy guarantee, the results exhibit a notable level of uncertainty as shown in table 4.3. 

Similarly, for l_diversity, a higher value of "l" provides stronger privacy protection but may result in 

less utility in the data. On the other hand, a lower value of "l" may lead to more utility in the data, but 

weaker privacy protection. The result in table 4.3 shows that the l-diversity is zero for all the epsilon 

values. 

TABLE 4.3: EVALUATION RESULTS USING DIFFERENTIAL PRIVACY WITH VARIOUS EPSILON VALUES 

Epsilon 0.1 5 10 

privacy.k-anonymization.gt    176.0 +/- 0.0 176.0 +/- 0.0 176.0 +/- 0.0 

privacy.k-anonymization.syn  78.5 +/- 29.5  71.0 +/- 3.0  51.5 +/- 11.5  

privacy.distinct l-diversity.gt  0.0 +/- 0.0    0.0 +/- 0.0    0.0 +/- 0.0   

privacy.distinct l-diversity.syn   0.001 +/- 0.0   0.001 +/- 0.0   0.001 +/- 0.0  

stats.inv_kl_divergence.marginal 0.914 +/- 0.017   0.959 +/- 0.01 0.866 +/- 0.003  

stats.ks_test.marginal   0.879 +/- 0.037 0.873  +/- 0.034  0.801+/-0.001 

. 

 

4.3 CTGAN pipeline 
This subchapter presents an overview of the CTGAN pipeline and its evaluation. The step-by-step 

implementation of the CTGAN pipeline is presented, as shown in figure 4.3, followed by a presenta-

tion of the evaluation of the obtained results. 

FIGURE 4.3: HOW THE PIPELINE FOR CTGAN IS OUTLINED 

1. Data processing 
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CTGAN requires a tabular dataset as input as shown in table 4.1.  

2. Training the CTGAN 

CTGAN’s generator network takes random noise as input and generates synthetic samples. 

The generator network is trained to minimize the difference between the real and synthetic 

data distribution. CTGAN’s discriminator network takes as input a batch of the real or syn-

thetic data samples and predicts whether each sample is real or synthetic. The discriminator 

network is trained to maximize the difference between the real and synthetic data distribu-

tions. After completing the training, the synthetic data is generated as shown in table 4.2. 

3. Evaluation of the data 

With the help of synthcity, the evaluation can be done with plugins that have several built-in 

metrics. That takes the original data and the synthetic data into consideration and performs 

various metrics that the plugin contains.  

 

4.3.1 Evaluation of results 

The stats.inv_kl_divergence.marginal is the mean inverse of the Kullback-Leibler Divergence, higher 

values indicate a closer match and stronger similarity between the datasets.  As shown in table 4.4, 

the results indicate a high level of inverse KL divergence.  

The stats.ks_test.marginal, which is the Kolmogorov-Smirnov test, higher values indicate a closer 

match and stronger alignment. The result shows a relatively high min and max values, as well as a 

high mean value, as shown in table 4.4. The standard deviation suggests that there is some variability 

in the alignment.  

When it comes to privacy.k-anonymization, “.gt”, refers to the evaluation of the k-anonymization 

technique on the ground truth data and “.syn”, represents the evaluation of the k-anonymization tech-

nique on the synthetic data generated. The result indicates that, on average, the synthetic data has 

groups with a minimum of 82 individuals sharing the same attribute values, as shown in table 4.4.  

For l_diversity, a value of zero suggests a lack of diversity in the sensitive attribute values within the 

groups. As shown in table 4.4 the results indicate that the ground truth data has no diversity in terms 

of distinct values for sensitive attributes. A minimum value of 1e-08 and a maximum value of 1e-08, 

suggesting a minimal level of diversity in the synthetic data. 
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TABLE 4.4: DISPLAYS THE EVALUATION RESULTS OBTAINED THROUGH THE APPLICATION OF CTGAN. 

 min max mean stdev 

stats.inv_kl_divergence.mar-

ginal  

 0.9577 0.9951 0.9753  0.0153  

stats.ks_test.marginal   0.8788 0.9493 0.9173 0.0291 

privacy.k-anonymization.gt     112.0000 112.0000  112.0000  0.0000 

privacy.k-anonymization.syn    69.0000 95.0000 82.3333 10.6249 

privacy.distinct l-diversity.gt   0.0000 0.0000 0.0000 0.0000 

privacy.distinct l-diver-

sity.syn  

1e-08 1e-08   0.0010 0.0010 

 

 



 
 
 
 

21  |  ANALYSIS AND DISCUSSION 
 

 

5 Analysis and discussion 

During implementation, it became evident that training the GAN required significant computational 

resources, especially in terms of CPU usage. This posed challenges on the local computer, which strug-

gled to handle the demands of the machine learning application, particularly when dealing with large 

datasets. The computationally intensive and time-consuming nature of GAN training had a noticeable 

impact on the achieved results. However, the problem was reduced by accessing a remote server that 

provided the necessary resources for more effective GAN training and better outcomes.  

The evaluation of both the DPGAN and CTGAN algorithms used the built-in metrics of SynthCity, 

including k-anonymization, l-diversity, KS test, and KL divergence. The results for DPGAN indicated 

that the synthetic data fell short of achieving a high level of k-anonymization, exhibiting relatively 

high uncertainty (see Table 4.3).  Better results could have been achieved if DPGAN was trained on a 

larger dataset. This will provide a greater attribute variation, simplifying the process of identifying 

suitable generalizations that satisfy the k-anonymity condition. Also, by adjusting the epsilon param-

eter in k-anonymity can increase privacy protection by enforcing stricter privacy constraints, resulting 

in higher levels of k-anonymity. 

Additionally, both the ground truth and synthetic data obtained a score of zero for l-diversity, indi-

cating a lack of diversity in both datasets. These outcomes suggest that DPGAN did not fully accom-

plish privacy preservation, which is critical, given the privacy constraints of age, gender, and GDPR 

requirements. Improving the dataset variation, for instance, including a broader range of values for 

attributes, could have potentially enhanced the results and enable a more secure data sharing infra-

structure.  

However, the KL divergence and KS test results demonstrated that the synthetic data generated by 

DPGAN exhibited high values with small uncertainty, indicating good statistical similarity with the 

original data (see Table 4.3). 

For CTGAN, the KL divergence and KS test provided valuable insights into the quality and similarity 

of the synthetic data generated. Higher KL divergence values indicated a closer match between the 

synthetic and original data, with the minimum and maximum values suggesting a stronger alignment. 

The mean value reflected a higher overall similarity, and the low standard deviation indicated a con-

sistent and stable distribution of synthetic data. Similarly, the KS test yielded a lower KS statistic, 

indicating a relatively good match between the synthetic and original data, with the minimum and 

maximum values supporting this alignment. Although the mean value represented a reasonably good 

overall fit, the standard deviation suggested some variability in the alignment.  

The k-anonymization and l-diversity tests underscored the privacy properties of the synthetic data 

generated by CTGAN (see Table 4.4). The achieved k-anonymization level indicated a reasonable de-

gree of privacy protection, making it challenging to identify individuals within the dataset. However, 

the results indicated a lack of l-diversity, which aligns with the findings of the previously mentioned 

algorithm. Both algorithms exhibited a similar absence of diversity in the synthetic data. To address 

this issue, similar improvements can be implemented, as mentioned earlier for DPGAN, to strive for 

better and more diverse results. 
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5.1 Social, economic, ethical and sustainability aspects  
The use of synthetic data enhances privacy protection and reduces the risk of sensitive information 

being revealed. By utilizing data-driven technologies and participating in initiatives that share data, 

individuals feel more secure and confident sharing their information. While adhering to GDPR, syn-

thetic data can foster a positive social environment that promotes data sharing for research, innova-

tion, and public interest. 

Furthermore, the use of synthetic data in research and decision-making processes can affect social 

fairness and equity. The use of synthetic data can reduce the biases associated with real datasets, 

leading to more objective and fair results. By minimizing the dependence on sensitive personal infor-

mation, synthetic data can contribute to the development of fair algorithms and regulations. 

By utilizing synthetic data, organizations can reduce costs associated with data collection, storage, 

and maintenance. Generating synthetic data decreases the need for extensive data collection efforts, 

particularly in the case of large or sensitive datasets. This can result in significant cost savings in the 

long term. 

Synthetic data generation tackles ethical issues concerning data privacy and security by avoiding the 

use of real data. By employing synthetic data instead, the potential dangers associated with exposing 

sensitive personal information of individuals are eliminated. This method safeguards privacy and 

minimizes the possible harm that may result from mishandling or unauthorized access to genuine 

personal data. Upholding privacy rights and preserving data confidentiality are in accordance with 

ethical principles and encourage responsible utilization of data. 

Unlike storing large amounts of real data, which necessitates dedicated server space and energy-in-

tensive data centers, synthetic data can be generated and utilized in real-time without the require-

ment for long-term storage. Therefore, the demand for data storage infrastructure is reduced, result-

ing in a reduction in the environmental impact associated with data center operations and mainte-

nance.
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6 Conclusion 

The healthcare industry handles sensitive patient data, and synthetic data has emerged as a solution 

to protect privacy and prevent breaches. However, privacy concerns and regulations limit direct ac-

cess to health data. This bachelor's thesis presents a secure data sharing infrastructure, that was de-

signed using a known dataset, demonstrating its effectiveness through a machine learning applica-

tion. 

6.1 Evaluating goals 
The first two objectives stated in chapter 1.2 were accomplished and the third objective was accom-

plished to a certain degree, although, there are still work that must be done in the future to further 

implement a more secure data sharing mechanism which will be mentioned in section 6.2. The goals 

were to: 

● Identify and evaluate different solutions for meeting privacy requirements for data sharing. 

● Develop a sample machine learning-based application that can use the secure data sharing 

infrastructure to demonstrate its functionality. 

● Test and validate the secure data sharing infrastructure by proving that it meets integrity re-

quirements. 

The goal of testing and validating the secure data sharing infrastructure by proving that it meets in-

tegrity requirements was met to a certain extent by evaluating two GAN algorithms, DPGAN and 

CTGAN, using various metrics that provided valuable insights into their privacy preservation capa-

bilities. These findings contribute to the knowledge development in privacy-preserving data sharing, 

particularly in the context of healthcare. The study's outcomes inform researchers and practitioners 

about the challenges and possibilities associated with synthetic data generation and its impact on 

privacy preservation. Furthermore, the implementation of a secure data sharing infrastructure and 

the evaluation of GAN algorithms serve as a foundation for future research and the development of 

improved methodologies in privacy-preserving data sharing. Overall, this research expands the un-

derstanding of privacy requirements in data sharing and provides insights into the effectiveness of 

different solutions, paving the way for further advancements in the field. 

6.2 Future works 
Future work could involve expanding the project’s scope to larger datasets and more advanced ma-

chine learning algorithms, exploiting new problem areas such as integrating synthetic data with real-

world dataset or improving the accuracy of synthetic data. Additionally, future works could consider 

the trade-off between privacy and utility, aiming to strike a balance that maximizes the usefulness of 

the data while safeguarding individuals' privacy. Overall, this study lays a solid foundation for future 

research and development in secure data sharing in the healthcare industry. 
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