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Abstract
Business cycle asymmetry of earnings pass-through

How does the firm's role as an insurance provider vary over the business cycle? Using Swedish administrative data,
I document that idiosyncratic firm productivity shocks are passed through workers' earnings asymmetrically. In non-
recessions, firms are good insurers against negative shocks. In downturns, they pass through a larger share of their shock.
Regardless of the state of the economy, instead, positive shocks are mainly passed through when sizeable. I rationalize
these findings using a directed search model of the labor market with recursive contracts. Moral hazard risk associated
with on-the-job search is key to generating pass-through and the increased risk of firm disaster in recessions is necessary
for matching the empirical facts. As the wage growth distribution features procyclical skewness and acyclical variance,
the model also suggests a new mechanism for explaining trends in income risk variation over the business cycle. Welfare
calculations reveal that workers would be willing to give up a non-negligible share of consumption to avoid this source
of uncertainty.

Inferring income properties from portfolio choices
Two main views exist on the nature of the labor income process: according to one, income shocks are very persistent

and agents face similar life-cycle profiles - Restricted Income Profiles (RIP); according to the other, income shocks are not
very persistent and life-cycle profiles are individual-specific - Heterogeneous Income Profiles (HIP). This paper studies
the implications of these two views in a portfolio choice model in order to discover identification restrictions allowing to
discern between them. I find that HIP and RIP imply different life-cycle patterns of the participation and conditional risky
share choices but similar patterns of consumption and saving. Crucial for this result is the inclusion of cyclical skewness
in the stochastic process for income, which enables us to correctly estimate the part of income risk deriving from the
persistence of the shocks.

Preference heterogeneity and portfolio choices over the wealth distribution
What are the key elements required in generating portfolio choices over the wealth distribution in line with the data? In

this paper, we argue that capturing preference heterogeneity across individuals is one of them. Using a partial equilibrium
Bewley-type model with endogenous portfolio choice and cyclical skewness in labor income shocks, we show that
heterogeneity in risk aversion, impatience and portfolio diversification is crucial to match the empirical schedules of
unconditional risky share, participation and share of idiosyncratic variance in individual portfolios. At the same time, these
elements generate dispersion in wealth through their heterogeneous effects on individuals' investment decisions resulting
in a cross-sectional wealth distribution that provides a close fit of the data, particularly at the very top.

Keywords: Macroeconomics, household finance, income risk, portfolio choice, wealth inequality, heterogeneous agents,
insurance, search and matching.
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Abstracts

Business cycle asymmetry of earnings pass-through
How does the firm’s role as an insurance provider vary over the
business cycle? Using Swedish administrative data, I document that
idiosyncratic firm productivity shocks are passed through workers’
earnings asymmetrically. In non-recessions, firms are good insurers
against negative shocks. In downturns, they pass through a larger
share of their shock. Regardless of the state of the economy, instead,
positive shocks are mainly passed through when sizeable. I rationalize
these findings using a directed search model of the labor market
with recursive contracts. Moral hazard risk associated with on-the-job
search is key to generating pass-through and the increased risk of
firm disaster in recessions is necessary for matching the empirical
facts. As the wage growth distribution features procyclical skewness
and acyclical variance, the model also suggests a new mechanism for
explaining trends in income risk variation over the business cycle.
Welfare calculations reveal that workers would be willing to give up a
non-negligible share of consumption to avoid this source of uncertainty.

Inferring income properties from portfolio choices
Two main views exist on the nature of the labor income process:
according to one, income shocks are very persistent and agents face
similar life-cycle profiles - Restricted Income Profiles (RIP); according
to the other, income shocks are not very persistent and life-cycle
profiles are individual-specific - Heterogeneous Income Profiles (HIP).
This paper studies the implications of these two views in a portfolio
choice model in order to discover identification restrictions allowing to
discern between them. I find that HIP and RIP imply different life-cycle



patterns of the participation and conditional risky share choices but
similar patterns of consumption and saving. Crucial for this result is
the inclusion of cyclical skewness in the stochastic process for income,
which enables us to correctly estimate the part of income risk deriving
from the persistence of the shocks.

Preference heterogeneity and portfolio choices over the wealth dis-
tribution (with Markus Kondziella and Zoltán Rácz)
What are the key elements required in generating portfolio choices over
the wealth distribution in line with the data? In this paper, we argue
that capturing preference heterogeneity across individuals is one of
them. Using a partial equilibrium Bewley-type model with endoge-
nous portfolio choice and cyclical skewness in labor income shocks,
we show that heterogeneity in risk aversion, impatience and portfolio
diversification is crucial to match the empirical schedules of uncondi-
tional risky share, participation and share of idiosyncratic variance in
individual portfolios. At the same time, these elements generate dis-
persion in wealth through their heterogeneous effects on individuals’
investment decisions resulting in a cross-sectional wealth distribution
that provides a close fit of the data, particularly at the very top.
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Introduction

This thesis consists of three self-contained essays. All of them combine
the usage of micro and macro data and quantitative models to study
how agents balance their exposure to income risk when facing idiosyn-
cratic and aggregate shocks.

The first chapter, “Business cycle asymmetry of earnings pass-through”,
analyzes how endogenous income risk emerges from the optimal risk-
sharing allocation between workers and firms.

While understanding how much firms insure their workers against
salary fluctuations is a long-standing topic in economics, this paper ex-
amines this question from a new angle by investigating how firms’ abil-
ity to do that varies over the business cycle. As labor market and finan-
cial frictions bind differently in booms and recessions, there are reasons
to suspect that shocks’ transmission to workers’ compensations might
vary with aggregate shocks.

Using Swedish administrative data, I document that the pass-
through of idiosyncratic firm shocks to workers’ earnings is indeed
asymmetric over the cycle. Firms insure workers against negative
shocks in non-recessionary periods, but they do much less so in down-
turns. Positive shocks, on the other hand, are shared with employees
especially if sizable, and this holds regardless of the state of the
economy.

I further show that these empirical patterns can be rationalized
using a directed search model of the labor market with on-the-job
search, risk-averse workers, and firm commitment. The key element

i



ii INTRODUCTION

in the model is a trade-off that firms face when choosing the terms of
the employment relationship with their workers. On the one hand,
insuring risk-averse workers against wage fluctuations enables firms
to avoid paying the volatility risk premium implied by the concavity of
the workers’ utility function. On the other, guaranteeing the employees
stable compensation does not allow firms to align the workers’ search
incentives with the firms’ own desire to sustain the match or not.

In addition to matching earnings pass-through asymmetries found
in the data, the model provides a new explanation for the business cy-
cle trends in income risk documented by a recent empirical literature.
More in detail, since the pass-through of negative shocks is on average
larger in recessions and that of positive ones is acyclical, the model-
generated wage growth distribution features procyclical skewness. Fi-
nally, I evaluate the welfare cost of business cycles and find that they
are substantial in this framework.

The second chapter, “Inferring income properties from portfolio
choices”, shows that endogenous income risk coming from agents’
portfolio choices is informative on the true nature of the labor income
process.

Although the literature trying to understand the properties of the
income process is vast, two main hypotheses have emerged: accord-
ing to one, income shocks are very persistent and agents face similar
life-cycle profiles - Restricted Income Profiles (RIP); according to the
other, income shocks are not very persistent and life-cycle profiles are
individual-specific - Heterogeneous Income Profiles (HIP).

In this paper, I study whether agents’ portfolio choices contain rele-
vant information allowing us to discern which of the two views is more
supported by the data. The main idea is that, since diverse types of in-
come risk imply different portfolio allocation decisions, by looking at
the latter the researcher can infer properties of the income process.

Because taking into account the cyclical skewness of income shocks
results in similar estimates for the shocks’ persistence for both HIP and
RIP, I find that the profiles of the mean and variance of consumption
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over the life cycle are very much alike and, thus, do not have a strong
identification power.

However, HIP and RIP imply different average life-cycle profiles for
stock market participation and for the choice of the conditional risky
share. Due to the effect of cyclical skewness on the riskiness of human
capital, the HIP process implies much less heterogeneity in participa-
tion rates across people with different average income growth rates and
a “butterfly pattern” for the conditional risky share. The latter means
that agents with higher average growth rates have a lower conditional
risky share at young ages compared to individuals with low growth
rates, and they catch up at around forty years old when the order of
this pattern is reversed.

Comparing the model-generated profiles and their empirical equiv-
alents using Swedish administrative data, I find that the latter provides
slightly stronger support for the RIP than the HIP hypothesis.

In the third chapter, “Preference heterogeneity and portfolio choices
over the wealth distribution”, jointly written with Markus Kondziella
and Zoltán Rácz, we show that endogenous income risk ensuing
from preference heterogeneity across individuals helps explain wealth
inequality.

Starting from the fact that explaining individuals’ portfolio choices
and cross-sectional wealth inequality remain two challenging issues in
household finance and macroeconomics, we show that connecting the
two literatures can help to address both issues simultaneously.

Specifically, we add to the standard incomplete markets macro
model endogenous portfolio choice, a non-normal return process,
cyclical skewness in labor income shocks, Epstein-Zin preferences
and preference heterogeneity including heterogeneity in individuals’
time preference rate, risk aversion and ability or inclination towards
portfolio diversification.

Estimating the model parameters governing the heterogeneity in
preferences to match the increasing risky share, participation rate and
share of idiosyncratic return risk over the wealth distribution docu-
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mented in the data, we find that to get a good match the economy has to
be populated by two types of agents: one featuring higher risk aversion
and impatience and the other characterized by lower values of the same
parameters. Indeed, as agents of the latter type endogenously end up
at the top of the distribution, the model is able to capture the increasing
relation between wealth and risky share found empirically and, in turn,
to generate wealth inequality at the top.

Examining the results of our benchmark specification with counter-
factual economies in which we shut down different components one at
a time, we find that the model fit is always worsened.



Chapter 1

Business cycle asymmetry of
earnings pass-through
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mann, Philipp Hochmuth, Markus Kondziella, John Kramer, Arash Nekoei, Zoltán
Rácz, Claire Thürwächter and participants at the IIES Macro Group for helpful feed-
back and comments. I am thankful to IFAU for access to and help with the Swedish
administrative data.
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2 CHAPTER 1

1.1 Introduction

The extent to which firms insure their workers against salary fluctua-
tions is a long-standing question in economics (Knight, 1921), and it is
based on the idea that an unequal allocation of the match’s surplus un-
certainty between employers and employees is desirable if they have
different attitudes towards risk (Baily, 1974; Azariadis, 1975).

Increased availability of high-quality matched employer-employee
data has led to greater scrutiny of this issue. In particular, recent empir-
ical papers have found that firms shield well workers’ compensations
against idiosyncratic productivity shocks they are exposed to1, but also
that the degree of insurance is not full, especially if the shocks are per-
sistent (for a review, see Guiso and Pistaferri, 2020).

This literature has, however, predominantly focused on studying
this phenomenon unconditionally of the state of the economy. There
are reasons to suspect that firms’ ability to insure workers might vary
with aggregate shocks as, for instance, labor market and financial fric-
tions bind differently over the business cycle. Considering that income
risk is a crucial driver of individuals’ decisions, taking this additional
source of uncertainty into account is essential for the design of welfare-
improving policies.2

This paper fills this gap by examining the heterogeneity in the trans-
mission of idiosyncratic firm productivity shocks to workers’ salaries
over the business cycle. Specifically, I document new facts on earn-
ings pass-through asymmetries using Swedish registry data and build
a search model of the labor market to replicate these patterns, finding a
key role for the increased risk of firm disaster in recessions.

More in detail, using matched employer-employee data covering

1Among the shocks against which a firm can insure its workers, idiosyncratic ones
stand out because they can be diversified via financial markets (Pagano, 2020). The
idea is that the stock market should not price idiosyncratic risk and, therefore, a firm
providing insurance against them should not bear a higher cost of equity.

2Several papers have analyzed the effect of income risk related to the pass-through
of firm shocks on workers’ portfolio choices, precautionary savings, and insurance de-
mand. For a comprehensive review, see Guiso and Pistaferri (2020).



1.1. INTRODUCTION 3

the universe of non-financial private companies, employment relation-
ships, and workers in Sweden for the period 2004-2018, I document
the following facts. First, earnings pass-through of idiosyncratic firm
shocks is asymmetric in the state of the business cycle.3 Firms insure
workers against negative shocks in non-recessionary periods, but they
do much less so in downturns. Positive shocks, on the other hand,
are shared with employees especially if sizable, and this holds regard-
less of the state of the economy. Compared to non-recessions, the earn-
ings’ elasticity to negative shocks in recessions is more than three times
higher (0.020 vs. 0.006), even in the most conservative specification. In
monetary terms, this means a reduction of approximately 1,500 SEK (in
2020 terms) in the annual salary of a worker employed at a firm expe-
riencing a one standard deviation shock. Given that in recessions the
total employment share of firms exposed to more negative shocks is
around 15 percent, the aggregate implications of this phenomenon are
non-negligible.

Second, negative idiosyncratic productivity shocks are on average
more adverse events for the firm if they occur in downturns. In partic-
ular, the share of firms experiencing mass layoffs upon receiving these
shocks in recession - defined, following von Wachter et al. (2009), as
firms whose workforce shrinks by more than 30 percent in two years
- is approximately 7 percentage points higher compared to the same
quantity in normal times. Combined with the fact that it takes around
three years from the shock for the average firm to return to positive em-
ployment growth, this indicates that negative idiosyncratic shocks have
larger and more persistent effects on firms’ profitability in recessions.

On the theoretical side, I rationalize these empirical patterns using
a directed search model of the labor market similar to the ones used
by Menzio and Shi (2010) and Balke and Lamadon (2022). Specifically,
I extend the mechanism of the latter paper to an economy with busi-

3Data on hours worked are available for a limited time period and sample of firms.
For this reason, I focus on earnings and from here onward I will refer to earnings and
wages interchangeably.
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ness cycles. The block recursivity property of the framework allows
tractability in an environment with aggregate uncertainty.

In this setting, the key elements to generating realistic pass-through
are on-the-job search, workers’ risk aversion, and firm commitment.
In each period, currently matched firms need to deliver the worker
a certain amount of utility by selecting the current wage and state-
contingent contracts for the next period formulated as promised util-
ities which, in turn, affect on-the-job search choices. This decision en-
tails a trade-off. On the one hand, the firm wants to insure risk-averse
workers against wage fluctuations to avoid paying the volatility risk
premium implied by the concavity of the utility function. On the other,
not adjusting the terms of the employment contract results in waiving
the opportunity to align the worker’s search incentives with the firm’s
desire to keep the worker and sustain or end the match.

Consider a firm exposed to a persistent negative productivity shock.
Since the shock reduces the expected value of the match, the firm has
a lower incentive to continue the employment relationship, so it opti-
mally diminishes the worker’s share of the surplus by promising her
lower utility, until this choice is balanced with the cost for the addi-
tional risk premium to be paid. This action has two consequences. First,
the job-finding rate is a decreasing function of utility, so the probability
that the worker is poached increases. Second, as lower promised utili-
ties can be sustained with a diminished stream of consumption, wages
are cut. The magnitude of this mechanism is amplified by a higher per-
sistence of the shocks or a lower cost of deviating from full insurance.

In addition to the forces generating the shocks’ pass-through, two
key elements enable the model to match the asymmetries found in the
data. The first is modeling that negative idiosyncratic firm shocks are
more adverse events in recessions, which is needed to replicate the
larger pass-through of these shocks in downturns. While the general
equilibrium effect from a lower job finding probability in recessions
pushes the framework toward the desired direction by requiring a more
significant decrease in promised utility to achieve the same probabil-
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ity that the worker leaves, I find that it is quantitatively not strong
enough to generate the asymmetries found in the data. Thus, I intro-
duce an additional disaster state in which, upon entering, firms expe-
rience low productivity for a protracted period of time, and which I
discipline using the empirical evidence on mass layoffs. As explained
above, the higher the persistence of the shocks, the stronger the mech-
anism. Therefore, if a negative shock has a larger and more persistent
effect on the expected value of the match in recessions, it will be passed
through more.

The second key element is the free-entry condition, which produces
a different response for positive and negative shocks. As all newly
formed matches have the same initial idiosyncratic firm productivity,
free-entry forces the expected value of posting a vacancy to equate its
cost in equilibrium. Consequently, upon creating a new employment
relationship, there is a maximum utility level that an entering firm
can promise to the worker above which the match would not be
viable. Because only new entrants can poach workers, any incumbent
offering this value faces zero probability that the worker leaves. This
restricts the pass-through but does not apply to negative shocks, thus
generating asymmetry. In turn, as the incentives to retain workers
for firms exposed to positive shocks are on average high enough to
make them update the terms of the employment contract towards a
zero poaching probability regardless of the business cycle in the used
calibration, this drives down the magnitude of positive changes in
promised utility and wages, and it does so in a similar fashion for
recessions and non-recessions, which enables to replicate the non-state
dependence for these shock.

Besides matching untargeted earnings pass-through asymmetries,
the model provides a new explanation for the business cycle trends
in income risk documented by a recent empirical literature (Guvenen
et al., 2014; Busch et al., 2022) and confirmed also in this paper. Specif-
ically, since the pass-through of negative shocks is on average larger in
recessions and that of positive ones is acyclical, the model-generated
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wage growth distribution for stayers exhibits procyclical skewness and
acyclical variance.

Finally, I use the model to evaluate the welfare cost of business cy-
cles. Workers would be willing to give up a significant fraction of their
consumption to avoid the effects of aggregate uncertainty in this set-
ting, up to 2.7 percent. While this is a relatively large number com-
pared to the estimates found by other studies (Lucas, 1987; Krusell
et al., 2010), and some caution is required in interpreting this result
because of non-trivial features in my framework, the lack of a saving
technology in the model and the presence of firm disasters make the
repercussions of wage fluctuations particularly adverse.

Relation to the literature. This paper relates to several strands of the
literature. First, it contributes to the empirical research studying how
workers’ earnings are affected by idiosyncratic firm shocks. A seminal
contribution in this area is from Guiso et al. (2005), who estimate the
pass-through of persistent and transitory idiosyncratic firm shocks on
stayers using matched employer-employee data from Italy. They find
that workers are overall well insured: salaries are almost entirely insu-
lated from transitory shocks and their elasticity with respect to perma-
nent ones is very low, around 0.07. Subsequent papers have replicated
their study in other countries, finding remarkably similar estimates (for
a review, see Guiso and Pistaferri, 2020).4 More recently, the increased
availability of high-quality administrative data has enabled researchers
to overcome some limitations related to the sample selection of stayers
(Chan et al., 2020; Friedrich et al., 2019). This literature, however, has
in general abstracted from business cycles. An exception is Chan et al.
(2020), which is the closest contribution to this paper. Using Danish ad-
ministrative data on wages, they estimate pass-through regressions to
gauge the wages’ elasticity to idiosyncratic firm TFP shocks. In contrast

4Other papers have also investigated pass-through heterogeneity in worker and
firm characteristics (Juhn et al., 2018) and studied differences in the transmission of
firm-level and industry-level shocks (Carlsson et al., 2016).



1.1. INTRODUCTION 7

with this paper, they find that persistent negative shocks are always
passed through regardless of the state of the cycle, whereas positive
ones are only passed through in non-recessions. While data limitations
do not allow me to check in full the effects of the diversities between
their approach and mine, my paper contributes to this literature by
providing results for alternative measures of workers’ compensation
and institutional context - earnings and Sweden, respectively - and by
showing that these differences have non-trivial effects on the results. In
addition, rather than reporting only the average pass-through, I docu-
ment how earnings change over the whole distribution of idiosyncratic
firm shocks.

Second, this study relates to the theoretical literature on employ-
ment contracts (started by Baily, 1974; Azariadis, 1975) and its applica-
tion in directed search models to study labor market phenomena (e.g.,
Menzio and Shi, 2011, 2010; Schaal, 2017; Rudanko, 2009). In particular,
it builds on recent work by Balke and Lamadon (2022), who rationalize
the pass-through of firms’ shocks in a framework in which the main
force is firms’ trade-off between insuring workers and shaping their
incentives to search while on the job. I extend their mechanism to an
economy with business cycles and show that adding asymmetries in
the stochastic process governing firms’ shocks is crucial for matching
the patterns in the data.

Third, this paper is connected to studies analyzing, respectively,
business cycle heterogeneity in the distributions of firms’ productivity
shocks and income shocks. Specifically, I confirm in Swedish data the
finding by Salgado et al. (2020) that the skewness of firms’ productiv-
ity shocks is procyclical. I also document, as do Bloom et al. (2018) and
Carlsson et al. (2022), the countercyclicality of the standard deviation of
these shocks for manufacturing firms. However, while I still find that
volatility is slightly higher in recessions, no clear business cycle trend
for it is visible in the full sample, which also includes companies operat-
ing in retail, construction, and services, as this quantity is high in some
non-recessionary years too. Regarding income shocks, I document their
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procyclical skewness and acyclical variance in my sample, which in-
cludes only workers with stable employment relationships. This res-
onates nicely with the seminal contribution by Guvenen et al. (2014)
who report similar trends in US administrative data and, in particu-
lar, with Busch et al. (2022) who corroborate these findings for Sweden,
Germany and France and for continuously employed full-time work-
ers.5 In addition, since the model is able to generate these features in
the wage growth distribution, my paper contributes to the part of this
literature that studies explanatory mechanisms for these patterns. One
of the main references in this area is Hubmer (2018), who shows that
a job ladder model in a frictional labor market can also replicate the
asymmetries found in the data.

Structure of the paper. The paper is structured as follows. Section 1.2
presents the empirical findings, Section 1.3 describes the model, Sec-
tion 1.4 deals with model calibration, Section 1.5 presents the results
obtained from the model and Section 1.6 concludes.

1.2 Empirical analysis

The empirical analysis proceeds in two steps. First, I analyze idiosyn-
cratic firm productivity shocks. I document that negative shocks have
larger and more persistent effects on the firm’s profitability if they
occur in recessions. Second, I examine the relationship between these
shocks and workers’ earnings. Specifically, I estimate a statistical
model of earnings and show that residuals’ log changes over the firm’s
TFP shock distribution exhibit different patterns in non-recessions and
downturns.6

5For Spain, Arellano et al. (2021) find not only that skewness decreases in recessions
but also that the variance rises.

6In institutional settings in which wage bargaining is highly centralized, firms have
less leeway in transferring shocks to workers. Appendix 1.B briefly describes some fea-
tures of the Swedish labor market context to show that a substantial part of agreements
involves firm-level bargaining.
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1.2.1 Data

The empirical part of this paper is based on a matched employer-
employee dataset created by merging information contained in three
different administrative databases assembled by Statistics Sweden
and accessed through the servers of the Institute for Evaluation of
Labor Market and Education Policy (IFAU), in Swedish Institutet För
Arbetsmarknads-och Utbildningspolitisk Utvärdering.

The first is the Structural Business Statistics (SBS) dataset, which
mainly contains balance sheet and accounting information for the uni-
verse of non-financial corporations in Sweden starting from 1997. From
this dataset, in addition to balance sheet items, I recover a value-added
measure constructed by Statistics Sweden and information on the op-
erating sector of each firm.

The second source is the Register-Based Labour Market Statistics
(RAMS) dataset, which contains information on the universe of em-
ployment relationships in Sweden from 1985 onward. On the firm’s
side, I collect information on the type of legal entity and the munic-
ipality where the company is located. On the workers’ side, I gather
information on salaries, length of working relations, and the worker’s
occupational status (employee, self-employed, etc.). Then, I classify a
worker as employed if she is working at least six months in a year, and
I assign each employed worker a unique working place each year as
the firm where she gets the highest salary. Based on this, I construct an
annualized salary measure when a worker stays at the firm for less than
a full year and compute firm-level total employment.

The last dataset is the Longitudinal Database on Education, Income
and Employment (LOUISE), which contains information on the socio-
economic and demographic status of the Swedish population from 1985
onward. From this source, I recover information on civil status, gender,
year of birth, number of children, and education.
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Sample restrictions. The time period of the analysis is 2004-2018.7 On
the firm side, I restrict the sample to firms with at least five employ-
ees, with positive value-added, wage bill, total fixed assets, and equity,
whose juridic form is limited liability company, and operating in manu-
facturing, construction, retail, and services sectors. On the worker side,
I consider individuals between 20 and 60 years old whose occupational
status is employee. To limit the impact of outliers, I exclude workers
in the bottom 5 percent of the distribution of real8 annual earnings
(around 55,000 SEK) and firms in the bottom 0.5 percent of the dis-
tributions of value-added (around 515,000 SEK) and wage bill (around
465,000 SEK). Appendix 1.B contains more information on the data.

Sample description. Figure 1.1 shows sample coverage over time.
The number of firms included is around fifty thousand each year, and
the number of workers is about 1.5 million at the beginning and gradu-
ally increases roughly to 1.8 million. As visible from the first two rows,
the Great Recession had a significant impact on the Swedish economy
between 2009 and 2010.

Looking at different sectors, Figure 1.1 reveals that about one-third
of the firms operate in services, followed - in decreasing order - by re-
tail, manufacturing, and construction. A similar pattern holds on the
workers’ side, with the difference that manufacturing employs more
people than retail. In terms of size, more than two-thirds of the firms are
small. Medium-size firms (20-49 employees) come second, followed by
large (50-99) and very large firms (100 or more). Despite being few, the
latter group employs a substantial part of workers - about two-thirds,
followed by small, medium, and large companies.

The bottom part of Figure 1.1 considers sample coverage in terms
of total value-added and employment in manufacturing, construction,

7In 2003, the value-added measure in my data is not reliable for construction and
services. The last year in the merged dataset is 2018.

8Throughout the paper the reference year for variables in real terms is 2020.
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retail, and services, computed from national accounts.910 In all years,
the sample covers around 65 percent of value-added and employment.
Manufacturing and services constitute the main bulk, followed by re-
tail and construction. When looking at size, the largest share for both
value-added and employment is made of very large firms followed, in
decreasing order, by small, medium, and large companies. Overall, the
sample provides good coverage of the sectors considered.

Tables 1.1 and 1.2 present some summary statistics for workers and
firms computed pooling across all the years in the sample. Overall,
there are almost 4 million unique workers, 26 million worker-year ob-
servations, and about 130 thousand unique firms and 800 thousand
firm-year observations.

Considering workers first, Table 1.1 reveals that the average worker
in the sample is around forty years old, has a 0.55 probability of
having children, and has about two kids, conditional on having any.
Roughly one-third of the workers are married. The same proportion
has more than a high school diploma. On average, workers stay about
six years at the same firm, but there is sizable variability. Males are
over-represented, being just less than two-thirds.

The average salary is about 370 thousand SEK, but there is consid-
erable heterogeneity, as the standard deviation is just below the same
number. Average earnings are increasing in firm size, except for very
large firms in retail and services. Conditional on working in small and
medium-sized firms, the average salary is similar across sectors. Work-
ers at large or very large construction firms or at very large manufac-
turing companies get paid relatively more. Earnings’ heterogeneity, in
general, also increases in firm size and is highest in services and lowest
in construction.

9Appendix 1.B describes the sources used for aggregate data.
10Figure 1.A.1 provides the same shares as a fraction of totals for the non-financial

private sector and the whole economy.
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Figure 1.1: Sample coverage by sector and employment group. The third and
fourth rows depict, respectively, the share of aggregate value-added and em-
ployment in the sectors in the sample (manufacturing, construction, retail, ser-
vices).
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Employment group
5-19 20-49 50-99 100+ All

I. Manufacturing
Earnings 331,672 356,344 379,223 429,605 404,865

(211,802) (222,773) (262,543) (337,988) (309,148)
II. Construction
Earnings 335,381 374,057 408,851 439,798 388,421

(128,985) (149,863) (231,959) (224,314) (188,520)
III. Retail
Earnings 324,741 370,029 374,333 347,059 348,145

(213,866) (292,625) (303,479) (315,919) (288,843)
IV. Services
Earnings 335,250 363,043 374,706 364,981 360,175

(292,137) (304,042) (303,493) (332,365) (318,283)
I. All
Earnings 332,019 364,701 378,712 387,277 372,315

(239,902) (269,209) (287,816) (327,419) (300,525)

Age 38.9 (11.2)
Share with children 0.55

Number of children, conditional 1.8 (0.8)
Share married 0.36

Share with more than high school 0.33

Tenure, years 6.1 (5.8)

Share females 0.36

Unique workers 3,970,335
Worker-year observations 25,986,135

Table 1.1: Summary statistics for workers, 2004-2018. St. dev. in parenthesis.
Monetary values in 2020 SEK.

On the firm side, Table 1.2 shows that the value-added per worker
for the average firm in the sample is about 760 thousand SEK, and its
growth rate is 3.5 percent. However, as depicted by the standard devi-
ations, there is substantial heterogeneity. Value-added per worker is in-
creasing in firm size. Its growth rate is, instead, decreasing overall. The
services sector has the highest variability in value-added per worker,
and construction has the lowest.
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Employment group
5-19 20-49 50-99 100+ All

I. Manufacturing
VA/worker 731,738 791,437 918,059 1,077,034 787,303

(842,344) (1,809,483) (2,397,940) (1,937,792) (1,379,942)
VA/worker, log growth 0.036 0.014 0.009 0.006 0.026

(0.341) (0.323) (0.361) (0.346) (0.339)

II. Construction
VA/worker 705,033 731,824 785,255 808,999 713,242

(543,921) (408,260) (323,921) (297,303) (516,778)
VA/worker, log growth 0.052 0.020 0.019 −0.004 0.044

(0.313) (0.287) (0.290) (0.327) (0.308)

III. Retail
VA/worker 707,867 828,028 843,325 885,480 737,479

(708,197) (805,108) (886,850) (1,219,887) (756,142)
VA/worker, log growth 0.032 0.006 0.004 0.000 0.025

(0.348) (0.347) (0.365) (0.341) (0.349)

IV. Services
VA/worker 768,086 776,289 815,412 870,022 776,861

(1,867,334) (1,256,015) (1,246,819) (2,324,583) (1,773,234)
VA/worker, log growth 0.053 0.014 0.019 0.006 0.040

(0.370) (0.345) (0.342) (0.320) (0.361)

V. All
VA/worker 736,856 784,384 844,613 932,135 759,328

(1,340,623) (1,232,919) (1,530,771) (1,974,596) (1,368,924)
VA/worker, log growth 0.045 0.013 0.013 0.004 0.035

(0.351) (0.334) (0.348) (0.332) (0.347)

Unique firms 129,500
Firm-year obs. 798,610

Table 1.2: Summary statistics for firms, 2004-2018. St. dev. in parenthesis. Mon-
etary values in 2020 SEK.

1.2.2 Recessionary and non-recessionary episodes

Figure 1.2 plots the growth rate of real GDP and the unemployment rate
in Sweden.11 GDP growth was negative just in three years, 2008, 2009,
and 2012. Lagged unemployment rose in the aftermath of the Great Re-
cession, decreased afterward, and then slightly rose again during the

11See Appendix 1.B for more details on the data.
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European debt crisis. Growth slowed down - but was still positive -
from 2016 until the end of the sample. During the same period, unem-
ployment gradually decreased.
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Figure 1.2: GDP growth and unemployment in Sweden. Shaded area corre-
sponds to recessionary years.

Based on these graphs, I define recessions (R) the years 2008-2009
and non-recessions (NR) the remaining years. I do not include 2012 be-
cause lagged unemployment did not rise significantly in that episode.
As described in Appendix 1.C, I have also experimented with alterna-
tive definitions.

1.2.3 Idiosyncratic firm shocks

Following Friedrich et al. (2019), I use the logarithm of value-added per
worker as measure of productivity.12 I denote this variable for firm j at
time t with zjt. Then, as in Bloom et al. (2018), I estimate the following
model:

zjt = ρzjt−1 + λt + µj + νjt (1.1)

12I have also experimented using the residual from the decomposition of a Cobb-
Douglas production function including both labor and capital. As shown in Appendix
1.C, results are robust to this alternative definition.
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where λt are time fixed effects, µj firm fixed effects, and νjt the residual,
which is the measure of idiosyncratic TFP shock.13

To better understand the properties of the shocks over the business
cycle, Figure 1.3 plots their cross-sectional standard deviation, Kelly’s
skewness over time, and the difference between the cumulative density
function in recessions and non-recessions. Even if the magnitudes are
not as large as previously found by the literature (Bloom et al., 2018;
Salgado et al., 2020; Carlsson et al., 2022), it is evident in the pictures
that the Great Recession was a period of higher uncertainty and of in-
creased risk of being exposed to negative shocks. However, unlike the
above-mentioned studies, Figure 1.3 does not support a clear counter-
cyclical business cycle trend in the standard deviation of the shocks in
my sample.14
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Figure 1.3: Measures of cross-sectional dispersion of idiosyncratic firm TFP
shocks over time and CDF difference between recessions and non-recessions.

Figure 1.4 takes a closer look at business cycle asymmetries in the

13I acknowledge - like Bloom et al. (2018) - that this measure potentially includes
shocks other than pure TFP ones. Two elements, nevertheless, are reassuring that it
is a good proxy for them. First, as explained in footnote 12, results are robust when
controlling for capital. Second, while I do not have information on prices and capac-
ity utilization at the firm level, a recent paper by Carlsson et al. (2022) focusing on
the Swedish manufacturing sector, finds that controlling for these two factors when
constructing productivity results in TFP shocks with similar properties to the ones ob-
tained when not doing that. Specifically concerning prices, the authors find a limited
impact because they do not change much following pure TFP or demand shocks.

14Results available upon request show, instead, that the standard deviation of the
shocks is countercyclical when restricting the sample to manufacturing firms.
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impact of idiosyncratic shocks on firms’ performance by reporting the
difference in the share of firms experiencing mass layoffs15 between
recessions and non-recessions over the distribution of TFP shocks.16
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Figure 1.4: Difference in the share of firms experiencing mass layoffs over
the distribution of idiosyncratic firm TFP shocks between recessions and non-
recessions. The first bin contains all firms below the −0.39 bin and the last all
firms above the 0.39 bin.

Compared to those exposed to positive ones, firms experiencing
negative shocks in recessions are more likely to face mass layoffs. Un-
der the assumption that mass layoffs are good proxies for long-lasting
unfavorable circumstances (it takes on average 2.8 years for a firm ex-
periencing a mass layoff after a negative shock in recession to return to
positive employment growth), the graph provides evidence that nega-
tive idiosyncratic firm shocks are more disastrous events if they occur
in recessions.

15Following von Wachter et al. (2009), I define a mass layoff as a reduction of more
than 30 percent of the workforce in the two years following the shock.

16Figure 1.A.2 in the Appendix reports the shares for recessions and non-recessions
in levels.
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1.2.4 Workers’ earnings

To recover the part of the change in salary not due to observables, I use
a statistical model of worker earnings. Let wijt indicate log earnings of
individual i employed at firm j in period t. I assume that wijt can be
modelled with the following linear specification:

wijt = X ′
ijtϕ+ ωijt (1.2)

The matrix of control variables Xijt includes worker- and firm-specific
characteristics and information related to each employment relation-
ship. More in detail, on the worker side, I include a third-order polyno-
mial of age, a dummy variable for males, a dummy variable for having
children, dummy variables for four education levels (pre-secondary,
high school, post-secondary and post-graduate) interacted with dum-
mies for age groups (20-29, 30-39, 40-49 and 50-60), and dummy vari-
ables for four civil statuses (single, married, separated, survivor). On
the firm side, I control for sector-specific time trends with sector-year
fixed effects17, for location-specific factors with dummy variables for
the region where the firm is based and for firm size with dummy vari-
ables for the firm’s employment group category (5-19, 20-49, 50-99, 100
or more workers). Finally, I include a third-order polynomial of the
tenure of each firm-worker employment relationship.

Following the original approach by Guiso et al. (2005), I focus on
workers with steady employment and tenure histories. Therefore, the
specification in (1.2) is estimated only on stayers, which I define as
workers who remain employed at the same firm for more than two con-
secutive years. The measure of residual log earnings change I consider
is then ∆ωijt := ωijt − ωijt−1.18

17I use the one-letter sector classification provided by Statistics Sweden. One-letter
sectors are broader than two-digit sectors. For instance, the letter M sector belongs to
services, includes seven two-digit sectors, and its description is “Professional, scientific
and technical activities”.

18It is worth noting that, while I am interested in the variation due to firm-related
shocks, ωijt contains potentially both firm-related and worker-related shocks. How-
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Figure 1.5 plots the standard deviation and Kelly’s skewness of ∆ω
over time. As it is clear from the picture, the standard deviation exhibits
no cyclicality while skewness turns negative during the Great Reces-
sion, which resonates nicely with the findings in Guvenen et al. (2014)
and Busch et al. (2022).
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Figure 1.5: Measures of cross-sectional dispersion of residual log earnings
changes over time.

1.2.5 Earnings changes and idiosyncratic firm shocks

In this section, I investigate the relation between the measures of
idiosyncratic firm shocks (ν) and of residual log earnings changes
(∆ω).19 To this end, I classify firms in fifteen bins - defined sym-
metrically around zero - according to the size of the shocks. Then, I
compute the mean residual log earnings change ∆ω for all the workers
employed at firms in the bin. Figure 1.6 presents the results.

ever, because I am interested in the cross-sectional average of ∆ω by firm TFP shock
bins, the worker-related part should be at least partially controlled for.

19To limit the impact of outliers, idiosyncratic firm shocks are winsorized at 1 and 99
percent and residual log earnings changes at 5 and 95 percent.
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Figure 1.6: Average residual log earnings change over bins of idiosyncratic
TFP firm shocks. Left: all years. Right: recessions (squares) and non-recessions
(triangles). Confidence intervals are at the 90 percent level and standard errors
are clustered at the firm level. The first bin contains all firms below the −0.39
bin and the last all firms above the 0.39 bin.

Considering first the left part of the figure, which depicts pooled
results, it is easy to see that, in general, firms pass through negative
shocks. Nevertheless, the gradient is more pronounced for shocks
closer to zero and gradually becomes flatter. The opposite pattern
holds for positive ones, the pass-through of which is, thus, mainly
driven by sizeable shocks. These findings are in line with the positive
and significant pass-through coefficients found by the literature (e.g.,
Guiso et al., 2005; Chan et al., 2020; Guiso and Pistaferri, 2020).

The right panel, however, reveals that pooled results hide substan-
tial business cycle heterogeneity. The pass-through of positive shocks
is not state-dependent, as the pattern for recessions and non-recessions
replicates the average case. On the other hand, firms provide, in gen-
eral, significant insurance against negative shocks, but they pass them
through much more in downturns.20

20These findings contrast with the results obtained by Chan et al. (2020) using Dan-
ish administrative data on wages: in their paper, negative permanent shocks are al-
ways passed through regardless of the state of the cycle, while positive ones are passed
through only in non-recessions.
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In order to give some magnitude to the trends shown in Figure 1.6,
Table 1.3 shows the results obtained from running a regression of the
residual log earnings change ∆ωijt on firm shocks νjt when consider-
ing, respectively, all years, recessions and non-recessions.

Dependent variable: ∆ωijt, residual log earnings change

Average Recession Non-recession
νjt 0.018∗∗∗ 0.023∗∗∗ 0.035∗∗∗ 0.020∗∗∗ 0.014∗∗∗ 0.024∗∗∗

(0.002) (0.002) (0.006) (0.007) (0.001) (0.002)

νjt · 1(νjt < 0) −0.010∗∗ 0.026 −0.018∗∗∗

(0.004) (0.020) (0.003)

Obs. (Millions) 11.4 11.4 1.7 1.7 9.7 9.7

Monetary value (SEK)
νjt 1, 381 1, 764 2, 693 1, 539 1, 073 1, 840

νjt · 1(νjt < 0) 997 3, 540 460

Table 1.3: The table reports the results from regressing residual log earnings
changes on firm shocks. The first column reports the results when the sample
includes all years, the second considers recessionary years and the third non-
recessionary years. Clustered standard errors at the firm level in parenthesis.
Confidence levels: 0.1 (∗), 0.05 (∗∗), 0.01 (∗∗∗). Monetary values in 2020 SEK.

Before describing the results, it is worth noticing that the extreme
cases of full and no insurance are represented, respectively, by zero
and unitary regressions’ coefficients. A number in between, thus, cor-
responds to different degrees of partial insurance.

The average elasticity of residual log earnings with respect to firms’
shocks is 0.018, which is in line with 0.014, the pass-through coeffi-
cient of persistent shocks reported in the literature review by Guiso
and Pistaferri (2020) for Sweden.21 This implies a change in workers’
average annual earnings of around 0.37 percent for a firm receiving
a one standard deviation shock (about 0.20 log points on average). In

21Which, in turn, is taken from a previous version of Balke and Lamadon (2022).
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monetary terms22, this corresponds to 1,381 SEK. The limited magni-
tude of these numbers implies that firms, in general, are good insurance
providers for their workers. Allowing the specification to accommodate
an asymmetry between positive and negative shocks, reveals that the
elasticity of the latter (which is the sum of the coefficient of νjt and the
interaction term) is smaller, which reflects the previously highlighted
gradient differences between shocks of different sign.

Concerning business cycle asymmetries, the results for non-
recessions are - unsurprisingly, since almost all the years in the sample
are classified as such - very similar to the average case. In recessions,
instead, while the estimated elasticity of positive shocks is very
similar, that of negative ones is much higher.23 In monetary terms,
the estimated coefficient of 0.020 (adopting the conservative approach
of using the statistically significant part) corresponds to 1,539 SEK,
which amounts to a non-negligible figure at the aggregate level, given
that almost 15 percent of firms in the sample (which employ about
15 percent of workers) face a negative shock larger than one standard
deviation in the recession.24

Robustness and heterogeneity. In Appendix 1.C, I show that the em-
pirical findings are robust to (i) the usage of different definitions of
business cycle episodes and to (ii) the usage of an alternative measure
of firm productivity that takes into account capital inputs used for pro-
duction. I also investigate heterogeneity in the results in terms of firms’
size, workers’ age, and workers’ tenure. Overall, the empirical patterns
hold in all these dimensions, even though the business cycle asymme-
try for negative shocks is slightly more significant for larger firms and

22To get the monetary equivalents, I multiply the relevant coefficient by one standard
deviation shock and by average earnings in each subsample considered.

23Note that, even if the coefficient for negative shocks in recessions is not signif-
icantly different from zero at the usual significance levels, the elasticity is anyways
more than three times larger in recessions even when using the same estimated coeffi-
cient for both positive and negative shocks (0.020 vs. 0.006).

24When using 0.046 as elasticity, this amount is 3,540 SEK, which is even less negli-
gible.
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more tenured workers.

Summing up. The empirical part of this paper has shown two facts.
First, the transmission of negative idiosyncratic firm TFP shocks to
workers’ earnings is asymmetric over the business cycle: firms pass
through these shocks much more in recessions. Positive shocks, on
the other hand, are passed through especially if large, and this holds
regardless of the state of the economy. Second, negative idiosyncratic
shocks are more disastrous events for firms’ profitability if they occur
in recessions. The model outlined below will help to rationalize these
empirical patterns.

1.3 Model

In this section, I develop a directed search model of the labor market
that enables the investigation of idiosyncratic firm shocks’ transmission
to workers’ wages. The model is very similar to the original framework
developed by Menzio and Shi (2010), and its purpose of understanding
the impact of firm shocks on labor market outcomes is close in spirit to
the works of Balke and Lamadon (2022) and Schaal (2017).

1.3.1 Environment

Agents and markets. The model economy is inhabited by a contin-
uum of infinitely lived ex-ante identical workers and a positive mea-
sure of firms.

Firms maximize the present discounted value of profits at rate
β ∈ (0, 1) by transforming with a constant returns to scale tech-
nology one unit of labor into f(y, z) units of output. Aggregate
productivity is denoted by y ∈ Y =

{
y1, . . . , yNy

}
with Ny finite and

y = y1 < · · · < yNy = y. Idiosyncratic firm productivity is denoted by
z ∈ Z = {z1, . . . , zNz} with Nz finite and z = z1 < · · · < zNz = z.
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Workers derive utility from consumption according to the function
u(·) - with u : R → R twice continuously differentiable, strictly in-
creasing and weakly concave function - and maximize the present dis-
counted value of utility at rate β. A worker can either be employed or
not. In the former case, her consumption is equal to the wage paid by
the firm where she works; in the latter, it is equal to the unemployment
benefit b. There is no saving technology in this economy.

The aggregate state of nature s follows a Markov chain with a finite
number of states governed by the transition probabilities Πs(ŝ|s).25 and
determines the value of aggregate productivity y(s). Idiosyncratic pro-
ductivity z also follows a Markov chain with a finite number of states
governed by the transition probabilities Πz(ẑ|z, s), which are allowed
to depend on the aggregate state.

The aggregate state of this economy ψ, therefore, includes the ag-
gregate state of nature s but also the distribution of workers across
unemployment and employment states, respectively gu ∈ [0, 1] and
ge : X × Z → [0, 1] with ge(V, z) being the share of workers employed
at a firm with idiosyncratic productivity z under a contract that guar-
antees to the worker an expected lifetime utility of V .

Workers look for jobs and firms post vacancies in a continuum of
submarkets indexed by the expected utility the firm promises to give
to the worker upon being hired in that submarket x ∈ X = [x, x] with
x < u(b)/(1−β) and x > u(f(y, z))/(1−β). Market tightness - the ratio
of vacancies to workers searching for a job - in each submarket depends
on the aggregate state and is denoted by θ (ψ, x).

There are four stages within each period: separation, search, match-
ing, and production. In the separation stage, existing matches are ex-
ogenously destroyed with probability δ ∈ (0, 1).26 During the second
stage, firms choose how many vacancies and in which submarket to
post them at per-unit cost k > 0, and workers - both employed and

25The hat denotes variables in the next period.
26Differently to Menzio and Shi (2010), my model does not allow for endogenous

separations.
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unemployed - choose in which submarket to look for a job. Currently
unemployed and employed workers search, respectively, with intensi-
ties λu, λe ∈ (0, 1]. Workers and firms in a given submarket are matched
together into an employment relationship according to a constant re-
turns to scale function during the third stage. More in detail, the job
finding probability in a submarket with tightness θ is denoted by p(θ).
As standard in the literature, p : R+ → [0, 1] is twice continuously dif-
ferentiable, strictly increasing, strictly concave and it satisfies p(0) = 0

and p′(0) <∞. Similarly, the job filling probability is q(θ) with q : R+ →
[0, 1] twice continuously differentiable, strictly decreasing, convex func-
tion with q(θ) = p(θ)/θ, q(0) = 1, q′(0) < 0 and p(q−1(·)) concave.27 All
new matches start with the same specific value of idiosyncratic produc-
tivity z0 ∈ Z. In the production stage, each employed worker receives
and consumes the wage w specified by the employment contract (de-
scribed more in detail below) for producing f(y, z) units of output. Un-
employed workers consume the unemployment benefit b ∈ (0, f(y, z)).
Finally, before the start of a new period, the new aggregate state of na-
ture ŝ and the new idiosyncratic productivity state ẑ are drawn. Figure
1.7 depicts graphically the timing of actions in the model.

Contracting. Upon matching, the worker-firm relationship is disci-
plined by a contract that specifies the full series of wages {wt+j}∞j=0 for
each possible history of the world (st+j , zt+j). More specifically, in each
period t, the firm chooses the wage path in each possible future history
to maximize profits. Following the literature on recursive contracts (see
Menzio and Shi, 2010; Balke and Lamadon, 2022, and references cited
therein), it is possible to specify the firm problem recursively with the
addition of future promised utility V̂ as state variable. In other words,
in each period, the firm chooses the current wage w and the future ex-
pected utility to give to the worker in each future state, that is V̂ (ψ̂, ẑ).
Because - as explained below - workers’ optimal searching choice while

27As explained in Menzio and Shi (2010), this assumption is needed to guarantee
that the worker’s problem is strictly concave and, hence, that it has a unique solution.
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Figure 1.7: Timing of actions.

on the job is a function of the future utility they would get in the cur-
rent employment relationship, V̂ (ψ̂, ẑ) will also be the relevant variable
influencing their on the job choice upon realization of that future state.
Commitment is only on the firm side: firms have to give the worker the
expected utility specified by the contract - but can choose the split be-
tween wages today and future expected utility tomorrow. Workers, in-
stead, are free to choose where to search while on the job. That is, firms
will have to choose V̂ (ψ̂, ẑ) so that workers’ on-the-job search choices
are consistent with the firm’s profit maximization.28

1.3.2 Worker’s problem

Consider first the problem of an employed worker with current
promised expected lifetime utility V who has to decide in which
submarket x to direct her search while on the job. If she does not get
to search, she will get V as specified by the contract. If she searches,
instead, with probability p (θ(ψ, x)) she finds a new job that will give
her expected lifetime utility x while with complementary probability
she remains at her current job and gets the future utility specified by
the contract. Mathematically, at the beginning of the search stage, the
employed worker lifetime utility is V + max{0, R(ψ, V )} where R is

28This contractual environment is labeled “dynamic contracts” in Menzio and Shi
(2010).
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the return to search function defined as:

R(ψ, V ) = max
x∈X

p (θ(ψ, x)) (x− V ) (1.3)

The solution of this problem returns the optimal searching choice
x∗(ψ, V ) and the probability of leaving p̃(ψ, V ) := p (θ(ψ, x∗(ψ, V ))).

Let us now turn to the problem of an unemployed worker. At the
beginning of the production stage, she consumes the unemployment
benefit b and decides where to search in the next period, upon having
the possibility to search. Her value is, therefore:

U(ψ) = u(b) + βE
[
U(ψ̂) + λumax{0, R(ψ̂, U(ψ̂))}

]
(1.4)

1.3.3 Firm’s problem

Consider a firm who is matched with a worker whose lifetime utility
specified by the contract is V when the aggregate state of nature is s and
the idiosyncratic z. As previously described, conditional on survival of
the employment relationship, the firm’s problem is to maximize profits
by choosing the wage to be paid today to the worker w and the future
promised utility in each state of the world V̂ subject to delivering the
utility promised at the beginning of the period V .

Letting ξ = (ψ, z), then the firm value is given by the following
expression:

J(ξ, V ) = max
w,{V̂ (ξ̂)}∀ξ̂

f(y, z)−w+β(1−δ)E
[(

1− λep̃
(
ψ̂, V̂ (ξ̂)

))
J(ξ̂, V̂ (ξ̂))

]
(1.5)

subject to:

V = u(w) + βE
[
δU(ψ̂) + (1− δ)

(
V̂ (ξ̂) + λeR(ψ̂, V̂ (ξ̂))

)]
(1.6)
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1.3.4 Market tightness

The firm chooses during the search stage how many vacancies to cre-
ate and in which submarket to locate them. Its optimal choice on how
many vacancies to create in submarket x when the aggregate state is ψ
is determined by the benefit of creating a vacancy q(θ(ψ, x))J(ψ, z0, x)
and the cost of doing that k. The optimal strategy is therefore to cre-
ate infinite vacancies in submarkets where the benefit is strictly higher
than the cost and zero vacancies in submarkets where the cost is strictly
higher than the benefit. Upon equality of the benefit and the cost, the
firm is indifferent. Therefore, in any submarket that is visited by a pos-
itive amount of workers the tightness function is consistent with firm’s
optimal strategy if and only if:

k ≥ q(θ(ψ, x))J(ψ, z0, x) (1.7)

and θ(ψ, x) ≥ 0 with complementary slackness. In markets not visited
by any worker, consistency requires q(θ(ψ, x))J(ψ, z0, x) to be smaller
or equal than k. However, following Menzio and Shi (2010), attention
is restricted to equilibria in which the following slackness condition is
satisfied in every submarket.

1.3.5 Equilibrium

The economy described above admits the following definition of equi-
librium:

Definition 1.3.1. A recursive equilibrium is a market tightness function θ :

Ψ ×X → R+, a return to search function R : Ψ ×X → R, a search policy
function x∗ : Ψ×X → X , a value function for unemployment U : Ψ → R, a
firm value function J : Ψ×Z×X → R, a wage policy function w : Ψ×Z×
X → R, a future promised expected utility function V̂ : Ψ × Z × X → X

and a law of motion for the aggregate state Φψ : Ψ → Ψ such that:

• Market tightness θ is consistent with the firm optimal creation strategy
(1.7) for all (ψ, x) ∈ Ψ×X ;
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• Return to search R solves the problem in (1.3) and x∗ is the associated
policy function for all (ψ, V ) ∈ Ψ×X ;

• Unemployment value satisfies (1.4) for all ψ ∈ Ψ;

• Firm value function solves the problem (1.5) and w and V̂ are the asso-
ciated policy functions for all (ψ, z, V ) ∈ Ψ× Z ×X ;

• Aggregate law of motion of the economy Φψ is derived from the policy
functions (x∗, w, V̂ ) and the exogenous processes governing s and z.

The above definition makes clear that the equilibrium objects of this
economy are, in principle, functions also of the distribution of workers
across the unemployment/employment states gu, ge, which would re-
quire solution procedures similar to the one developed by Krusell and
Smith (1998) and make the computation of the equilibrium demanding.
When the equilibrium depends on the aggregate state just through the
aggregate state of nature s and not on the distribution of workers gu, ge,
we say that such equilibrium is block recursive:

Definition 1.3.2. A block recursive equilibrium is a recursive equilibrium
such that the equilibrium objects {θ,R, x∗, U, J, w, V̂ } depend on the aggre-
gate state ψ just through the aggregate state of nature s and not through the
distribution of workers gu, ge.

As in Menzio and Shi (2010), directed search implies the following
proposition:

Proposition 1.3.3. If the economy admits an equilibrium, then it is block
recursive.

Proof. See Appendix 1.D.

Therefore, the equilibrium depends on the aggregate state ψ just
through the aggregate state of nature s and not through the distribu-
tion of workers gu, ge, which considerably simplifies the solution of the
model.29

29Appendix 1.E describes the numerical solution procedure.
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1.3.6 Trade-offs

To give some intuition on the main mechanisms in the model, in this
section I discuss the trade-offs related to the optimization problems of
the worker and the firm, respectively. Considering the worker first, the
optimality condition of the maximization problem reads:

∂p (θ(s, x))

∂x
(x− V ) = −p (θ(s, x)) (1.8)

The above expression makes clear the trade-off experienced by the
worker: on the one hand she would like to search in submarkets where
he would receive higher lifetime utility, on the other, in equilibrium
the probability of finding a job is decreasing in lifetime utility.

Turning to the firm, combining the first order conditions of its prob-
lem returns for each ξ̂:

1

u′(ŵ)
− 1

u′(w)
= −∂ log p̃(ŝ, V̂ (ξ̂))

∂V̂

λep̃(ŝ, V̂ (ξ̂))

1− λep̃(ŝ, V̂ (ξ̂))
J(ξ̂, V̂ (ξ̂)) (1.9)

Equation (1.9) clarifies the trade-off faced by the firm when decid-
ing how much to change wages between two consecutive periods. On
the one hand - the left side - changing the wage is costly because the
firm would like to insure the worker against wage fluctuations. In-
deed, because the worker is risk averse, by guaranteeing a stable wage
the firm does not need to pay any risk premium. On the other hand
- the right side - the firm benefits from changing the wage tomorrow
(through its choice today of the state contingent promised utility tomor-
row) because it keeps the worker’s on-the-job search incentives aligned
with the expected value of the match. Indeed, a firm experiencing a
large positive idiosyncratic productivity shock would like to choose a
high value for V̂ in that state of the world to ensure that the worker is
not poached and be able to enjoy the higher profits following from the
shock.

Equation (1.9) is also important because it tells us the sign of wage
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changes. Specifically, since the first derivative on the right side is nega-
tive and the second term is positive, the change will either be positive
or negative depending on the sign of J tomorrow.

In addition, it is worth noting that the crucial element to generat-
ing different relative marginal costs across states are searching frictions:
without them, the model would prescribe full wage insurance against
idiosyncratic shocks.

1.4 Calibration and estimation

The model is calibrated at the quarterly frequency. Below I describe (i)
my choices for the functional forms of utility, production and matching
functions (ii) the modeling and calibration strategy for the exogenous
stochastic processes (iii) the parameters taken from the literature.

Functional forms. I adopt the following functional forms. For the util-
ity function u I use the standard CRRA form. For the matching func-
tions p and q I follow Menzio and Shi (2010). For the production func-
tion f I use an exponential function of aggregate and firm-specific pro-
ductivities normalized by a constant a. Specifically:

u(x) =
x1−σ − 1

1− σ
, f(y, z) = aey+z,

p(θ) = θ (1 + θγ)
− 1
γ , q(θ) = p(θ)/θ = (1 + θγ)

− 1
γ

Exogenous processes. Following Krueger et al. (2016), the aggre-
gate state of nature s is modelled as a two-state (recession R and
non-recession NR) first-order Markov process with transition matrix:

πs(ŝ|s) =

[
πR 1− πR

1− πNR πNR

]

The transition probabilities are calibrated as follows. Recall that the
above process implies that the stationary probabilities of the two states
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π∞R and π∞NR, and the expected length of a recession E(R) are deter-
mined by the following formulas:

π∞R =
1− πNR

2− πNR − πR
, π∞NR =

1− πR

2− πNR − πR

E(R) = 1 · (1− πR) + 2 · πR(1− πR) + · · · = 1

1− πR

Thus, πR can be calibrated to match the expected length of a recession
and, given πR, πNR can be calibrated to match the fraction of time that
the economy spends in the recessionary state. In my baseline empir-
ical analysis I consider just the financial crisis - corresponding to the
years 2008-2009 - as recession. Therefore, the frequency of recessions in
Sweden over the time period 2004-2018, π∞R , is 13.3% and the average
length of a recession, E(R), is 8 quarters. Using the formulas above, this
delivers πR = 0.875 and πNR = 0.981.

The two values of log aggregate productivity yNR and yR with yNR >

yR are calibrated as follows. Normalizing the unconditional mean to
one, the following relation holds:

eyRπ∞R + eyNRπ∞NR = 1

Thus, having a value for the ratio eyR/eyNR , it is possible to use the above
equation to get the two values for aggregate productivity. In the data,
the ratio at the end of 2009 is equal to 0.97, corresponding to a drop
of 3 percent in real GDP per capita in recession rather than in normal
times.30 This implies that the two values for log aggregate productivity
are yNR = log (1.004) and yR = log (0.974).

Two components discipline the behavior of the log of idiosyncratic
firm productivity z. The first is labelled z̃ and follows an AR(1) process:

z̃jt = ρz̃jt−1 + ϵjt, ϵjt
i.i.d.∼ N

(
0, σ2

)
30Compared to what a linear trend estimated on the full time range 2004-2018 would

predict.
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The second is labelled ζ and follows a two-state Markov chain (with
states {ζ̄, 0} - I will refer to the first as “Low” and the second as
“High” state - and ζ̄ ≤ 0) whose transition matrix depends on both
the state of the economy and the sign of ϵjt. Therefore, the transition
matrices for ζ are fully determined by eight parameters: the probability
of remaining in state L conditional on being in it for non-positive
and positive shocks and recessions and non-recessions, respectively
π−ζ,R,L, π

+
ζ,R,L, π

−
ζ,NR,L, π

+
ζ,NR,L, and the probability of remaining in state H

conditional on being in it for non-positive and positive shocks and re-
cessions and non-recessions, respectively π−ζ,R,H, π

+
ζ,R,H, π

−
ζ,NR,H, π

+
ζ,NR,H.

Firm log productivity z is then equal to z̃ when the second compo-
nent is in the high state and just equal to ζ̄ otherwise. Mathematically:

zjt =

 ζjt if ζjt = ζ̄

z̃jt if ζjt = 0

This modeling choice is motivated by the fact that the two compo-
nents serve for two different purposes: z̃ is supposed to capture the
average behavior of firm productivity, while ζ should catch the empiri-
cal fact that, on average, negative shocks are more disastrous events in
downturns.

For this reason, I estimate the parameters governing them sepa-
rately. Specifically, I estimate ρ and σ with SMM assuming ζ is inac-
tive and matching the average standard deviation of firm productivity
z and the average standard deviation (i.e., these are the averages com-
puted using all years without conditioning on the state of the cycle) of
the firm shocks ν in the data which are, respectively, 0.527 and 0.206.31

On the other hand, the process of ζ requires to calibrate nine pa-
rameters: ζ̄, π−ζ,R,L, π+ζ,R,L, π−ζ,NR,L, π+ζ,NR,L, π−ζ,R,H, π+ζ,R,H, π−ζ,NR,H, π+ζ,NR,H.
I achieve this by matching moments related to the evidence on mass

31Because the model is quarterly and the moments from the data are annual, I aggre-
gate both z̃ and ζ at the annual frequency by taking their value in the last quarter. In
addition, I define a year as recessionary if there are at least two consecutive quarters in
which the economy is in downturn.
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layoffs described in Section 1.2.3. More in detail, I proceed as follows.
Because in the data there is not much difference in the duration of being
in state L for positive and negative shocks, I set π−ζ,R,L = π+ζ,R,L = πζ,R,L

and π−ζ,NR,L = π+ζ,NR,L = πζ,NR,L. In addition, I set π−ζ,NR,H = π+ζ,NR,H = 1,
which implies that firms can enter in the disaster state only upon re-
ceiving negative shocks in recessions, which is the relevant asymmetry
in the data to be captured. This leaves five parameters to be estimated:
ζ̄, π−ζ,R,L, π

−
ζ,NR,L, π

−
ζ,R,H, π

+
ζ,R,H. To get them, I adopt again SMM on the

full process - using ρ and σ previously estimated - and match five mo-
ments: (i) the difference in the average share of firms experiencing mass
layoffs upon receiving negative shocks between recessions and non-
recessions (0.070), (ii) the same quantity for firms experiencing positive
shocks (0.027), (iii) the average duration32 of the L state for firms en-
tering in it in recession (2.779 years), (iv) the ratio between the share of
firms exiting the L state in three years in recessions and non-recessions
(0.888) and (v) Kelly’s skewness of ν in 2009 (−0.051).

The lower part of Table 1.4 reports the calibration outcome for the
parameters governing the exogenous stochastic processes in the model
and Appendix 1.F describes in detail the estimation procedure.

Model parameters. The discount factor β is set as in Menzio and Shi
(2010) equal to 0.987 in order to match an annual interest rate of about
5%. The unemployment benefit b is set as in Hagedorn and Manovskii
(2008) equal to 0.955. As common in the literature, I normalize the
search efficiency of the unemployed to one (e.g., Menzio and Shi, 2010).
The separation rate δ is set to 0.022 in order to match the quarterly
employment-to-unemployment rate in Sweden reported by Balke and
Lamadon (2022). I set the vacancy cost to 0.049, the value used by Hage-
dorn and Manovskii (2008) divided by twelve as they have a weekly
model. The matching function parameter is then set to 0.31 in order to
match the unemployment-to-employment rate in Sweden as reported

32In the data, I measure exit from L state as the first year - after the first year the firm
experiences a mass-layoff - of positive employment growth.
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by Balke and Lamadon (2022). Finally, I set λe equal to 0.45 in order to
match the job-to-job transition rate in Sweden from Balke and Lamadon
(2022). The upper part of Table 1.4 summarizes the choices for these pa-
rameters.

Model parameters and functional forms
Parameter Value Description Source/Target
Externally calibrated
σ 1.5 CRRA utility parameter Balke and Lamadon (2022)
β 0.987 Discount factor Menzio and Shi (2010)
k 0.049 Vacancy cost Hagedorn and Manovskii (2008)
b 0.955 Value of non-market activity Hagedorn and Manovskii (2008)

Internally calibrated
δ 0.022 Separation rate E2U rate. Data: 0.022. Model: 0.022.
λe 0.45 Search efficiency, employed J2J rate. Data: 0.026. Model: 0.029.
γ 0.31 Matching function parameter U2E rate. Data: 0.170. Model: 0.163.

Normalizations
ez0 1 Productivity new matches Standard
λu 1 Search efficiency, unemployed Standard
a 1/1.14 Firm productivity, constant Average firm prod. in steady state equal to 1

Stochastic processes
Parameter Value Description Target Data Model
πR 0.875 Prob. stay in R state Length recession (quarters) 8

πNR 0.981 Prob. stay in NR state Recession frequency 0.133

eyR 0.974 Aggregate productivity in R
GDP per capita R/NR 0.970

eyNR 1.004 Aggregate productivity in NR

ρ 0.979 Autocorrelation firm productivity Average SD firm productivity 0.527 0.527

σ 0.106 St. dev. firm productivity shocks Average SD firm shocks 0.206 0.206

eζ̄ 0.620 Disaster state Kelly’s skewness ν in 2009 −0.051 −0.041

π−ζ,R,H 0.879 Prob. stay in H state, R, non-pos. shock R-NR share firms mass layoffs upon neg. shocks 0.070 0.113

π+ζ,R,H 0.986 Prob. stay in H state, R, pos. shock R-NR share firms mass layoffs upon pos. shocks 0.027 0.018

πζ,R,L 0.590 Prob. stay in L state, R Duration (years) disaster state from R 2.779 1.710

πζ,NR,L 0.885 Prob. stay in L state, NR R/NR share firms exiting disaster state in 3 years 0.888 1.041

Table 1.4: Parameters.

1.5 Results

1.5.1 Inspecting the mechanism

To provide some intuition for the model mechanisms that generate the
results described in the following sections, Figure 1.8 graphically rep-
resents the main elements of the theoretical framework.

Considering first the left part, the graph depicts the relationship
between a risk-averse employed worker and a risk-neutral firm. As
previously described, the firm is committed to delivering the worker a
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predetermined amount of promised utility V by choosing how much
to give today through the wage w and how much through state-
contingent promised utilities tomorrow V̂ . The optimal contract in
this simple setting with no on-the-job search frictions and no business
cycles prescribes constant wages. Indeed, by providing the worker full
insurance against idiosyncratic shocks, the firm minimizes labor costs
as it avoids paying the risk premium for wage fluctuations implied by
the curvature of the worker’s utility function.

Employment contract

Risk-neutral Risk-averse

Firm committed to give worker 
promised utility � choosing:

• Wage � today → u(�)

• Promised utility tomorrow ��

in each future state

Risk-neutral

On-the-job search

Probability of leaving 
decreasing in ��

Firm 1 Firm 2

Free entry: vacancy benefit = cost 
→maximum level of promised utility 
above which match not viable

Worker

Figure 1.8: Graphical representation of the main elements of the model.

Turning to the model with on-the-job search, the firm now needs
to consider that the choice of future promised utilities impacts the
worker’s probability of leaving. To make a concrete example, consider
the case of a firm exposed to a negative idiosyncratic productivity
shock. Because the shock substantially reduces the value of the match,
the firm has a lower incentive to keep the worker. Thus, it will opti-
mally choose a very low promised utility in that state of the world so
that the worker will have a higher probability of being poached.33

Figure 1.9 reinforces the point by plotting the model-implied op-
timal policies of promised utility, probability of leaving and the im-
plied wage equivalent34 for a firm experiencing an idiosyncratic nega-

33Therefore, the mechanism will be stronger the larger and more persistent the shock
is.

34The wage equivalent of utility V is defined as the constant wage that the firm
would need to give to the worker to achieve that utility, that is, is the wage w that
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tive shock as functions of their current values (dashed line). When the
shock realizes, the firm provides the worker a lower promised utility,
which translates into a higher probability of leaving. In addition, be-
cause a lower wage profile can sustain the decreased value of promised
utility, the firm also cuts wages.

Figure 1.9: Policy functions of promised utility, probability of leaving and
wage equivalent as function of their current values.

The graph also depicts the case of a firm exposed to a positive id-
iosyncratic productivity shock (solid line). While the mechanism works
in the opposite direction, it is not symmetric because of the free entry
condition. As illustrated in Figure 1.8 and in equation (1.7), the cost
of posting a vacancy should equal the benefit of doing that. Hence, a
maximum level of utility above which the match for an entering firm
would not be profitable must exist. In turn, because only entering firms
can poach workers, incumbents offering promised utility equal to the
threshold effectively neutralize the effects of on-the-job search and, as
prescribed by the frictionless model optimally provide full insurance -
see equation (1.9). The implications of this discussion are evident in the
discontinuities depicted in the picture. Losing the worker would be so
damaging for a firm experiencing a positive shock that it offers the up-
per bound value even for relatively low values of the current promised
utility.

Two facts support this mechanism as a good representation of
what happens in reality. First, an immediate testable implication is

solves V = u(w)
1−β .
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that the probability of leaving should be a decreasing function of the
size of the idiosyncratic firm shock. The right panel of Figure 1.11
shows that the data confirm this prediction. Second, compared to other
OECD countries, Sweden features stricter than average employment
protection (OECD, 2021). In such a setting, it is not hard to imagine
that firms might be more prone to use other mechanisms - for example,
incentive-based ones like those analyzed in this paper - rather than
dismissal to achieve their employment objectives.35

Finally, two are the key factors allowing the model to replicate the
business cycle asymmetry found in the data for negative shocks. The
first is the general equilibrium effect from the lower job finding prob-
ability in recessions. Indeed, achieving the same probability that the
worker leaves with a lower job finding rate requires a more significant
decrease in promised utility.36 The second is modeling the increased
probability of firm disaster in recessions, documented empirically in
Section 1.2.3. Intuitively, this feature reduces even more the value of
the match in recessions conditional on the firm being exposed to a neg-
ative idiosyncratic productivity shock, which strengthens the mecha-
nism previously explained. The fact that the upper bound of utility
binds in both recessions and non-recessions is instead crucial to deliver
the non-state dependence of the pass-through of positive shocks.

1.5.2 Steady state

Figure 1.10 plots the average log wage change over the distribution
of idiosyncratic firm productivity shocks resulting from simulating the
model in steady state. Compared to its corresponding data version, the

35The evidence presented in Appendix 1.C that the business cycle asymmetry for
negative shocks is stronger for more tenured workers is consistent with this argument
given that, in general, these employees are more difficult to fire.

36Similarly, achieving the same probability that the worker stays requires a less pro-
nounced increase in promised utility. However, as described below, unlike the scenario
in which the firm wants the worker to leave, the general equilibrium effect, in this case,
is not very significant in the current calibration.
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match is quite good.37

Figure 1.10: Average log wage change in steady state over the distribution of
idiosyncratic firm productivity shocks.

As explained in the previous section, when a firm is exposed to a
shock, it reoptimizes the worker’s contract to align the promised utility
with the new expected value of the match. Since the estimated persis-
tence of the shocks is high, large negative shocks substantially reduce
the expected value of the match. Thus, upon experiencing one, the firm
has a lower incentive to sustain the job relationship, and it optimally in-
creases the chance that the worker is poached by promising a lower util-
ity. In turn, a lower promised utility implies a lower wage. The closer
a negative shock is to zero, the weaker the channel just described and,
therefore, the smaller the pass-through.38 Figure 1.11 validates this rea-

37In the model, quarterly wages are aggregated at the annual frequency by summing
their values over the four quarters, an individual is classified as a stayer upon remain-
ing at the firm for all the four quarters, and a year is defined as recessionary if there
are at least two consecutive quarters in which the economy is in downturn. To limit
the impact of outliers, the wage growth distribution is winsorized at the top and bot-
tom 1 percent (the same restriction applies for the results in all the sections from here
onwards).

38Note that, unlike for positive shocks, there is no lower bound for the pass-through
of negative ones. Thus, while providing a good match, the model misses capturing the
flattening of the slope for large negative shocks in the average case (and, as depicted
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soning by showing that promised utility growth is decreasing and the
probability of leaving increasing in the size - in absolute value - of the
shock.

Regarding positive shocks, Figure 1.10 shows that the model
matches well the corresponding patterns in the data. The reason for
this is related to the upper bound level of promised utility. For values
above that threshold, the poaching probability is zero, because it
is not viable for a new firm to start a new match. Thus, since it is
profitable for firms receiving positive shocks to keep the relationship
alive, they immediately offer the worker values close to the threshold
to minimize the probability of leaving. Remembering that the first
order condition (1.9) implies that search frictions are the only reason
for the lack of full insurance against idiosyncratic shocks, as the firm
reduces the poaching probability, it also guarantees a smoother path
of wages. Again, Figure 1.11 corroborates this reasoning by showing
that promised utility growth increases and the probability of leaving
decreases in the size of the shock.

The same picture also well depicts the non-linearity between the
pass-through of positive and negative shocks implied by the threshold
value of promised utility: the difference between the average probabil-
ity of leaving for shocks in the central bin and in the first bin is about
0.05, while the same difference with the last bin is half of the size. A
similar argument holds for promised utility growth. Although, as de-
scribed above, this non-linearity is crucial to generate the flatter pass-
through of smaller positive shocks, it also implies that the pass-through
of the large ones in the model is slightly smaller than the actual values.

below, also in non-recessions).
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Figure 1.11: Promised utility growth and probability of leaving in steady state
over the distribution of idiosyncratic firm productivity shocks.

By comparing the probability of leaving with the data, Figure 1.11
also provides supportive evidence in favor of the model’s mechanism.
Indeed, even though the empirical values for positive shocks are un-
dershot, the probability of leaving is overall decreasing39 across the
support of firm’s TFP shocks both in the model and the data. Remark-
ably, this outcome was obtained by targeting only the average job-to-job
transition rate and not the full schedule.

The role of shocks’ persistence. To further support the explanation
provided above, Figure 1.12 compares the baseline pattern resulting
from using the calibrated value of ρ against the ones obtained with dif-
ferent choices for the autocorrelation coefficient.40 Indeed, the above
discussion reveals a testable implication for the model mechanism: the
lower the persistence of the shocks, the faster their reversion to the
mean and, thus, to less extreme values of the match. In other words,
the match’s expected value after a large negative (positive) shock di-
minishes (increases) less for lower persistence values which should, in

39For large positive shocks it actually increases back, which suggests that other forces
- not captured by the model - might be relevant in these cases.

40To ensure comparability across the different specifications, for each alternative
value of ρ I change the normalization constant a in the production function to ensure
that the average wage is the same as in the baseline economy.
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turn, make the model mechanism less strong.

Figure 1.12: Average log wage change over the distribution of idiosyncratic
firm productivity shocks for different values of the autocorrelation coefficient
of firm productivity ρ. E(D) represents expected duration in quarters com-
puted as (1− ρ2)−1.

Looking at the picture it is easy to see that this prediction is con-
firmed: the lower ρ is, the smaller the pass-through of shocks, especially
if they are large, regardless of their sign. With lower persistence, large
shocks have a smaller impact on the expected value of a match because
they revert faster back to the mean. For negative shocks, this means
that the firm is less willing to separate from the worker, which trans-
lates into smaller pass-through. On the other hand, for positive shocks,
this means lower incentives to retain the worker, which also translates
into smaller pass-through.

1.5.3 Business cycles

Building on the intuition behind the forces outlined in the previous sec-
tion, I now use the full version of the model including the additional
disaster state in recessions to describe the results for the pass-through
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of shocks over the business cycle.41

Figure 1.13: Average log wage change over the distribution of idiosyncratic
firm productivity shocks, full model.

Figure 1.13 plots the average log wage change over the distribution
of idiosyncratic firm shocks in recessions (squares) and non-recessions
(triangles). Overall, the model is able to replicate the empirical patterns.
The mechanisms behind the result are the same as the ones explained in
the previous section. The upper bound of promised utility applies for
positive shocks regardless of the business cycle, which explains the sim-
ilar pattern for non-recessions and recessions. On the other hand, neg-
ative shocks are passed through much more in recessions because the
possibility of disastrous events drastically reduces the expected value
of the match which, in turn, boosts firms’ incentives to dissolve the

41In this version of the model, b, a and γ are state-dependent. I rescale b by aggre-
gate productivity in recessions and non-recessions and set a so that in the two ag-
gregate states average idiosyncratic firm productivity is one. This ensures that unem-
ployment benefits constitute the same share of average firm productivity. Finally, the
values of γ are set so that the job-finding rate from unemployment in non-recessions is
slightly above the value in the pooled case (since almost all years are defined as non-
recessionary), 0.165, and the ratio between the model-implied job-finding rate from
unemployment in recessions and non-recessions is about 0.88, which is in line with the
corresponding figure in the Current Population Survey. This results in γ equal to 0.328
in R and 0.315 in NR.
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match.
It is worth remarking that, while general-equilibrium effects would

push the model mechanism in the direction of generating more pass-
through of negative shocks in recessions without the need for the addi-
tional disaster state, they are quantitatively not sufficient to match the
empirical trends. To see this, Figure 1.14 compares the results obtained
in the baseline specification with those obtained from a counterfactual
economy without the disaster state.42 While a negative idiosyncratic
shock of a given size - especially if large in absolute value - is associ-
ated with a larger wage decrease in downturns, because the calibrated
length of recessions is relatively short, the value of the match is still
too high for the firm to substantially increase its willingness to separate
from the worker.

Figure 1.14: Average log wage change over the distribution of idiosyncratic
firm productivity shocks, full model vs. model without firm disaster state.

42I also recalibrate the version of the model with business cycles but no disaster state
following the same procedure described in footnote 41. In this case, γ is 0.302 in R and
0.309 in NR.
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1.5.4 Implications for income risk over the business cycle

In a seminal paper, using administrative data from the US, Guvenen
et al. (2014) show that the distribution of earnings changes features
acyclical variance and procyclical skewness. These findings have later
been extended to other countries with different institutional settings,
namely Sweden, Germany, and France in a recent contribution by
Busch et al. (2022). In Figure 1.5, I have shown that this also holds in
my data when conditioning on my sample of stayers.

In principle, the mechanism outlined in the model can generate pro-
cyclical skewness. Indeed, if firms cut wages more in recessions upon
receiving negative shocks and if the pass-through of positive shocks is
much smaller and not state-dependent, this should generate more neg-
ative skewness when the economy is in a downturn.

Figure 1.15: Kelly’s skewness and standard deviation of the cross-sectional
distribution of log wage changes over time computed from model simula-
tions. Shaded areas correspond to recessions. The data series (right y-axis
scale) is aligned so that the start of the recession in the data corresponds to
the start of the recessionary period in the simulation. Recessionary periods in
the data are indicated by dots.

To investigate the model’s ability to generate the patterns in the
data, Figure 1.15 plots Kelly’s skewness and standard deviation of the
cross-sectional distribution of log wage changes computed from model
simulations. In line with the empirical findings, the distribution of log
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wage changes overall exhibits procyclical skewness and also acyclical
standard deviation.43

This analysis supports the idea that it is rather the fact that more
firms implement higher average wage cuts than the increased probabil-
ity of extreme events that drives the behavior of the distribution in re-
cessions. In addition, it also validates the model mechanism as an alter-
native explanation for business cycle trends in income risk and proves
that wage pass-through is potentially one of their determinants.

1.5.5 Welfare cost of business cycles

Following the seminal approach in Lucas (1987), in this section I use
the model to compute the welfare cost of business cycles. Let {ci,t}∞t=0

the consumption stream of individual i in the baseline economy with-
out business cycles - with V its associated value function - and {c̃i,t}∞t=0

the stream in the alternative economy with business cycles - with Ṽ its
associated value function. The goal is to find how much consumption
in the baseline economy the agent is willing to give up to avoid switch-
ing to the alternative economy. Mathematically, this means finding the
value of λ that solves the following equation:

E0

[ ∞∑
t=0

βtu((1 + λ)ct)

]
= E0

[ ∞∑
t=0

βtu(c̃t)

]
(1.10)

Having the two utility values V and Ṽ for each individual, one can
solve for λ in (1.10) to obtain the consumption equivalent between
the two series under scrutiny.44 However, it is not straightforward in

43For readability, the figure reports only 40 years. Similar patterns hold over the
whole simulation horizon.

44Given the utility function u(x) = x1−σ−1
1−σ and the definition of the value functions

as discounted streams of future utility, from equation (1.10) one gets:

(1 + λ)1−σE0

[
∞∑
t=0

βt
c1−σt

1− σ

]
= E0

[
∞∑
t=0

βt
c̃1−σt

1− σ

]
⇐⇒ λ =

(
Ṽ + adj
V + adj

) 1
1−σ

− 1

with adj = [(1− σ)(1− β)]−1.
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economies with high degrees of heterogeneity which utility values
to choose (Krusell et al., 2010). This also applies to my model, where
each individual has a specific value of promised utility evolving
dynamically (i.e., V is a state) and it is not obvious which are the
correct values to consider for the solution of (1.10).

I proceed as follows. For each value of firm productivity z, I get the
distribution of promised utilities in the baseline and alternative specifi-
cations. Then, I compare the average promised utility in each quantile
between these distributions and weigh the resulting λ by the share of
agents in that position in the baseline model. For the baseline, I use
the stationary distribution of promised utilities implied by the model
without business cycles. For the alternative, I consider the distribution
obtained in each period from simulating the model with aggregate un-
certainty. The λs recovered through the procedure just described repre-
sent, therefore, the change in consumption between two individuals in
the same relative position in the distributions of utilities in steady state
and period t. In other words, how much consumption an individual
in a given position in the steady state distribution of utilities is willing
to give up in order not to find herself in the same relative position in
the period t distribution. This approach, therefore, enables us to find a
full cross-sectional distribution of λs in each period t, which can then
be used for welfare comparisons. For instance, it is possible to com-
pute the utilitarian consumption equivalent variation of the alternative
economy by averaging the values of λ over all agents in the model in
recessions, non-recessions, or all periods.

Table 1.5 reports the results. Overall, agents would be willing to
give up 2.7 percent of their consumption to avoid aggregate uncer-
tainty. While the numbers are relatively large compared to the litera-
ture, the lack of a saving technology and the presence of the disaster
state make the effects of salary fluctuations particularly adverse in the
model. Recessions are more costly than non-recessions, but the differ-
ence is not large as downturns are relatively short-lived in the used
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calibration.45

All Periods Recessions Non-recessions

λ −0.026 −0.027 −0.026

Table 1.5: Welfare costs of business cycles. Results refer to quarterly consump-
tion.

1.6 Conclusion

Using Swedish administrative data covering the universe of firms, em-
ployment relationships, and workers, this paper has shown that earn-
ings pass-through of idiosyncratic firm productivity shocks is asym-
metric over the business cycle. Regardless of the state of the economy,
a firm exposed to a positive shock passes it through mainly if it is siz-
able. On the other hand, firms are good insurance providers against
negative shocks in normal times, but they pass them through much
more in recessions. Specifically, compared to non-recessions, the earn-
ings elasticity to negative shocks in downturns is more than three times
higher. In monetary terms, a one standard deviation negative shock in
recession implies - in the most conservative specification - a reduction
in workers’ annual salary by approximately 1,500 SEK (in 2020 terms).
I have also documented that the share of firms experiencing mass lay-
offs upon receiving a negative idiosyncratic shock is about 7 percent-
age points higher in downturns. Combined with the fact that it takes
around three years for them to return to positive employment growth,
this shows that these shocks have larger and more persistent effects on
the firm’s profitability in recessions.

These empirical patterns have been rationalized in a directed
search model of the labor market with on-the-job search, risk-averse

45As seen in section 1.5.2, the pass-through of idiosyncratic firm shocks is relatively
limited in steady state. Thus, the estimated costs of business cycles are not far from the
welfare costs of not providing full insurance to the workers.
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workers, and firm commitment. The firm’s trade-off between insur-
ing the workers and making their on-the-job search choices aligned
with the expected value of the match generates different degrees of
pass-through across the distribution of idiosyncratic firm shocks. The
non-state-dependent pass-through of positive shocks is delivered
by the bound on the maximum utility that entering firms can offer
to workers implied by the free-entry condition. Taking into account
the more disastrous nature of negative shocks in recessions, instead,
is crucial to generate their larger pass-through in downturns. As
the model-generated wage growth distribution for stayers features
procyclical skewness and acyclical variance, the theoretical framework
also provides a new explanatory mechanism for recent empirical
findings on business cycle trends in income risk. Welfare calculations
reveal significant costs of business cycle fluctuations: to be compen-
sated, workers would need to receive up to 2.7 percent of additional
consumption.

The analysis presented in this work can be extended to several inter-
esting avenues. First, while it is above the scope of this paper to provide
a full analysis of the impact of the differences between my empirical
strategy and the one adopted by Chan et al. (2020), my work shows
that they seem relevant and deserve more investigation. In particular,
it would be worth analyzing the effect of using earnings or wages as a
measure of workers’ salaries. Second, my analysis has considered the
impact of pass-through on the average worker in a firm. It would be
interesting to understand if the degree of insurance is heterogeneous
also across different types of workers (e.g., white vs. blue collar). Third,
this paper has focused on job market frictions to explain the empirical
patterns found in the data. It would be relevant to understand if other
mechanisms, such as firm labor market power (Chan et al., 2020), can
also help rationalize them. Finally, the model provides a natural setting
to study optimal public unemployment insurance over the business cy-
cle in a context where firms already insure their workers. It is left to
future research to investigate these important questions.
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Appendices

1.A Additional figures
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Figure 1.A.1: Share of aggregate value-added and employment in the non-
financial private sector (first and second rows) and in the whole economy
(third and fourth rows) by sector and employment group.
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Figure 1.A.2: Share of firms experiencing mass layoffs over the distribution of
idiosyncratic firm TFP shock, recessions and non-recessions.

1.B Data and institutional background

Structural Business Statistics (SBS). Because the unit of analysis con-
sidered in this paper is the firm46, I use the dataset SBS företag which
contains balance sheet, accounting, industry codes as defined by Statis-
tics Sweden (SNI) and some other company information at the firm
level. The time range of the sample I analyze is 1997-2018: before 1997
not all Swedish firms are included in the data and the last year avail-
able is 2018. I drop observations with missing firm identifier and firms
having more than one entry per year. I also exclude observations with-
out SNI code or for which I cannot convert the SNI code according to
the 2007 definition.47 Furthermore, I exclude firms that are classified
as financial companies, firms with negative wage bill, firms with zero
wage bill but at least one employee and firms with negative operating

46A firm in the dataset is a legal entity that can include one or more establishments.
More firms can be owned by the same mother company.

47In the time range I consider SNI definitions changed twice. Specifically, the rele-
vant SNI definition is SNI 1992 until 2002, SNI 2002 between 2003 and 2008 and SNI
2007 afterwards. In order to get a consistent definition of SNI codes across years, I ex-
tend the SNI 2007 definition back in time. To do this I use conversion files provided by
Statistics Sweden and, when the conversion is not one-to-one, I use the most common
transition in the data which I obtain by counting the number of transitions in the years
around the switch in SNI definition.
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expenses. Monetary variables are deflated using the CPI for Sweden.

Register-Based Labour Market Statistics (RAMS). On the firms’
side, RAMS includes information on employment, juridic status, sector
of activity and municipality from 1985 to 2019. The observation level
is the establishment. I exclude observations with missing firm or
establishment identifier and with missing information on the juridic
form and municipality. Because municipality is observed at the estab-
lishment level and the unit relevant for my analysis is the firm, every
time there is more than one municipality associated to a firm in a given
year, I assign to the firm/year observation the municipality where most
establishments are located and, if there is a tie, that of the establishment
with higher number of employees. From the municipality codes I also
recover the region in which the firm is based.

On the workers’ side, RAMS includes, for every employed individ-
ual, the establishment and firm identifiers of all the workplaces she is
employed at, the starting and ending month of each employment re-
lationship, a measure of the salary received in each employment re-
lationship and the occupational status of the worker (employee, self-
employed, etc.) for the time period 1985-2019. I exclude observations
with missing firm of worker identifier, those with missing information
on the initial and final month of the employment relationship and I fo-
cus only on workers whose occupational status is of employee and who
are employed at least six months in a year. Furthermore, if a worker has
more than one employment relationship in a given year, for that year
I classify that worker as employed at the firm where she receives the
highest salary. Based on this, I construct a tenure indicator that keeps
track of the number of years an employment relationship has been go-
ing on, a variable that counts the number of employees in each firm,
and an annual measure of earnings by annualizing the salary received
at the firm48 where she has been classified to work at in that year as ex-

48This is done by dividing the total salary paid by the number of months in which
the employment relationship has been active and multiplying the result by twelve.
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plained before. Monetary variables are deflated using the CPI for Swe-
den.

Longitudinal Database on Education, Income and Employment
(LOUISE). This dataset contains socio-economic and demographic
information for each Swedish resident for the period 1985-2019. I set
the lower bound of the time range to 1998 as before this year data
on some civil statuses are not available. From this dataset I recover
a household identifier, the civil status, gender, year of birth, number
of children and education. I exclude observations with missing infor-
mation on individual and household identifier, gender, year of birth,
number of children, education or civil status and people with more
than six children. I also merge education levels to get four levels (pre-
secondary, secondary, post-secondary and post-graduate) and civil
statuses to get four categories (singles, married, separated, survivors).
Furthermore, I construct dummy variables capturing the period when
a person becomes married, remarries or separates (by either divorcing
or becoming a survivor). In addition, using the household identifier, I
link married people to their partner and drop observations which are
registered as married but for whom I did not get a match to find their
partner.

Aggregate data. Nominal GDP, CPI (reference year 2020) and the
unemployment rate are taken from the OECD Economic Outlook 110
(December 2021). Total and sectoral value-added and employment are
taken from SCB’s website: the data are quarterly so I aggregate them at
the annual frequency by summing up the quarterly flow values in each
year for value-added and and by averaging across the four quarters for
employment. The OECD recession indicator (“OECD based Recession
Indicators for Sweden from the Period following the Peak through the
Trough, +1 or 0, Monthly, Not Seasonally Adjusted”) was downloaded
from FRED. Aggregation from monthly to annual is done as follows.
First, I define a quarter as recessionary if the monthly indicator is
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one in all the three months of the quarter. Then, I define a year as
recessionary if there are at least two consecutive recessionary quarters.

Institutional background. As pointed out by Guiso et al. (2005), in
labor markets characterized by high levels of centralized wage bargain-
ing there is much less leeway for firms to pass idiosyncratic shocks to
workers’ salaries. In this section, therefore, I briefly discuss some fea-
tures of the Swedish institutional background in order to provide evi-
dence that a substantial part of workers has at least part of their salaries
determined at the firm level. The main source for this section is Topel
and Fredriksson (2010).

While union membership rates in Sweden have been very high
(around 80%) since the 70s, wage-setting institutions have changed
quite considerably in the last fifty years. The highly centralized pro-
cedures in place during the 70s have indeed been gradually displaced
in favor of decentralized agreements. Table 1.B.1 presents the wage
agreement models present in the Swedish labor market in 2004 to-
gether with the percentage of employees in the private sector covered
by each type of model.49

Model Employees (%)
1. Local bargain without restrictions 7
2. Local bargain with a fallback 8
3. Local bargain with a fallback plus a guaranteed wage increase 16
4. Local wage frame without a guaranteed wage increase 12
5. Local wage frame with guarantee or a fallback regulating the guarantee 28
6. General pay increase plus local wage frame 18
7. General pay increase 11

Table 1.B.1: Percentage of employees in the private sector under different
wage agreement models. Source: Topel and Fredriksson (2010) based on Na-
tional Mediation Office (2004).

49A fallback means that the central agreement specifies a general wage increase
that comes into operation should the local parties not agree. A guaranteed wage in-
crease means that each individual is guaranteed a wage increase of a certain amount of
Swedish krona (SEK). A local wage frame means that the local parties are given a total
wage increase but can decide on the distribution of that increase over individuals.
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The table reveals that, while there is substantial heterogeneity in the
distribution of wage agreement models - with at the exterma 11% of
workers subject only to the central agreement and 7% to local bargain
without restrictions - 89% of workers are into agreements in which po-
tentially at least part of the salary is determined at the local level and
19% in local agreements in which a wage increase is not guaranteed.
Therefore, there is room for firm performance to be reflected in work-
ers’ wages.

1.C Robustness

Alternative definitions of business cycles. In order to check that
the main empirical finding is not determined by the business cycle
episodes classification, I have also experimented with two alternative
definitions: (i) defining recession 2008-2009 and non-recession 2014-
2015 (ii) defining recessions using the OECD recession indicator for
Sweden.50 Figure 1.C.3 plots GDP growth and the unemployment rate
when using these alternative definitions.

50See Appendix 1.B for more details on the OECD indicator.
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Figure 1.C.3: GDP growth and unemployment rate in Sweden and alternative
business cycle definitions. Top: recession 2008-2009, non-recession 2014-2015.
Bottom: recessions and non-recessions defined according to OECD recession
indicator.

Figure 1.C.4 reports the earnings pass-through graphs for these al-
ternative definitions. Even though when using the OECD indicator the
distinction for negative shocks between recessions and non-recessions
becomes slightly less stark, overall the two pictures clearly indicate ro-
bustness of the main empirical result.
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Figure 1.C.4: Average residual log earnings change over bins of idiosyncratic
firm shocks for alternative business cycle definitions, recessions (squares) and
non-recessions (triangles). Left: recession 2008-2009, non-recession 2014-2015.
Right: recessions and non-recessions defined according to OECD recession in-
dicator. Confidence intervals are at the 90 percent level and standard errors
are clustered at the firm level. The first bin contains all firms below the −0.39
bin and the last all firms above the 0.39 bin.

Alternative measure of firm productivity. In order to check the ro-
bustness of the results to the measure of firm productivity used in the
baseline analysis - log value-added per worker - in this section I repli-
cate the main empirical finding using an alternative definition. Follow-
ing - among others (see Syverson, 2011, for a review) - Bloom et al.
(2018) and Salgado et al. (2020), under the assumption that the firm pro-
duction function is Cobb-Douglas, it is possible to recover a measure of
firm productivity as the residual of the following equation:

log Yjst = aNst logNjst + aKst logKjst + zjst

where Yjst is value-added of firm j operating in sector s at time t, Njst

andKjst are, respectively, measures of the labor and capital inputs used
in the production process, aNst and aKst the factor shares and the residual,
zjst, is firm productivity.

Practically, to recover z with this approach, I proceed as follows.
First, I compute the labor share aNst as the ratio between the total wage
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bill and total value-added in each two-digit sector s and each year t.5152

Using the identity aKst = 1 − aNst I obtain the capital share. Then, using
the wage bill as measure of N , total fixed assets as measure of K and
the measure of value-added already available in the data as Y , I recover
zjst from the above formula. Finally, I run regression (1.1) using this
new measure of productivity and recover the new shocks νjt. Figure
1.C.5 presents the results. Overall, even though the magnitude of wage
changes is smaller and positive large shocks do not seem to be passed
through much, the trends reported in the baseline are robust.
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Figure 1.C.5: Average residual log earnings change over bins of idiosyncratic
firm shocks for alternative firm productivity definition. Left: all years. Right:
recessions (squares) and non-recessions (triangles). Confidence intervals are
at the 90 percent level and standard errors are clustered at the firm level. The
first bin contains all firms below the −0.39 bin and the last all firms above the
0.39 bin.

Heterogeneity. In this section, I investigate possible heterogeneities
in the results documented in the empirical section of the paper.

Figure 1.C.6 plots the residual log earnings changes for firms of dif-
ferent sizes (number of employees between 5-19, 20-49, 50-99 and 100+).
Overall, the patterns are still there for all the four groups, even though

51All the monetary variables used are in 2020 SEK.
52I exclude the sector-year cells with less than 100 firms.
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the business cycle asymmetry for negative shocks is slightly larger for
larger firms.
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Figure 1.C.6: Average residual log earnings change over bins of idiosyncratic
firm shocks, firms’ size heterogeneity. Confidence intervals are at the 90 per-
cent level and standard errors are clustered at the firm level. The first bin con-
tains all firms below the −0.39 bin and the last all firms above the 0.39 bin.

Figure 1.C.7 plots the same thing for workers in different age bands
(20-33, 34-47, and 46-60). In general, the empirical trends still hold
across all groups.
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Figure 1.C.7: Average residual log earnings change over bins of idiosyncratic
firm shocks, workers’ age heterogeneity. Confidence intervals are at the 90
percent level and standard errors are clustered at the firm level. The first bin
contains all firms below the −0.39 bin and the last all firms above the 0.39 bin.

Figure 1.C.8 investigates heterogeneities in workers’ tenure (I
divide workers in three groups, with low indicating shorter tenure and
high longer tenure). Again, the empirical patterns are overall still there,
even though the negative shocks’ asymmetry is stronger for more
tenured workers.
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Figure 1.C.8: Average residual log earnings change over bins of idiosyncratic
firm shocks, workers’ tenure heterogeneity. Confidence intervals are at the 90
percent level and standard errors are clustered at the firm level. The first bin
contains all firms below the −0.39 bin and the last all firms above the 0.39 bin.

1.D Block recursivity of the equilibrium

As per definition 1.3.2, proving that the equilibrium of the model econ-
omy is block recursive requires to show that the equilibrium objects
{θ,R, x∗, U, J, w, V̂ } depend on the aggregate state ψ just through the
aggregate state of nature s and not through the distribution of workers
gu, ge. Following closely Menzio and Shi (2010), the proof will consist
in showing that each of the equilibrium objects and the operator T for
updating the firm value satisfy this property.

Let J (Y ×Z×X) be the set of firm value functions J : Y ×Z×X →
R satisfying properties (J1)-(J3) described in Menzio and Shi (2010).
Take an arbitrary function J ∈ J . For all (ψ, x) ∈ Ψ × X satisfy-
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ing J(y, z0, x) ≥ k the market tightness implied by the equilibrium
condition (1.7) is q−1

(
k

J(y,z0,x)

)
and for all (ψ, x) ∈ Ψ × X such that

J(y, z0, x) < k tightness is zero. Given the properties of J , the for-
mer condition is satisfied if and only if x ≤ x̃(y), where x̃(y) solves
J(y, z0, x) = k. Therefore, market tightness can be summarized as fol-
lows:

θ(y, x) =

 q−1
(

k
J(y,z0,x)

)
if x ≤ x̃(y)

0 otherwise

As it is clear from the above expression, the market tightness function θ
depends on the aggregate state ψ only through aggregate productivity
y. Intuitively, since the firm value does not depend on the distributions
gu, ge and the cost of creating a vacancy is constant, the probability of
filling a vacancy - and thus tightness - is independent of the distribution
of workers. In addition, the properties of J and q imply that tightness
is decreasing in x. Intuitively, it is easier to attract a worker - and thus
to fill a vacancy - by promising her higher utility.

Turning to the return to search function R, note that, given θ, for all
(ψ, x) ∈ Ψ×X the objective function maxx∈X p (θ(y, x)) (x− V ) in (1.3)
depends on the aggregate state just through aggregate productivity. In
addition, the choice set X does not depend on the aggregate state of
the economy. Thus, the optimal search decision m and the return to
search functions R depend on the aggregate state just through y and
not through gu, ge. Intuitively, this follows from the fact that both the
two terms in the objective function - the job finding probability and the
return - are independent of the employment status of other workers.

In turn, letting U(Y ) be the set of unemployment values U : Y → R
starting from any initial guess U ∈ U the operator in equation (1.4) is
a contraction mapping in which the updated value of unemployment
in each iteration depends on the aggregate state just through y and not
on the distribution of workers because both the unemployment benefit
and the return to search are independent of the distribution of workers.

With all the above it is now possible to construct the updated value
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of the firm J̃ by plugging the elements just described in the optimiza-
tion problem of the firm:

J̃(y, z, V ) = max
w,{V̂ (ŷ,ẑ)}∀(ŷ,ẑ)

f(y, z)− w

+ β(1− δ)E
[(

1− λep̃
(
ŷ, V̂ (ŷ, ẑ)

))
J(ŷ, ẑ, V̂ (ŷ, ẑ))

]
subject to:

V = u(w) + βE
[
δU(ŷ) + (1− δ)

(
V̂ (ŷ, ẑ) + λeR(ŷ, V̂ (ŷ, ẑ))

)]
Because the objective function above and the choice sets depend on ag-
gregate productivity y but not on the distribution of workers, the same
holds true for the updated value of the firm. Intuitively, this is a conse-
quence of the fact that the match output, the match survival probability
and the continuation value are depend on y but not on gu, ge. Repeat-
ing the same argument by using as new firm value J̃ it is possible to
conclude that the operator defining the equilibrium value of the firm T

also depends on y but not on gu, ge, which completes the proof.

1.E Numerical solution

Discretization and grids construction. I have already specified in
Section 1.4 of the main text the processes for aggregate productivity y
and for firm TFP z, so in this section I will describe just the construction
of the grid of promised utilities and the discretization of the AR(1)
process governing the evolution of z.

Grid for promised utility. Following Menzio and Shi (2010), the
lowest and highest values for the grid of promised utilities are set as
follows:

x =
u(b)

1− β
− εx, x =

u(f(y, z))

1− β
+ εx

The grid of promised utilities is then a grid of Nx points between these
two values with spacing parameter spacingx.
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Discretization idiosyncratic firm productivity z̃. This is simply
discretized with the method proposed by Rouwenhorst (1995) with Nz

points.

Table 1.E.2 summarizes the choices for the numerical parameters.

Parameter Value Description
Panel A: numerical parameters for model solution
Nx 401 Number of points promised utility grid
Nz 29 Number of points idiosyncratic firm TFP
εx 1 Value for promised utility grid extrema
spacingx 1.5 Spacing parameter promised utility grid

Panel B: numerical parameters for model simulation
Tsim 10000 Number of simulated periods
Nsim 2000 Number of simulated agents
Tdis,sim 1000 Number of periods to discard for moments computation

Panel C: numerical parameters for SMM estimation
Nglo 100 Number of points to evaluate in global stage, estimation z̃

5000 Number of points to evaluate in global stage, estimation ζ
Nloc 10 Number of points to evaluate in local stage, estimation z̃

20 Number of points to evaluate in local stage, estimation ζ
Neco 5 Number of economies to simulate
Tcal 5000 Number of simulated time periods
Tdis 500 Number of periods to discard for moments computation
Ncal 1500 Number of simulated firms

Table 1.E.2: Numerical parameters.

Solution procedure. Solving the full model is a very challenging exer-
cise. In each iteration towards the equilibrium - given the current guess
- there are four steps to perform: (1) solve for market tightness (2) solve
workers’ search problem (3) solve for the problem of the unemployed
workers (4) solve the problem of the firm and update. I will outline the
solution of each subproblem and then lay out the full solution algo-
rithm. Note that, in order to have a good starting guess when solving
the full model, I first solve a version of the model without on the job



APPENDICES 69

search. The four steps are present in each of the two cases, but I will
highlight differences between the solution of the full model and the
simpler model in each stage when required.53

Step 1: market tightness. Let i indicate the current iteration num-
ber and J (i−1) the current initial guess for the value of the firm. From
the free-entry condition (1.7) we know that in all visited markets the
relation must hold with equality, so that, rearranging we can find tight-
ness as follows:

θ(i)(s, x) = q−1

(
k

J (i−1)(s, z0, x)

)
(1.E.1)

Thus, for all s ∈ S and for all x ∈ X :

• compute the ratio k
J(i−1)(s,z0,x)

;

• because q ∈ [0, 1], if the ratio is not in this interval then use com-
plementary slackness and set θ(i)(s, x) = 0;

• otherwise, compute tightness using equation (1.E.1).

Furthermore, by inserting the obtained values into the function for the
job finding probability, I obtain p(i)(θ). Because it will be needed after-
wards, at this step I also compute for all s ∈ S the exact last market
xswitch(s) where it is profitable for firms to post vacancies. This market
solves:

J(s, z0, x
switch(s)) = k

which I solve with a numerical solver.

Step 2: workers’ search problem. Workers’ search problem is
summarized by the return to search function (1.3) and its correspond-
ing first order condition (1.8). There are three relevant intervals for all
s ∈ S: (i) for all x ∈ [x, V ] the return to search is lower or equal than

53I will assume that block recursivity holds, so I will replace the aggregate state ψ
with s in the description below to ease up the explanation.
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zero (ii) for all x ∈ (V, xswitch(s)) the return to search is strictly positive
and strictly concave in x (iii) x ∈ [xswitch(s), x] the return to search is
zero. Therefore, the solution must be in the interval in (ii) and because
of strict concavity the first order condition is necessary and sufficient
to characterize the maximum. Thus, for all s ∈ S and for all V ∈ X :

• if V ≥ xswitch(s) then set x∗(i)(s, V ) = V ;

• else, solve with a numerical solver the first order condition (1.8)
with respect to x∗(i)(s, V ) in the interval x ∈ (V, xswitch(s));

• insert x∗(i)(s, V ) into the job finding probability previously
computed and into the expression for the return of search to get
p̃(i)(s, V ) and R(i)(s, V ).54

The policy for x∗ has to be computed very precisely. However, because
the derivative of the job finding probability tends to minus infinity for
values of x approaching xswitch, and because I do not have a closed form
expression for it but rather have to compute it numerically, solving for
the FOC close to this point is potentially problematic. To overcome this
issue, I approximate55 the job finding probability p - which is a function
of the promised utility values - as follows:

a0 + a1(V − x)2 (1.E.2)

which allows me to compute the derivative in closed form.

Step 3: unemployed workers’ problem. Solving the problem of
the unemployed amounts to solve the fixed point problem defined by
(1.4). Specifically, using as starting guess for the unemployment value
x, I proceed as follows:

• for all s ∈ S, compute the new guess for the value of unemploy-
ment using equation (1.4);

54Computing p̃ is not strictly necessary to solve the simpler problem without on the
job search.

55A similar approximation procedure is used by Balke and Lamadon (2022).
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• if the maximum of the absolute value of difference between the
old and new guess is lower than the convergence threshold then
define the last obtained value as the solution for the unemploy-
ment value U (i);

• otherwise, keep iterating until convergence.

Step 4: firms’ problem and updating. The firms’ problem can be
divided into three substages: (i) finding the optimal promised utilities
in each future state of the world (ii) finding the optimal wages (iii) up-
dating the firm value. In the simpler model without on the job search,
note that the first order condition with respect to the future promised
utility (1.9) becomes very simple: the right hand side becomes zero due
to the lack of search frictions and the optimal policy prescribes constant
wages. Therefore W (ξ̂) = V for all V, ξ and, substituting this into the
promise keeping constraint I get V = u(w) + βδE

[
U(ψ̂)

]
+ β(1 − δ)V

which can easily be solved for w for all V, ξ. One can then immediately
substitute these optimal policies to get the updated firm value.

The firms’ problem with on the job search is instead solved as fol-
lows. Let w(i−1) be the current guess for the wage policy (as starting
guess I use the wage policy obtained from the simpler problem with-
out on the job search). Then:

• for all ξ ∈ S × Z and all V ∈ X , using the current guess for
the wage policy, for all ξ̂ ∈ S × Z use equation (1.9) to solve for
W (i)(ξ̂);

• replace the W (ξ̂) obtained into the promise keeping constraint
(1.6), which then can be solved for the new guess for w(i) for all
ξ ∈ S × Z and all V ∈ X ;

• for all ξ ∈ S × Z and all V ∈ X get the new guess of the firm
value J (i) with equation (1.5) using the policies w(i) and W (i) just
computed.
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The policy for W has to be computed very precisely. However, this is
very hard for the same reasons described above for the optimal search
choice. Therefore, I follow the same approach as before and approx-
imate p̃ with the functional form 1.E.2, which makes things easier as
now I have a closed form expression for the derivative. Finally, because
also the new guess for the firm value has to be computed very precisely,
I approximate that too with the same functional form 1.E.2, which also
allows me to get a smooth version of the updated wage policy w(i)

through the envelope condition − ∂J
∂V̂

= 1
u′(w) , which I use a starting

guess for the next iteration.

Solution algorithm.

I. Set initial guesses:

• for the simple model without on the job search, set the firm
value as a strictly concave function of the grid for promised
utilities;

• for the full model set the initial firm value and the initial
guess for the wage policy as those obtained from solving the
simple model without on the job search;

II. Solve for market tightness as described in Step 1;

III. Solve the workers’ search problem as described in Step 2;

IV. Solve the unemployed workers’ problem as described in Step 3;

V. Solve the firms’ problem and update as described in Step 4;

VI. Compute the difference between the value of the firm from the
original guess and the update at all grid points below the last
open market. If the maximum - in absolute value - of such dif-
ference is lower than the tolerance threshold then exit the loop,
otherwise go back to point II with the new updated guesses.
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1.F Estimation

This section describes how I estimate the parameters governing the ex-
ogenous stochastic processes not already obtained from closed form
expressions described in the calibration section. The numerical param-
eters chosen for the estimation procedure are reported in Table 1.E.2.

Let θ be the vector of parameters that has to be estimated. θ is chosen
to minimize the following objective function:

min
θ
m̂(θ)′Wm̂(θ) (1.F.3)

where m̂(θ) is a vector of moments that depends on the parameters to
be estimated and W is a weighting matrix. The procedure involves a
global and a local stage. In the global stage I compute the value of the
objective function for Nglo combination of points for the elements of
the vector θ. The combinations correspond to the first Nglo of a Sobol
sequence. At the end of the global stage, the best - in the sense of pro-
viding the lowest values of the objective function - Nloc points pass to
the local stage. In the local stage, for each of the Nloc points, equation
(1.F.3) is solved for the minimum using the Nelder-Mead algorithm
with starting guess each of such points. The minimum is then the vec-
tor of parameters among the Nloc local points that returns the lowest
value of the objective function.

To estimate the parameters governing idiosyncratic firm productiv-
ity, I simulate its exogenous process for Tcal periods and for Ncal firms.
I then aggregate the model-generated data at the annual frequency (I
take as annual measure the values in the last quarter and I define a
year as recessionary if there are at least two consecutive quarters in
which the economy is in downturn) and run regression (1.1) on the sim-
ulated data to recover the model-generated shocks ν. Finally, I match
the model generated moments and the moments in the data. I dis-
card the first Tdis points from moments computation and, in order to
smooth the surface of the objective function, I simulate the process for
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Neco economies and average moments across them. Letting m indicate
a generic moment, m̂(θ) is defined as follows:

m̂(θ) =
mdata −msimulated(θ)

mdata
(1.F.4)

The weighting matrixW is a diagonal unitary matrix when ζ is inactive
and otherwise its values related to the share of firms experiencing mass
layoffs take the value 0.15/2, those related to the duration of the disas-
ter state and the share R/NR of firms exiting the disaster state take the
value 0.7/2 and Kelley’s skewness takes the value 0.15. The targeted
moments are described in detail in Section 1.4 of the main text.
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2.1 Introduction

Income risk is a crucial determinant of agents’ choices and it is therefore
of paramount importance to understand its nature in order to correctly
evaluate the effect of economic policies.

While the literature on this topic is vast, two main hypotheses
have emerged: according to one, income shocks are very persistent
and agents face similar life-cycle profiles - Restricted Income Profiles
(RIP); according to the other, income shocks are not very persistent and
life-cycle profiles are individual-specific - Heterogeneous Income Profiles
(HIP). Income data alone do not easily allow us to empirically discern
which of the two is right. As shown by Guvenen (2009), identification
is achieved by looking at income covariances at far apart ages in
the life cycle. These covariances are however hard to compute due
to natural attrition. A further problem is the known issue that the
researcher’s information set is a subset of the agent’s. Several papers
have, therefore, taken another approach in order to tackle this question:
because diverse types of income risk imply different economic choices,
by looking at the latter the researcher can infer properties of the
income process. For instance, Blundell et al. (2008), Guvenen (2007)
and Guvenen and Smith (2014) consider consumption/saving choices.

This paper contributes to this literature by looking at another de-
cision of the agent that is determined by income risk, namely port-
folio choice. While the canonical portfolio choice model does not, in
general, admit a closed form solution for the share of wealth detained
in risky assets when labor income is not deterministic, several papers
(e.g., Cocco et al., 2005; Chang et al., 2018b; Catherine, 2021) have ana-
lyzed the portfolio choice implications of income risk with numerically
solved models. The main finding is that the properties of the income
process - and especially higher order moments - are relevant for the
portfolio allocation. Starting from this result, this paper investigates to
what extent portfolio choice models can be used to understand the na-
ture of the income process. Specifically, i) I estimate HIP and RIP ver-
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sions of a rich stochastic process including cyclical skewness of income
shocks, ii) I use them as inputs to solve a state of the art portfolio choice
model, and iii) I find identifying restrictions from differences in model
outcomes.

My findings are the following. First, cyclical skewness needs to
be included in the income process in order to correctly estimate the
amount of risk deriving from the persistence of the shocks. Indeed, in
a model without cyclical skewness, HIP overestimates the share of risk
attributed to heterogeneity in life-cycle profiles and underestimates the
share deriving from persistence.

Second, because including cyclical skewness results in similar esti-
mates for the persistence of the shocks for both HIP and RIP, I find that
the profiles of the mean and variance of consumption over the life cycle
are very much alike. In light of this, these two schedules, which have
previously been considered by the literature (e.g., Guvenen, 2007), do
not have a strong identification power to infer income properties.

Third, I find that HIP and RIP imply different average life-cycle pro-
files for participation and conditional risky share. This is due to the fact
that agents’ choices for these two quantities are different in the two
models depending on their expected income growth rate during work-
ing life. Intuitively, the latter is more similar across agents in RIP and
more heterogeneous in HIP. As a consequence, agents in HIP expecting
higher lifetime income choose a lower risky share if human capital is
risky, especially when they do not have enough wealth to self-insure.
Specifically, due to the effect of cyclical skewness on the riskiness of
human capital, the HIP process implies much less heterogeneity in par-
ticipation rates across people with different income growth rates, and
a “butterfly pattern” for the conditional risky share. The latter means
that people with high income growth rates choose lower conditional
risky shares in young ages compared to individuals with low growth
rates, and they catch up at around 40 years old when the order of this
pattern is reversed.

Comparing the model-generated profiles and their empirical equiv-
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alents using Swedish administrative data, I find that the latter provides
slightly stronger support for the RIP than the HIP hypothesis, espe-
cially because no evidence of a “butterfly pattern” was found.

Related literature. First, this paper is related to the area of research
that studies the nature and properties of the income process. Given the
central role of the latter in economics and finance, this literature is un-
surprisingly vast (e.g., Lillard and Willis, 1978; MaCurdy, 1982; Meghir
and Pistaferri, 2004; Storesletten et al., 2004; Guvenen, 2009; Guvenen
et al., 2014, 2021; De Nardi et al., 2019; Busch et al., 2022; Arellano et al.,
2022). My contribution here is showing that once cyclical skewness of
labor income shocks is taken into account in the estimation of the in-
come process, the estimated persistence coefficient of the shocks is not
much different between HIP and RIP.

Within this literature, a series of papers (e.g., Hall and Mishkin,
1982; Deaton and Paxson, 1994; Blundell and Preston, 1998; Blundell
et al., 2008; Kaplan and Violante, 2010; Arellano et al., 2017) have used
revealed choices to make inference on the properties of the income pro-
cess. The main idea is that, because the latter has a relevant impact on
agents’ decisions, it should be possible to infer something about the in-
come risk individuals face by looking at their choices. As mentioned,
this approach also helps solve the well-known issue that the econome-
trician’s information set is a subset of the agent’s. Nevertheless, these
papers have mainly looked at consumption choices. My contribution
is, thus, to use this method on another decision that is influenced by in-
come risk, namely portfolio choice. In using a structural model to make
inference, my paper is most closely related to the approach followed by
Guvenen (2007) and Guvenen and Smith (2014).1

Furthermore, this work relates to the literature on portfolio choice
models and income risk. That income risk has an impact on portfo-
lio choices has been already investigated empitically and theoretically

1Among these two papers, it is linked especially to the former as my objective is
also to disentangle HIP and RIP.
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(e.g., Cocco et al., 2005; Gomes and Michaelides, 2005; Benzoni et al.,
2007; Storesletten et al., 2007; Gomes and Michaelides, 2008; Huggett
and Kaplan, 2016; Chang et al., 2018b; Catherine, 2021; Merton, 1969;
Fagereng et al., 2017; Chang et al., 2018a). A recent contribution by
Catherine (2021) in this area has shown that modelling the procyclical-
ity of the skewness of labor income shocks improves the fit with portfo-
lio choices in the data. While keeping this channel in my model, this pa-
per is the first to study the effects of cyclical skewness of labor income
shocks and of different assumptions on the heterogeneity of life-cycle
income profiles jointly.

Finally, as the framework in this paper is used to make inference
on the properties of the income process, this paper is also connected to
the emerging household finance literature in (Calvet et al., 2021) using
portfolio choice models for structural estimation.

Structure of the paper. The paper is structured as follows. Section
2.2 presents the model, Section 2.3 deals with model estimation and
calibration, Section 2.4 presents the results and Section 2.5 concludes.

2.2 Model

The model is a refined version of the canonical portfolio choice model
by Cocco et al. (2005). Specifically, I build on recent work from Cather-
ine (2021), who shows that including cyclical skewness of persistent in-
come shocks is crucial to match well portfolio choices in the data. Com-
pared to Catherine (2021), my framework additionally includes hetero-
geneity in life-cycle income profiles: in my model the constant and the
coefficient of the age trend in the individual-specific part of income are
state variables.2

2Catherine (2021) estimates the parameters governing the income process assum-
ing that individuals have different life-cycle income profiles but does not include this
heterogeneity when solving the model.
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Preferences. Let t denote age. Each agent enters into the model at age
Tstart, lives at maximum until age T and works until retirement age K.
Each agent has Epstein-Zin preferences, similar to the forms specified
in Inkmann et al. (2010) and Gomes and Michaelides (2005):

Ui,t =

{
(1− δ)c1−ψi,t + δEt

[
ptU

1−γ
i,t+1 + b(1− pt)a

1−γ
i,t+1

] 1−ψ
1−γ
} 1

1−ψ

(2.1)

where ci,t is individual i’s consumption at t, ai,t is individual i’s wealth
at t, δ is the discount factor, pt is the probability of being alive at t + 1

conditional on being alive at t, γ is the coefficient of RRA, 1/ψ the EIS
and b determines the strength of the bequest motive. Because there is a
bequest motive, the terminal condition for the recursion is:

Ui,T+1 = ba1−γi,T+1 (2.2)

Financial assets. Agents can invest in two financial assets, one risky
with time-varying gross return Rt+1 and one safe with constant gross
return Rf . Letting small letters indicate log returns, rt+1 is given by the
following expression:

rt+1 = r1,t+1 + r2,t+1 − κm (2.3)

The effective return an individual gets by investing in the risky asset
is the sum of two systematic components, one co-varying with labor
market conditions (r1) and the other that does not (r2), and is net of a
management cost κm, that is thus paid conditional on holding the risky
asset. The systematic components are modelled as in Catherine (2021).
Specifically, to take into account stock market crashes, r1 is modelled as
a mixture of Normals:

r1,t+1 =

 r1,t+1
i.i.d.∼ N

(
µ
r
, σ2r1

)
w.p. pr

r1,t+1
i.i.d.∼ N

(
µr, σ

2
r1

)
w.p. 1− pr

(2.4)
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Without loss of generality, it is possible to interpret pr as the probability
of stock market crashes and µ

r
the expected log return during crashing

periods. Similarly, 1 − pr is the probability of normal periods and µr

the average log return during normal periods. r2 is, instead, a simple
Normal shock:

r2,t+1
i.i.d.∼ N

(
0, σ2r2

)
Finally, investing in the risky asset is subject to a fixed participation
cost κf that is paid every time the agent chooses to hold the risky asset.
In addition, agents are allowed to borrow up to a borrowing limit on
their total savings proportional to the exogenously set parameter s. The
repayment rate per unit of borrowing is set to be equal to the risk free
rate.

Income process. I closely follow Catherine (2021) for specifying the
labor income process. Let Li,t be individual i’s real income. The loga-
rithm of Li,t is the sum of an aggregate income component wt and of an
idiosyncratic component yi,t:

log (Li,t) = wt + yi,t (2.5)

The aggregate component follows a random walk with drift, driven by
shocks to the market return through a parameter λrw:

wt = g + wt−1 + λrwr1,t + ϕt (2.6)

where ϕt
i.i.d.∼ N

(
0, σ2ϕ

)
.

The idiosyncratic component is the sum of a deterministic life-cycle
component f̄(t), of a persistent component zi,t and of a transitory com-
ponent νi,t:

yi,t = fi,t + zi,t + νi,t (2.7)

The persistent component is an AR(1) process:

zi,t = ρzi,t−1 + εi,t (2.8)
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with innovations drawn from a mixture of Normals:

εi,t =

 εi,t
i.i.d.∼ N

(
µ
ε,t
, σ2ε

)
w.p. pε

εi,t
i.i.d.∼ N

(
µε,t, σ

2
ε

)
w.p. 1− pε

(2.9)

Without loss of generality, it is possible to interpret pε as the probability
of tail events and µ

ε,t
, σε,t the expected value and standard deviation

of persistent income shocks during tail events, respectively. A similar
interpretation holds for the parameters governing the distribution of
normal events. To match the cyclicality of skewness, µ

ε,t
is defined as:

µ
ε,t

= µε + λεw(wt − wt−1) (2.10)

Thus, tail events imply on average higher persistent shocks during ex-
pansions and vice versa during recessions. In addition, because persis-
tent idiosyncratic shocks have zero mean, it must hold:

pεµε,t + (1− pε)µε,t = 0 (2.11)

The transitory shock is a pure innovation following a Normal distri-
bution, whose variance depends on whether the persistent shock was
drawn from the tail distribution or not:

νi,t =

 νi,t
i.i.d.∼ N

(
0, σ2ν

)
if εi,t = εi,t

νi,t
i.i.d.∼ N

(
0, σ2ν

)
if εi,t = εi,t

(2.12)

Finally, the deterministic component is specified differently for the HIP
vs. RIP processes. Mathematically, the two specifications are summa-
rized as follows:

fmodel
i,t =

{
f̄(t) + αi + βit if model = HIP (2.13)

f̄(t) if model = RIP (2.14)

where f̄ is a function of experience that is common to all individuals
and to both models. In the HIP case, αi and βi are drawn from an i.i.d.
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bivariate Normal distribution with zero mean, variances σ2α, σ2β and co-
variance σαβ . The RIP model, instead, only includes the function of ex-
perience and has no individual-specific components. Therefore, the RIP
process is a restricted versions of the HIP specification with βi = αi = 0

for all i.

Payroll taxes. As in Catherine (2021), working agents are subject to
a 12.4% payroll tax on income up to a maximum taxable amount set
by the Social Security Administration (SSA), which is roughly 2.5 times
the average wage index.3 Specifically, the total tax paid is:

Ti,t = .124 ·min{Li,t, 2.5 · ewt} (2.15)

Retirement income. It is common practice in standard portfolio
choice models (e.g., Cocco et al., 2005) to assume that retirement
income is a constant fraction of the income received in the last working
period. However, in this model, large shocks in the last working
period would have enormous effects on total retirement income, which
is counterfactual. To solve this issue, I follow Catherine (2021) and
assume that retirement income depends on the whole income history
of an agent.4 Let L̄i,t keep track of average income as follows:

L̄i,t =
1

t− Tstart + 1

t∑
j=Tstart

min{eyi,j , 2.5} (2.16)

Then, during retirement (t > K) agents have the following income
stream:

log (Li,t) = log (ζi,K) + wK (2.17)

that is, retired agents enjoy a fraction ζ of the average wage index at the
time of retirement. Following Catherine (2021), ζi,K depends on aver-

3In 2010 the average wage index was 41673.83 USD and the maximum taxable
amount 106800 USD.

4The downside is that this implies taking care of another state variable in the maxi-
mization problem.
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age income at retirement L̄i,K as follows:

ζi,K =


0.9 · L̄i,K if L̄i,K < 0.2

0.116 + 0.32 · L̄i,K if 0.2 ≤ L̄i,K < 1

0.286 + 0.15 · L̄i,K if L̄i,K ≥ 1

(2.18)

Safety net. In order not to overstate the real level of income risk that
agents face, it is important to model some traits of the welfare system.
Therefore, following Catherine (2021), I model the Supplemental Nutri-
tion Assistance Program and, for retired individuals, the Supplemental
Security Income Program.

Only individuals with low wealth can participate in these pro-
grams. Specifically, only agents with less than about 2000 USD, which
is roughly 5% of the average wage index. After retirement, eligible
individuals receive supplemental income such that their total income
reaches at least 20% of the average wage index. Before retirement,
eligible individuals with earnings below 20% of the wage index receive
benefits equal to 6% of the wage index minus 30% of their earnings.
Mathematically:

Ni,t =


max{.06 · ewt − .3 · Li,t, 0} if ai,t < .05 · ewt ,

Li,t < 0.2 · ewt , t ≤ K

max{.2 · ewt − Li,t, 0} if ai,t < .05 · ewt , t > K

(2.19)

where ai,t is wealth as defined below.

The optimization problem. Let Ξi,t = (αi, βi, ai,t, zi,t, wt, L̄i,t) denote
the state variable during working life and ΞR

i,t = (ai,t, L̄i,K , wK) the
state variable during retirement.Also, letRet+1 := exp(rt+1)−Rf denote
the excess return and Ldi,t = Li,t − Ti,t +Ni,t denote disposable income.
Agent i chooses consumption ci,t, savings si,t, a dummy variable Fi,t
equal to one in case she decides to hold risky assets and, conditional on
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participation, the share of savings invested in risky assets ξi,t to maxi-
mize:

Vi,t(Ξi,t) = max
ξi,t,ci,t,si,t,Fi,t

{
(1− δ)c1−ψi,t

+δEt
[
ptV

1−γ
i,t+1(Ξi,t+1) + b(1− pt)a

1−γ
i,t+1

] 1−ψ
1−γ
} 1

1−ψ

(2.20)

subject to:

ai,t = ci,t + si,t + Fi,tκf · exp{wt} (2.21)

ai,t+1 =
[
Rf + ξi,tR

e
t+1

]
si,t + Ldi,t+1 (2.22)

si,t ≥ s̄ · exp{wt + f̄(t)} (2.23)

and to the equations governing the exogenous processes outlined be-
fore for the different specifications governing the deterministic part of
idiosyncratic income. During retirement, the agent’s problem becomes:

Vi,t(Ξ
R
i,t) = max

ξi,t,ci,t,si,t,Fi,t

{
(1− δ)c1−ψi,t

+δEt
[
ptV

1−γ
i,t+1(Ξ

R
i,t+1) + b(1− pt)a

1−γ
i,t+1

] 1−ψ
1−γ
} 1

1−ψ

(2.24)

subject to the constraints (2.21), (2.22), (2.23), to the terminal condition
(2.2) and to the equations governing the exogenous processes during
retirement.5 Appendix 2.C describes in detail how the model is solved
numerically.

5In the last period of working life, that is when t = K, the problem is the same as
under retirement, except that Vi,K is defined on the state for the last period of working
life Ξi,K .
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2.3 Estimation and calibration

In this section, I describe the estimation of the parameters governing
the exogenous stochastic processes for aggregate shocks, for individual
income in the HIP and RIP cases and how I calibrate the remaining pa-
rameters in the model. The estimation procedure for aggregate shocks
and individual income processes is described in Appendix 2.D. More
details on the data used can be found in Appendix 2.B.

Aggregate processes. Estimation of the exogenous processes govern-
ing the market return and the aggregate part of income requires to esti-
mate eight parameters: µ

r
, µr, σr1 , σr2 , pr, σϕ, g, λrw. I target mean, stan-

dard deviation, third and fourth standardized moments (skewness and
kurtosis) of log yearly SP500 returns and aggregate wage log growth
and the correlation between these two series.6 The time sample for the
returns is 1900-2019 and the one for aggregate wage growth is 1979-
2011.7 Table 2.1 reports the parameter estimates and the moments in
the data and in the model. Overall the match is quite satisfactory.

Panel A: estimated parameters
Stock market returns Aggregate income

µ
r

µr σr1 σr2 pr g λrw σϕ

−0.242 0.114 0.074 0.114 0.138 0.008 0.170 0.016

Panel B: moments
Log returns Aggregate income shocks

Mean SD Skew Kurt Mean SD Skew Kurt Corr

Data 0.064 0.183 −0.635 3.352 0.019 0.029 −0.767 3.773 0.658

Model 0.065 0.183 −0.636 3.485 0.019 0.029 −0.771 3.631 0.654

Table 2.1: Estimated parameters for the stochastic processes governing
macroeconomic aggregates and moments in the data vs. model.

6Specifically, the correlation is between the log return in year t − 1 and aggregate
wage log growth in year t.

7Data for returns are obtained from Robert Shiller’s website and for aggregate wage
growth from Guvenen et al. (2014). See Appendix 2.B for more details.
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Individual income process. Estimation of the stochastic process gov-
erning individual income requires finding the values of eight parame-
ters common to both specifications, namely pε, µε, λεw, σε, σε, σν , σν , ρ,
and two additional parameters for the HIP process, namely σβ, σαβ . I
target the time series between 1978 and 2010 of the standard deviation
of log earnings growth at the one and five year horizons, Kelly’s skew-
ness of log earnings growth at the one, three and five year horizons
and the within-cohort variance of log earnings for ages between 25 and
60.8 The first set of moments is used to estimate the parameters of the
persistent and transitory shocks and the second for the income profiles.
In total I have 155 time-series moments and 36 within-cohort variances
for a total of 191 moments. I perform SMM estimation, assuming that
the economy is hit by the same aggregate wage shocks found in the
data between 1944 and 2011.910 with diagonal weighting matrix with
all entries equal to one.

Table 2.2 reports the parameter estimates and Figure 2.1 plots the
targeted moments in the different model specifications and in the data.
Overall the match is satisfactory.

8I take the values for standard deviation and for Kelly’s skewness from Guvenen
et al. (2014) and the within-cohort variances from Guvenen et al. (2021). See Appendix
2.B for more details.

9I use data from Emmanuel Saez before 1979 and from Guvenen et al. (2014) after-
wards. See Appendix 2.B for more details.

10I simulate the income histories of 68 cohorts, the first starting in 1944 and the last
in 2011 assuming that the persistent component is zero at the beginning. Note that this
implies having a constant age structure between 1979 and 2011. The same procedure is
used in Guvenen et al. (2014) and Catherine (2021).
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Figure 2.1: Individual income moments, comparison between different model
specifications and data.

The table also reports estimated parameters when cyclical skew-
ness is turned off.11 In this case, I match only the standard deviation of

11In the model without cyclical skewness the shocks ε and ν are i.i.d. Normals with
zero mean and standard deviations σε and σν , respectively. For readability these two
values are reported in the same column of the tail-event standard deviation in the full
specification.
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log earnings growth at the one and five year horizons and the within-
cohort variance of log earnings for ages between 25 and 60. Figure 2.A.1
compares the moments generated by the estimated specifications with-
out cyclical skewness against the data.

Persistent Transitory Income profiles
µε λεw σε σε ρ pε σν σν σα σβ σαβ

HIP −0.095 4.486 0.657 0.046 0.929 0.192 0.603 0.124 0.393 0.015 −0.005

RIP −0.068 3.500 0.611 0.048 0.967 0.163 0.744 0.085

Without cyclical skewness
HIP 0.223 0.830 0.357 0.665 0.022 −0.012

RIP 0.216 0.977 0.352

Table 2.2: Estimated parameters for the stochastic processes governing indi-
vidual income.

In addition to reporting the parameter estimates, Table 2.2 shows
an important result: in the model with cyclical skewness, the autocor-
relation coefficient ρ is quite similar between HIP and RIP, while it is
very different between them when cyclical skewness is turned off. The
explanation is the following. Without cyclical skewness, the model at-
tributes the total income risk faced by the agents on the persistence
coefficient (ρ), on the variances of the transitory and persistent shocks
(σν , σε) and, in the HIP case, to the heterogeneity of the parameters
governing the life-cycle income profiles (σα, σβ, σαβ). As it is evident
by looking at the estimates, in the RIP case the risk due to heterogene-
ity in life-cycle profiles is almost entirely loaded on the autocorrelation
coefficient, since the estimates for the variances of the shocks are very
similar. However, by comparing these results with the higher part of
the table, it is possible to see that, when taking into account skewness,
the HIP model attributes a lower part of risk to the life-cycle profile
component and a higher part to persistence. The estimate for ρ in the
RIP case, instead, is lower but does not change much. The conclusion is,
therefore, that including skewness is crucial not to overestimate the role
played by the heterogeneity in life-cycle profiles in explaining income
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risk against the role played by persistence of the shocks.

Average life-cycle income profile. I model the average life-cycle in-
come profile f̄(t) as a 3rd degree polynomial of age. I fit the polynomial
on average log income by age reported by Guvenen et al. (2021) for the
age range 25-60 from which, following Catherine (2021), I subtract a
15% average income tax.1213 Table 2.3 reports the estimated coefficients
while Figure 2.A.2 plots the estimated profile against the data.

Other parameters. The remaining parameters are chosen as reported
in Table 2.3. Agents’ starting age is set to 23, they retire at 64 and they
die with certainty at age 100.14 Survival probabilities are taken from
US life tables provided by SSA. I set the discount factor δ to 0.927 and
the elasticity of intertemporal substitution 1/ψ to 0.336 as in Cather-
ine (2021). I choose a standard value in the literature, namely 5 for risk
aversion γ. The parameter governing the strenght of the bequest mo-
tive b is set to 2.5 as in Gomes and Michaelides (2005). As in Catherine
(2021) the risk-free rate is set to 2% and the management fee to 1%. I
set the fixed participation cost to 1.5% of the average wage. Finally, the
borrowing limit is set to zero.

12I do not normalize age, that is, the coefficients are estimated using the age range
25-60.

13The values for ages outside this range are then extrapolated from the estimated
model.

14The reference for these parameters is Catherine (2021), but these values are stan-
dard in the literature.
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Parameter Value Description Source/Target
Life-cycle
Tstart 23 Initial age Catherine (2021)
K 64 Retirement age Catherine (2021)
T 100 Maximum life span Catherine (2021)
pt US life tables Survival probabilities SSA

Constant −5.087
Average life-cycle
income polynomial
coefficients

Average log income by age
from Guvenen et al. (2021)

t 0.249

t2/10 −0.042

t3/100 0.002

Preferences
δ 0.927 Discount factor Catherine (2021)
γ 5 Risk aversion Preset
ψ 1/0.336 Inverse EIS Catherine (2021)
b 2.5 Bequest motive Gomes and Michaelides (2005)

Financial markets and borrowing limit
rf 0.02 Risk-free rate Catherine (2021)
κm 0.01 Management fee Catherine (2021)
κf 0.015 Fixed participation cost Preset
s̄ 0 Borrowing limit Preset

Table 2.3: Other parameters.

2.4 Results

2.4.1 Life-cycle profiles

Figure 2.2 plots the average simulated life-cycle profiles for partici-
pation, conditional and unconditional risky share and wealth during
working life for three-year age groups.1516 I compare the model-
generated patterns against data from the eleven waves of the Survey
of Consumer Finances (1989-2019). More details on the data and the
computation of the empirical profiles can be found in Appendix 2.B.

15I use savings si,t as measure of wealth in the model.
16Figure 2.A.3 plots the profiles for a longer life-cycle horizon and also for consump-

tion and earnings.
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Figure 2.2: Average simulated life-cycle profiles.

As expected, the shapes of the profiles for both RIP and HIP are
overall similar to those found by Catherine (2021). Participation is
lower at young ages and slightly higher after forty years old compared
to the data, but it has the same shape. The same holds for the uncondi-
tional risky share. The conditional risky share, instead, matches quite
well both the level and the shape of its empirical counterpart. Wealth
is higher than in the data across the whole life cycle.17

Analysing the differences between HIP and RIP, it is clear from the
picture that there are no significant discrepancies between the two spec-
ifications when looking at the average life-cycle profile of wealth and
unconditional risky share. Instead, participation is higher and the con-
ditional risky share lower in the HIP model compared to the RIP case

17Given the known difficulties of these models to replicate the empirical patterns
and the fact that in this version I do not estimate preference parameters, the match
with the data is relatively good.
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across the whole working life.
The reason why the wealth (and consequently consumption, as

explained better in the next subsection) profiles are similar between
HIP and RIP is related to the result that the estimated autocorrelation
coefficients ρ of the AR(1) process governing the persistent component
of income are very similar in both models, as previously described in
Section 2.3. As shown by Carroll (1992) and Gourinchas and Parker
(2002), consumption growth parallels income growth in a life-cycle
model where income shocks are very persistent, which translates into
very similar wealth profiles.

Turning to the conditional risky share, it is lower in the HIP model
because of the heterogeneity in income growth rates implied by the dif-
ferent βi, which determine the slope of the age trend in the individual-
specific part of the income process. Specifically, agents in the HIP model
with higher than average βi - recall that the βs are known from the
beginning of life and there is no uncertainty on them - while having
higher expected income in levels, because of cyclical skewness they
also have a larger part of their total wealth (defined as financial wealth
plus human capital) that is risky. Thus, as shown in Catherine (2021), to
hedge against this, they optimally choose a lower risky share. In turn,
because these agents participate more in the market for the risky asset,
this results in a lower average conditional risky share.

Regarding participation, the reason why it is higher in the HIP
model has to do again with the heterogeneity in income growth
rates. More in detail, imagine there is a wealth-to-income level above
which it is optimal for agents to enter the market of the risky asset.
If - as in the HIP model - there is a fraction of agents who have
lower income growth than the average, following the same argument
in the previous paragraph, because they have both lower expected
income but also a smaller risky part of total wealth, they have a lower
wealth-to-income threshold, and they thus participate more in the
market for the risky asset. In turn, because the opposite mechanism for
people with higher than average income growth is not as strong (as
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they accumulate wealth faster), these individuals push upwards the
average participation rate.

Although the evidence presented in this section has shown that HIP
and RIP imply different profiles of average participation and condi-
tional risky share over the life cycle, just looking at these two sched-
ules is not sufficient to tell them apart. Indeed, while the RIP model
matches slightly better both the level and the slope of the conditional
risky share, it also overshoots it more at older ages and it also under-
shoots more participation at the beginning of the life cycle.

The next two sections will thus investigate more in detail the rea-
sons behind the similarities and differences in the profiles generated by
the HIP and RIP models just described.

2.4.2 Consumption mean and variance over the life cycle

Even though life-cycle moments of consumption are not usually the in-
terest of portfolio choice models, since previous literature has used the
life-cycle patterns of the cross-sectional mean and variance of consump-
tion to discern between HIP and RIP (Guvenen, 2007), in this Section I
look more in detail at the model response of these two quantities.

Figure 2.3 plots these profiles. Average log consumption features
the usual hump-shaped pattern due to consumption smoothing and
the variance is increasing over the life cycle.18

18Figure 2.A.4 also compares them against consumption data obtained from Krueger
and Perri (2006). Despite the fact that the levels of the model-generated profiles do
not match the data - the estimation matched the life-cycle variance of earnings from a
different dataset featuring higher levels than those in their paper - the shapes are right.
More details on the data and on the computation of the empirical profiles can be found
in Appendix 2.B.
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Figure 2.3: Life-cycle profiles of cross-sectional mean and variance of log con-
sumption.

Importantly, the graph confirms the similarity of the two profiles
between HIP and RIP previously found for wealth. As previously ex-
plained, when the persistence of income shocks is high, in these kinds
of models consumption growth closely tracks income growth. Because
the effect on average consumption coming from agents with higher
than average income growth is compensated by the opposite one com-
ing from agents with lower than average income growth, what drives
the patterns in both specifications are average income growth individ-
uals which, in turn, results in the very similar profiles depicted in the
picture.

To sum up, when cyclical skewness is properly taken care of, the
estimates of the persistence of the income shocks are very similar be-
tween HIP and RIP which, in turn, translates into very similar profiles
for the mean and variance over the life-cycle of consumption. Conse-
quently, the identification power to discern HIP and RIP coming from
these two series is limited.

2.4.3 Identifying restrictions from portfolio choices

As already described in Section 2.4.1, the average life-cycle profiles of
participation and conditional risky share differ between HIP and RIP
because of the diverse income growth rates distributions implied by
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the two models. In this section, I explain more in detail the sources of
the differences and present identifying restrictions that can be used to
test the two in the data.

To disentangle the average effects previously found, Figure 2.4 plots
the life-cycle patterns for participation and conditional risky share for
HIP and RIP averaging across agents classified according to their av-
erage income growth rate during working life.1920 The number of the
group is increasing in the average growth rate: agents with the low-
est growth rates are in group 1. Note that the values depicted for the
conditional risky share are expressed in relative terms to group 3.21

Considering first participation, the pictures clearly show that the
levels for individuals in the high and medium income growth groups
are very similar while individuals in the low part of the distribution of
income growth rates participate more in the HIP model. The graphs,
therefore, confirm the explanation provided in section 2.4.1: because of
cyclical skewness, in the HIP model individuals with lower than aver-
age income growth have an expected smaller risky component of total
wealth, which is balanced by higher participation rates. At young ages,
when the human capital component of total wealth is large, this force is
so strong that there is almost no heterogeneity across the groups. Con-
versely, because in both models individuals with high income growth
rates accumulate wealth fast - and thus reach faster the relevant wealth-
to-income threshold for participation - their rates are not very much dif-
ferent between the two specifications. Another interesting difference is
the dispersion of the profiles: agents tend to have more similar profiles
across groups in the HIP model.

19Figure 2.A.6 plots the profiles for all ages and also for the other variables.
20I split the distribution of income growth rates in the two models into five groups:

agents below the 20th percentile, between the 20th and the 40th percentiles, between
the 40th and the 60th percentiles, between the 60th and the 80th percentiles and above
the 80th percentile.

21Figure 2.A.6 reports the levels for all variables and a longer life-cycle horizon.
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Figure 2.4: Average simulated life-cycle profiles conditioning on average in-
come growth rate over individuals’ working lives in HIP and RIP vs. data.
Group numbers are increasing in the growth rate, with 1 containing the indi-
viduals with growth rates in the lowest part of the income growth rate dis-
tribution and 5 in the highest part. Values for conditional risky share are ex-
pressed relatively to group 3.

Inspecting the conditional risky share, the graph reveal instead a
“butterfly pattern” in the HIP model which is absent in the RIP case.
Indeed, individuals in higher income growth groups have lower con-
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ditional risky shares than agents in lower groups until around age 40,
when this pattern is reversed. The picture, therefore, supports the ex-
planation provided when looking at the average life-cycle profiles: in
the HIP model, because of cyclical skewness, individuals with higher
than average income growth have an expected higher risky part of total
wealth, which is hedged with lower risky share. The opposite holds for
agents in low income growth groups. Again, this mechanism is stronger
at young ages, when the human capital component of total wealth is
large. As individuals age and accumulate wealth, however, they self-
insure and, together with the fact that the share of human capital in
total wealth gets smaller, they take more risk, which explains the rever-
sion of the pattern at around age 40.

Summing up, this section has shown that, while - as explained in
Section 2.4.2 - there does not seem to be much identification power
to test HIP and RIP using consumption moments over the life-cycle,
testable identifying restrictions can be found by looking at portfolio
choices of participation and conditional risky share over the distribu-
tion of life-cycle average income growth rates. Testing these restrictions
in the data is exactly what I do in the next section.

2.4.4 Testing the restrictions in the data

The model-based implications of the two specifications depicted in Fig-
ure 2.4 and described above can be tested empirically with panel data
on individual income and wealth. Because the Survey of Consumer
Finances is constructed as a repeated cross-section, it cannot be directly
used for this purpose. Thus, the content of this section relies on data
from the Swedish Wealth and Income Registry spanning the period
1994-2015.2223 These data include yearly variables on demographic

22As the model is estimated on US data, the underlying assumption behind this com-
parison is that the patterns in the Swedish context are not very different from those in
the US.

23For more details on this comprehensive dataset, see Catherine et al. (2021) and the
references cited therein.
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characteristics, income, and wealth holdings at the individual level
for the whole universe of Swedish residents.24 For the purpose of
my analysis, the variables needed are age, a measure of income, and
a measure of the risky share, all at the individual level. Regarding
income, the variable used is a series of non-financial disposable income
based on the definition by Statistics Sweden, which spans the period
1994-2015. Following Catherine et al. (2021), instead, the risky share is
defined as the ratio between the sum of wealth invested in stocks and
funds over the sum of these two variables with cash.2526

Given the large number of individuals in the simulation and the
fact that agents know from the beginning of the life cycle the parame-
ters governing the deterministic part of their income, classifying them
into different average income growth groups can be done straightfor-
wardly by computing the average yearly income log growth rate over
their working life. The same is not true in the data because of the pres-
ence of other confounding factors (e.g., agents’ expectations, cohort and
year effects, etc.). Therefore, the following procedure is adopted. First,
the average log growth of income in all the working age years (from
23 to 65 years old) is computed for each individual, using the whole
sample of available income data, i.e., 1994-2015. Second, this measure
is regressed on dummy variables controlling for the agent’s age in the
first year of available wealth data. The resulting residual is then used as
the relevant measure for classifying individuals in different average in-
come growth groups. Finally, the life-cycle profiles for participation and
conditional risky share are computed using the procedure described in

24The wealth data used cover the years 2000-2007. They include bank accounts, mu-
tual funds, and holdings of stocks, bonds, and derivatives and they were collected due
to a wealth tax. A detailed description of this dataset is available in Bach et al. (2020).

25Financial wealth and its components are defined as in Bach et al. (2020).
26The final sample used includes individuals between 23 and 91 years old, without

business income, with income and financial wealth above 10000 SEK (in 2015 terms)
and below the 0.999 percentile of their respective distributions. Furthermore, only in-
dividuals without large real estate transactions and present in all the years in which
income and wealth data, respectively, are available are considered. Finally, individuals
with income-to-financial wealth ratios below and above the 0.15 and 0.85 percentiles
of the distribution (respectively, about 0.5 and 10) of this variable are also excluded.
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Appendix 2.B for all the five groups.27

The bottom part of Figure 2.4 reports the results.28 Participation is
relatively stable across the life cycle, and, in general, slightly increas-
ing at young ages. The pattern emerging across the different income
growth groups is clear: participation for group 1 is always the lowest
and the other groups follow in increasing order. A similar trend (except
for group 1 at the very beginning and for above 50 years old, where the
lines start to overlap) is also visible when considering the conditional
risky share.

What can be inferred from these empirical moments? Despite the
fact that the level in both model specifications at the beginning of the
life cycle is lower than in the data29, the order and variation of the par-
ticipation rate between groups at young ages in the data resemble more
the RIP case. Analysing the conditional risky share, instead, reveals
that the data clearly do not support the “butterfly pattern” found for
the HIP specification. Even though the RIP case shows a counterfactual
overlap between the groups at young ages, in this specification an or-
der and variation of the schedules among groups more in line with the
data is achieved earlier in the life cycle.

Summing up, although testing the restrictions in the data in the way
described in this section has not delivered a conclusive answer, the data
seem to support slightly more the RIP hypothesis, especially because
no evidence of a “butterfly pattern” for the conditional risky share was
found.

27I kindly thank Paolo Sodini for sharing these moments.
28The levels for the conditional risky share are reported in Figure 2.A.7. For both

participation and the conditional risky share the values obtained are in line with what
reported in Catherine et al. (2021).

29This is even more clear with Swedish data where, compared to the pattern obtained
with data from the Survey of Consumer Finances previously described, participation is
higher at young ages. The level of the conditional risky share, instead, is quite similar.
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2.5 Conclusion

In this paper I have investigated what inference on the properties of
the income process can be drawn from a state of the art portfolio choice
model.

First, I have documented that cyclical skewness needs to be
included in the stochastic process for income in order to correctly es-
timate the amount of risk deriving from the persistence of the shocks.
Indeed, the HIP model without cyclical skewness overestimates the
share of risk attributed to the heterogeneity in life-cycle profiles and
underestimates the share deriving from persistence.

Second, when the income process includes cyclical skewness, I find
that the estimated autocorrelation coefficient in the AR(1) process for
the persistent component of income is similar for HIP and RIP. Be-
cause consumption growth parallels income growth in life-cycle mod-
els when the persistence of the shocks is high this, in turn, implies very
similar consumption and wealth profiles in both specifications. There-
fore, the cross-sectional mean and variance of the wealth and consump-
tion profiles over the life-cycle do not have enough identification power
to disentangle between HIP and RIP.

Third, I have documented that the patterns of participation and con-
ditional risky share across the distribution of average working life in-
come growth rates have identification power to discern between HIP
and RIP. Specifically, compared to the RIP case, the distribution of in-
come growth rates in the HIP process determines less heterogeneity
across income groups for participation and a “butterfly pattern” for the
conditional risky share, which can both be tested empirically. Although
the data did not deliver a conclusive answer, more support was found
for the RIP case, especially because no evidence of the “butterfly pat-
tern” was discoverd.

This work opens the avenue to future research in several ways.
While this paper has used it to reach other conclusions, the result that
the persistence of income shocks is similar across HIP and RIP when
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cyclical skewness is taken care of is very interesting and I am inves-
tigating it more in detail in ongoing research. Furthermore, I have fo-
cused only on a specific set of moments: additional work is needed to
check whether other moments contain useful information for identifi-
cation. In addition, the data patterns used for testing the restrictions
considered the average agent in each income growth group: it would
be interesting to test the robustness of the results for agents differently
exposed to cyclical skewness (Catherine et al., 2021), or with different
wealth-to-income ratios. Lastly, this study has focused on a particular
question, namely inferring from portfolio choices whether the income
process is more in line with the HIP or RIP hypothesis. Future work
could use the approach outlined in this paper to look at income prop-
erties more generally as revealed by portfolio choices.
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Appendices

2.A Additional figures

Figure 2.A.1: Individual income moments, comparison between different
model specifications without cyclical skewness and data.

Figure 2.A.2: Fitted age polynomial vs. data
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Figure 2.A.3: Average simulated life-cycle profiles from the model, all ages
and variables. Consumption data are from Krueger and Perri (2006) and data
for the other variables from the Survey of Consumer Finances. More details
on the data can be found in Appendix 2.B.
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Figure 2.A.4: Life-cycle profiles of cross-sectional mean and variance of log
consumption vs. data from Krueger and Perri (2006).
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Figure 2.A.6: Average simulated life-cycle profiles conditioning on average in-
come growth rate over individuals’ working lives, all ages and variables, HIP
and RIP. Group numbers are increasing in the growth rate, with 1 containing
the individuals with growth rates in the lowest part of the income growth rate
distribution and 5 in the highest part.
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Figure 2.A.7: Average life-cycle profile for conditional risky share condition-
ing on average income growth rate over individuals’ working lives, data.
Group numbers are increasing in the growth rate, with 1 containing the in-
dividuals with growth rates in the lowest part of the income growth rate dis-
tribution and 5 in the highest part.

2.B Data

This section describes in detail the data sources used in the paper.

Demographics. Survival probabilities are taken from the 2019 actuar-
ial life table compiled by US Social Security Administration, available at
this link https://www.ssa.gov/oact/STATS/table4c6.html.

Aggregate variables. Data for the return on the risky asset are
taken from Robert Shiller’s website (http://www.econ.yale.
edu/˜shiller/data/ie_data.xls). I use the variable “Real
Total Return Price”. I get a yearly series by taking the monthly
value at the beginning of the year. The log return in year t is then
the log difference between the yearly price at t + 1 and t. For the
wage index I use two sources. From 1944 to 1978 I compute log
growth rates using data from Emmanuel Saez available at this link
http://eml.berkeley.edu/˜saez/TabFig2012prel.xls.
Specifically, I use the variable “Average wage income ($ latest year)”
in Table B1. For the period 1979-2011 I use the log growth rates
reported by Guvenen et al. (2014) in Table A1 (available at this link

https://www.ssa.gov/oact/STATS/table4c6.html
http://www.econ.yale.edu/~shiller/data/ie_data.xls
http://www.econ.yale.edu/~shiller/data/ie_data.xls
http://eml.berkeley.edu/~saez/TabFig2012prel.xls
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https://fatihguvenen.com/s/gos-jpe2014-data.xlsx) for
the variable “Change in log earnings averaged over workers x100”. To
deflate nominal variables I use the CPI index for the US (reference year
2010) from the World Bank, which is available at their online database.

Individual income estimation. For estimation of the stochastic pro-
cess governing individual income I use again the values reported by
Guvenen et al. (2014) (available at this link https://fatihguvenen.
com/s/gos-jpe2014-data.xlsx). Specifically, I use the time series
for standard deviation of earnings growth at the 1 and 5 year horizons
reported in Table A8 and the time series for the 10th, 50th and 90th
percentiles of the distribution of earnings growth at the 1, 3 and 5 year
horizons reported in Table C1. In addition, I use within-cohort vari-
ances of log earnings and average log earning by age reported, respec-
tively, in the sheets “Figure D3” and “Figure C36” compiled by Guve-
nen et al. (2021), available at this link https://fatihguvenen.com/
s/gkos_2021_moments.xlsx.

Agents’ balance sheets. For variables related to agents’ balance
sheets I rely on the eleven waves of the Survey of Consumer Finances
from 1989 to 2019. More in detail, I use the “summary extract public
data”, which are available at the Federal Reserve’s website. In the
description below, variables in italics refer to variable names in the
original datasets. Additionally, to ensure comparability across different
surveys, I do not use the absolute weights provided in the original
data, but their rescaled version (i.e., the original weights divided by
their sum in each year). The variables I focus on are: labor earnings
(wageinc), net worth (networth)30, financial wealth (fin), equity (equity)31.

30This is the sum of financial assets (cash, savings, retirement, investment accounts,
etc.), businesses and residential assets, minus all debts.

31This is the sum of directly held stocks and stocks own indirectly through mutual
funds and retirement accounts. The survey asks households whether these accounts
are invested mostly into bonds or stocks and imputes a fraction of the total value of
the account to the equity variable based on the response.

https://fatihguvenen.com/s/gos-jpe2014-data.xlsx
https://fatihguvenen.com/s/gos-jpe2014-data.xlsx
https://fatihguvenen.com/s/gos-jpe2014-data.xlsx
https://fatihguvenen.com/s/gkos_2021_moments.xlsx
https://fatihguvenen.com/s/gkos_2021_moments.xlsx
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I restrict the sample to households between age 23 and 82 and, in
order to filter out entrepreneurs and self-employed people, I remove all
the households for whom the variable bus is not zero. I further filter out
individuals whose labor earnings are lower than 1000 USD and whose
net worth is lower than 1000 USD.32

Additionally, I create the following variables:

• the ratio between financial wealth and average income, where the
latter is defined as the yearly cross-sectional average labor income
(for comparability with the model’s variables) computed using
survey weights, that is fin/E [wageinc];

• the ratio between income minus a 15% tax and average income,
that is wageinc/E [wageinc];

• risky share defined as the ratio between stock holdings and finan-
cial wealth, that is equity/fin;

• participation defined as a dummy equal to one if the risky share
is strictly positive.

Agents’ consumption. I use the data compiled by Krueger and Perri
(2006).33 In the description below, variables in italics refer to variable
names in their dataset. In addition to the sample restrictions already
present in the dataset available for download (incomplete income re-
spondents, households who report 0 USD in food consumption, house-
holds who only report only food consumption), I apply other similar
restrictions as they do in their paper: I remove observations with pos-
itive labor income but no hours worked and I restrict to households
completing all the interviews. Then, as they do in their paper, I classify
an household as belonging to year t if the last interview was conducted

32The Survey of Consumer Finances’ extracts at the time of download are in 2019
USD.

33The data are available at Fabrizio Perri’s website http://www.fperri.net/
research_data.htm.

http://www.fperri.net/research_data.htm
http://www.fperri.net/research_data.htm
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between the second quarter of year t and the first quarter of year t+ 1,
I define yearly income values as those reported in the last interview
and and yearly consumption as the sum of quarterly consumption re-
ported in each of the four interviews. The income measure I use is total
income before taxes (incbetax) and the relevand consumption measure
I consider is the one constructed by the authors (ndpbe0). In addition,
I also define yearly survey weights for each observation as the sum of
survey weights for each of the four interviews. Furthermore, age is de-
fined as the age of the reference person (refage) at the time of the last
interview. I restrict the sample to households with at least 1000 USD of
wealth (defined as the sum of financial wealth (finwea) and the value of
owned residence (propval), at least 1000 USD of income, for which both
the reference person and the spouse have zero business income (refby
and spoby equal to zero) and for which age is between 23 and 82.

In addition to the variables already provided in the dataset, I con-
struct an additional variable: the ratio between consumption and av-
erage income, where the latter is defined as the yearly cross-sectional
average total income before taxes (for comparability with the model’s
variables) computed using survey weights, that is ndpbe0/E [incbetax].

Life-cycle profiles. To construct life-cycle profiles I use a method sim-
ilar to Heathcote et al. (2005). First, I build 3-year age groups. Then, I
compute ma,c,t, that is, moment m for households in age group a, with
cohort c in year t using survey weights. I then regress these moments
on age group and year dummies34 and recover the age profile for mo-
ment m by adding the unconditional average of the coefficients of the
time dummies to the coefficients of the age group dummies. Standard
errors on such moments are computed by boostrapping the data 1000
times at the cohort and year level.

34This is what Heathcote et al. (2005) call the “time view”.
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2.C Numerical solution

Discretization and grids construction.

Normally distributed random variables. Let X be an i.i.d. Nor-
mally distributed random variable with mean µx and standard devia-
tion σx. I discretize X using Gaussian quadrature. Specifically, the sup-
port of X is approximated with a finite grid of values x1, . . . , xNq com-
puted as follows:

xj = µx +
√
2σxZj , j = 1, . . . , Nq

where the Zj ’s are Gauss-Hermite nodes and the probability mass of
each point of the discretized support is computed as:

p(xj) = ωj/
√
π, j = 1, . . . , Nq

where the ωj ’s are Gauss-Hermite weights. This procedure is used to
discretize r2,t, ϕt, and the distributions of νi,t and r1,t conditional, re-
spectively, on tail/non-tail event and on stock market crash/normal
period. Nq is the same for all shocks.

Persistent component of idiosyncratic income. I approximate the
process governing the evolution of zi,t as follows: (i) I discretize the con-
ditional distribution of εi,t, (ii) I compute the evolution of the persistent
component according to equation (2.8) and (iii) I evaluate the model
functions at the resulting value of zi,t. The advantage of this method
is that it requires to discretize just the conditional distribution of εi,t,
which is easier than discretizing the full process of zi,t. In particular,
the crucial connections between the higher moments of zi,t and other
variables are preserved. The disadvantage is that the resulting values
of zi,t will very often be off grid, so I need a grid of values that captures
well the behavior of the model at such points given the interpolation



APPENDICES 117

procedure.35 Given the above discussion, the grids for εi,t and zi,t are
constructed as follows. The conditional distribution of εi,t is discretized
using the procedure described above for Normally distributed shocks
withNq points. To set up the grid for zi,t, instead, I first construct an ex-
ponentially spaced grid of (Nz − 1)/2 + 1 points with minimum value
equal to zero, maximum value equal to zmax and spacing parameter
equal to spacingz . This gives me the positive side of the grid plus the
central point (which is therefore equal to zero). Then, I add the nega-
tive (Nz − 1)/2 values by taking the negative of the positive values just
computed and obtain the full grid of Nz points.

Average income. The grid for average income L̄i,t is an exponen-
tially spaced grid ofNL̄ points with minimum value equal to the lowest
possible realization of L̄ implied by the income process and the formula
for average income in (2.16) and maximum value equal to the highest
possible realization of L̄ implied by the formula, that is 2.5. The spacing
parameter is equal to spacingL̄.

Life-cycle parameters. The grid for αi is an exponentially spaced
grid of (Nα − 1)/2 + 1 points with minimum value equal to zero, max-
imum value equal to αmax and spacing parameter equal to spacinglc.
This gives me the positive side of the grid plus the central point (which
is therefore equal to zero). Then, I add the negative (Nα−1)/2 values by
taking the negative of the positive values just computed and obtain the
full grid of Nα points. The grid for βi is constructed with the same pro-
cedure, using Nβ points, maximum value βmax and spacing parameter
spacinglc.

Cash on hand and savings. The grid for cash on hand is an ex-
ponentially spaced grid of Nâ points with minimum value equal to the
lowest possible realization of cash on hand implied by the model, maxi-
mum value equal to âmax and spacing parameter equal to spacingâ. The

35See below for more details on the interpolation method.
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grid for savings ŝi,t is an exponentially spaced grid of Nŝ points with
minimum value equal to s, maximum value equal to ŝmax and spacing
parameter equal to spacingŝ.

36

Table 2.C.1 summarizes the choices for the numerical parameters.

Parameter Value Description
Panel A: numerical parameters for model solution
Nq 3 Number of points Gaussian quadrature
Nz 15 Number of points grid persistent/idiosyncratic income
Nâ 51 Number of points grid cash on hand
Nŝ Nâ Number of points grid savings
NL̄ 21 Number of points grid average income
Nα 5 Number of points grid life-cycle constant
Nβ 5 Number of points grid life-cycle slope
zmax 4.5 Maximum value grid persistent income
âmax 200.0 Maximum value grid cash on hand
ŝmax âmax Maximum value grid savings
αmax 3σα in HIP model Maximum value grid life-cycle constant
βmax 3σβ in HIP model Maximum value grid life-cycle slope
spacingz 1.5 Spacing parameter grid persistent income
spacingâ 1.25 Spacing parameter grid cash on hand
spacingŝ spacingâ Spacing parameter grid savings
spacingL̄ 1.25 Spacing parameter grid average income
spacinglc 1.25 Spacing parameter grids life-cycle parameters

Panel B: numerical parameters for model simulation
Teco 1000 Number of different time-series of aggregate shocks to simulate
Nsim 1500 Number of agents to simulate

Panel C: numerical parameters for estimation
Nglo 1000 Number of points to evaluate in global stage (5000 for agg. proc.)
Nloc 10 Number of points to evaluate in local stage (50 for agg. proc.)
Neco 5 Number of economies to simulate
Tcal 105 Number of time-series points to simulate for aggregate shocks
Tdis 1000 Number of periods to discard for moments computation
Ncal 1500 Number of individuals in each cohort to simulate

Table 2.C.1: Numerical parameters.

Solving the optimization problem. Whenever it does not lead to
confusion I am dropping αi, βi and L̄i,t from the state variable. Also,
for ease of exposition, I will consider the case in which disposable

36Variables with a hat on top refer to normalized variables as defined in section 2.C
below.
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income coincides with labor income and there are no participation
costs: the general case is a straightforward extension. Because the
aggregate component of the wage follows a random walk, it is
possible to rescale the problem to get rid of w as a state variable
as follows. Let x̂i,t = xi,t/e

wt+f̄(t) for a generic variable37 x and
V̂i,t (ai,t, zi,t) := Vi,t (ai,t, zi,t, 0), so that I can write:

Vi,t (ai,t, zi,t, wt) = ewt+f̄(t)Vi,t

(
ai,t

ewt+f̄(t)
, zi,t, 0

)
= ewt+f̄(t)V̂i,t (âi,t, zi,t)

Using the above definitions, letting ∆wt := wt−wt−1 and ∆ft := f̄(t)−
f̄(t−1), the optimization problem during working life can be rewritten
as follows:

V̂i,t(âi,t, zi,t) = max
ξi,t,ĉi,t,ŝi,t

{
(1− δ)ĉ1−ψi,t

+δ
[
Et
[(
ptV̂

1−γ
i,t+1(âi,t+1, zi,t+1) + b(1− pt)â

1−γ
i,t+1

)
e(∆wt+1+∆ft+1)(1−γ)

]] 1−ψ
1−γ
} 1

1−ψ

subject to:

ĉi,t + ŝi,t = âi,t

âi,t+1 =
[
Rf + ξi,tR

e
t+1

]
ŝi,te

−∆wt+1−∆ft+1 + ezi,t+1+νi,t+1

ŝi,t ≥ s̄

For the solution, it is useful to define:

Ṽi,t(ŝi,t, ξi,t, zi,t) =
[
Et
[(
ptV̂

1−γ
i,t+1(âi,t+1, zi,t+1)

+b(1− pt)â
1−γ
i,t+1

)
e(∆wt+1+∆ft+1)(1−γ)

]] 1−ψ
1−γ

37That is, I also rescale the problem by f̄(t).
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The first order condition with respect to ξi,t reads:

∂Ṽi,t(s̃i,t, ξi,t, zi,t)

∂ξi,t
= 0 ⇐⇒

Et
[
e−γ(∆wt+1+∆ft+1)Ret+1

×

(
ptV̂

−γ
i,t+1(âi,t+1, zi,t+1)

∂V̂i,t+1(ãi,t+1, zi,t+1)

∂âi,t+1
+ b(1− pt)â

−γ
i,t+1

)]
= 0

The first order condition with respect to ŝi,t reads:

(1− δ)(1− ψ)ĉ−ψi,t = δ
∂Ṽi,t(ŝi,t, ξi,t, zi,t)

∂ŝi,t
⇐⇒

(1− δ)ĉ−ψi,t = δṼi,t(ŝi,t, ξi,t, zi,t)
γ−ψ
1−ψ×

Et
[
e−γ(∆wt+1+∆ft+1)

(
Rf + ξi,tR

e
t+1

)
×

(
ptV̂

−γ
i,t+1(âi,t+1, zi,t+1)

∂V̂i,t+1(ãi,t+1, zi,t+1)

∂âi,t+1
+ b(1− pt)â

−γ
i,t+1

)]

Finally, the envelope condition is:

∂V̂i,t(âi,t, zi,t)

∂âi,t
=
V̂i,t(âi,t, zi,t)

ψ

1− ψ
×[

(1− δ)(1− ψ)ĉ−ψi,t
dĉi,t
dâi,t

+ δ

(
∂Ṽi,t(ŝi,t, ξi,t, zi,t)

∂ŝi,t

dŝi,t
dâi,t

+
∂Ṽi,t(ŝi,t, ξi,t, zi,t)

∂ξi,t

dξi,t
dâi,t

)]

Using the above first order conditions and the fact that dĉi,tdâi,t
+
dŝi,t
dâi,t

=

1, the envelope condition reduces to:

∂V̂i,t(âi,t, zi,t)

∂âi,t
= V̂i,t(âi,t, zi,t)

ψ(1− δ)ĉ−ψi,t

Replacing the envelope condition in the FOCs above I obtain:

Et
[
e−γ(∆wt+1+∆ft+1)Ret+1

×
(
pt(1− δ)V̂ ψ−γ

i,t+1(âi,t+1, zi,t+1)ĉ
−ψ
i,t+1 + b(1− pt)â

−γ
i,t+1

)]
= 0

(2.C.1)
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(1− δ)ĉ−ψi,t = δṼi,t(ŝi,t, ξi,t, zi,t)
γ−ψ
1−ψ×

Et
[
e−γ(∆wt+1+∆ft+1)

(
Rf + ξi,tR

e
t+1

)
×
(
pt(1− δ)V̂ ψ−γ

i,t+1(âi,t+1, zi,t+1)ĉ
−ψ
i,t+1 + b(1− pt)â

−γ
i,t+1

)] (2.C.2)

Special cases.

Retirement. The problem’s solution remains exactly the same ex-
cept for the fact that zi,t, αi and βi are not state variables anymore and
that L̄i,t = L̄i,K , which is constant and with respect to, therefore, we do
not need to compute expectations. Another difference is the retirement
replacement ratio for labor income starting from K + 1. Furthermore,
because during retirement wages are not indexed anymore, it is not
possible to scale the problem by the average wage as before. I over-
come this issue by following Catherine (2021) and assuming that the
average wage index remains constant after retirement.

Last period of life. Recall that in the last period of life T it holds
pT = 0 so that the objective function becomes:

V̂i,T (âi,T , yi,K) = max
ξi,T ,ĉi,T ,ŝi,T

{
(1− δ)ĉ1−ψi,T

+δ
[
ET
(
bâ1−γi,T+1e

(∆wT+1+∆fT+1)(1−γ)
)] 1−ψ

1−γ
} 1

1−ψ

subject to the same constraints as before. For the solution, it is again
useful to define:

Ṽi,T (ŝi,T , ξi,T , yi,K) =
[
ET
(
bâ1−γi,T+1e

(∆wT+1+∆fT+1)(1−γ)
)] 1−ψ

1−γ

Proceeding as in the previous section, we get the following first order
conditions:

ET
[
e−γ(∆wt+1+∆fT+1)ReT+1â

−γ
i,T+1

]
= 0
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(1− δ)ĉ−ψi,T = δṼi,T (ŝi,T , ξi,T , yi,K)
γ−ψ
1−ψ

× ET
[
e−γ(∆wT+1+∆fT+1)

(
Rf + ξi,TR

e
T+1

)
bâ−γi,T+1

]
In the above equations we have assumed b ̸= 0. If b = 0, the problem
becomes very simple:

V̂i,T (âi,T , yi,K) = max
ξi,T ,ĉi,T ,ŝi,T

(1− δ)
1

1−ψ ĉi,T

with the same constraints as before. The trivial optimal policies are thus
ĉi,T = âi,T and ŝi,T = 0.

Solution algorithm. I will outline the solution algorithm for the most
general case, special cases can be included as straightforward exten-
sions. The model is solved by backward induction and the endogenous
grid point method with the following procedure:

1. Use the terminal condition (2.2) to solve for the the value function
and optimal policies at T + 1;

2. For each t ∈ [K + 1, T ] solve for the optimal policies and value
function as follows:

• For each point in the grid for L̄ and for each for each point
in the grid for ŝ compute:

(a) Optimal risky share ξi,t in the case of participation and
of non-participation. Recall that equation (2.C.1) solves
∂Ṽ
∂ξ = 0. If ∂Ṽ

∂ξ > 0 if ξ = 1 then set the optimal risky

share to 1 while if ∂Ṽ
∂ξ < 0 if ξ = 0 then set the op-

timal risky share to 0. Otherwise, set the optimal risky
share to the value that solves (2.C.1). In the case of non-
participation the optimal risky share is trivially zero;

(b) Optimal consumption ĉi,t by solving equation (2.C.2);

(c) Cash on hand at the beginning of the period from the
normalized constraint ĉi,t + ŝi,t + Fi,tκf/e

f̄(t) = âi,t;



APPENDICES 123

(d) The value function by inserting the optimal policies just
computed in the expression of the value function V̂i,t;

(e) Using the minimum value of cash on hand implied by
the model find if the borrowing constraint binds. In the
affirmative case add a point corresponding to this case;

(f) Linearly interpolate the value function and the optimal
policies on the grid for cash on hand at the beginning
of the period. Note that this requires finding the switch-
ing point between participation and non-participation
on the cash on hand grid point and using the solution
values for non-participation below that point and for
participation above that point. using the optimal quan-
tities for the case

3. For each t ∈ [Tstart,K] solve for the optimal policies and value
function as follows:

• For each point in the grid for β, for each point in the grid for
α, for each point in the grid for z, for each point in the grid
for L̄ and for each for each point in the grid for ŝ: repeat the
same steps (a)-(e) in the list above.

Interpolation. The solution procedure outlined in section 2.C will
very often require to evaluate the value function and the consumption
policy at points off the grid. This also applies to model simulation
when evaluating the solved policies at the points of the simulated
paths. As explained in section 2.C, I do not discretize the persistent
component of idiosyncratic income, which implies that I need to
interpolate these functions not only at points off the cash on hand grid,
the life-cycle parameters α, β grids, the average idiosyncratic income L̄
grid, but also off the grid of persistent income. In other words, I need a
multidimensional interpolation procedure over the (α, β, a, z, L̄) grid.
This is achieved by multidimensional linear interpolation.
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Computing expectations. In order to solve the model, it is necessary
to compute expectations of some non trivial functions. In the most gen-
eral case, I need to compute expectations with respect to the shocks r1,
r2, ϕ, ε and ν.38 To do that, I proceed as follows: (i) for all the possible
combinations of grid values of these variables, I compute the value of
the function (ii) I multiply it by the probability of that particular com-
bination of values (iii) once I have done this for all the possible combi-
nations I sum up all the function values obtained. Note that the grid
values and probabilities of the other shocks coincide with Gaussian
quadrature nodes and weights39, which enables me to compute expec-
tations very accurately. Finally, remember that the distributions of r1 is
conditional on the realization or not of a stock market crash and, sim-
ilarly, those of ε and ν on the realization of a tail event or not. This is
taken into account simply by scaling the probability of the discretized
conditional distributions of these variables by the probability of these
events.

2.D Estimation

This section describes how I estimate the exogenous stochastic pro-
cesses. For both aggregate variables and individual income process I
follow the procedure outlined in Catherine (2021). I will now describe
the part of the procedure that is common for both and then dedicate
two specific paragraph for the peculiarities regarding each of the two.
The numerical parameters chosen for the estimation procedure are re-
ported in Table 2.C.1.

Let θ be the vector of parameters that has to be estimated. θ is chosen
to minimize the following objective function:

min
θ
m̂(θ)′Wm̂(θ) (2.D.3)

38Cases in which I do not need to take expectations with respect to one or more of
these variables can be handled by the same procedure outlined here with straightfor-
ward modifications.

39See section 2.C.
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where m̂(θ) is a vector of moments that depends on the parameters to
be estimated and W is a weighting matrix. The procedure involves a
global and a local stage. In the global stage I compute the value of the
objective function for Nglo combination of points for the elements of
the vector θ. The combinations correspond to the first Nglo of a Sobol
sequence. At the end of the global stage, the best - in the sense of pro-
viding the lowest values of the objective function - Nloc points pass to
the local stage. In the local stage, for each of the Nloc points, equation
(2.D.3) is solved for the minimum using the Nelder-Mead algorithm
with starting guess each of such points. The minimum is then the vec-
tor of parameters among the Nloc local points that returns the lowest
value of the objective function.

Aggregate processes. To estimate the stochastic process governing
the aggregate variables in the model I simulate the process for Tcal pe-
riods and then I compute the difference between the model generated
moments and the moments in the data. I discard the first Tdis points
from moments computation and, in order to smooth the surface of the
objective function, I simulate the process for Neco economies and aver-
age moments across them. Letting m indicate a generic moment, m̂(θ)

is defined as follows:

m̂(θ) =
mdata −msimulated(θ)

mdata
(2.D.4)

The weighting matrix W is a unitary diagonal matrix. The actual mo-
ments I target are described in the main text.

Individual income process. I closely follow Guvenen et al. (2014) and
Catherine (2021) to estimate the stochastic process governing individ-
ual income. Specifically, I simulate the income histories of 68 cohorts,
the first starting in 1944 and the last in 2011 assuming that the persis-
tent component is zero at the beginning and that the model economy is
subject to the same aggregate wage shocks as in the data. Each cohort
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is made of Ncal individuals. Note that this implies having a constant
age structure between 1979 and 2011.40 Also in this case, to smooth the
surface of the objective function I simulate Neco economies and aver-
age moments across them. As described in the main text, the first 155
moments I match are standard deviation and Kelly’s skewness of earn-
ings growth at different time horizons. For these moments, the function
m̂t(θ) is defined as follows:

m̂t(θ) =
mt,data −mt,simulated(θ)

mdata
(2.D.5)

where mdata is the time-series average of the absolute value of the mo-
ment under scrutiny. For the 36 within-cohort variances, instead, I use
the same formula as in equation (2.D.4). The weighting matrix W is a
unitary diagonal matrix that assigns equal weights to all moments.

40The moments provided by Guvenen et al. (2014) refer to individuals between 25
and 60.
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3.1 Introduction

Increased availability of data on portfolio holdings and wealth at the in-
dividual level has spurred growth in the literature on portfolio choice
and capital income returns. On the empirical side, Bach et al. (2020)
and Fagereng et al. (2020) study how portfolio choice and return het-
erogeneity vary over the wealth distribution. On the theoretical side,
Benhabib et al. (2011) and Hubmer et al. (2021) emphasize the impor-
tance of return heterogeneity in explaining wealth accumulation over
time at the individual level and wealth inequality in the cross-section.

Despite these recent advancements, explaining individuals’ port-
folio choices and cross-sectional wealth inequality remain two chal-
lenging issues in household finance and macroeconomics, respectively.
In this paper, we show that connecting the two literatures by intro-
ducing a macroeconomic angle to the recent empirical findings in the
household finance literature can help to address both issues simultane-
ously. Specifically, we extend an otherwise standard incomplete mar-
kets model along several dimensions to generate portfolio choice pat-
terns consistent with the empirical findings and show that such exten-
sions improve the match of the cross-sectional wealth distribution in
the data, particularly at the very top.

The core of our framework is a Bewley model, the workhorse for
studying the interplay between the wealth distribution and macroeco-
nomic aggregates. We add to the standard setting endogenous portfolio
choice, a non-normal return process, cyclical skewness in labor income
shocks, Epstein-Zin preferences and preference heterogeneity. The lat-
ter includes heterogeneity in individuals’ time preference rate (TPR),
risk aversion and ability or inclination towards portfolio diversifica-
tion.1 The result is a hybrid between Bewley-type and portfolio choice
models in the household finance literature.

1Our specification allows also for heterogeneity in the elasticity of intertemporal
substitution (EIS). However, as discussed below in Section 3.3, in this paper we abstract
from that because our framework does not allow to identify well this parameter.
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We estimate the unobserved model parameters governing the het-
erogeneity in preferences to match the increasing risky share, participa-
tion rate and share of idiosyncratic return risk over the wealth distribu-
tion documented in Bach et al. (2020). As an outcome of the estimation,
the economy is populated by the following two types: one type fea-
tures a relatively high risk aversion and impatience (parameter values
commonly used in the household finance literature), whereas the other
type is characterized by lower risk aversion and impatience (parameter
values commonly used in the macroeconomics literature). The former
type also features a higher preference for portfolio diversification than
the latter.

The combination of individuals of both types delivers portfo-
lio choice patterns that closely match the patterns in the data. The
aforementioned introduction of preference heterogeneity and the rich
stochastic process governing income and returns - which we borrow
from Catherine (2021)2 - are crucial to generate the increasing relation
between the risky share and wealth quantiles. In particular, the income
process is relevant to explain the risky share towards the bottom of the
wealth distribution and the preference heterogeneity towards the top.
Intuitively, human capital is a higher share of net worth at the bottom,
which makes the stochastic properties of income matter more than at
the top, where, instead, preference parameters become the primary
determinant of portfolio choices.

These two channels ensure a positive correlation between risky
shares and wealth over the whole distribution. Towards the bottom,
this trend follows from the hesitancy of asset-poor individuals to invest
in the stock market because of the riskiness of their labor income. At
the top, instead, such relationship is obtained only in combination

2While we take from his paper most of the elements governing the joint stochastic
process of income and returns, it is important to state that we use them for different
purposes than his paper. Indeed, rather than explaining portfolio choices over the life-
cycle dimension, we are interested in understanding them over the wealth distribution
and how they affect inequality through their impact on the formation of individual
returns.
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with preference heterogeneity. Intuitively, the optimal risky share
of rich agents converges to the constant in Merton (1969), as high
wealth essentially protects the individual from non-linear features
in our model. If all agents share identical preference parameters,
generating the empirically substantial positive relationship between
wealth and risky share is therefore impossible. However, preference
heterogeneity causes less risk-averse agents with a higher risky share
to endogenously end up on the top of the wealth distribution gener-
ating a positive relationship between risky shares and wealth in the
cross-section. In addition, because these individuals are characterized
by lower portfolio diversification, we also match the higher share of id-
iosyncratic variance at the top. Together with the fact that their higher
degree of patience ensures that less risk-averse and less diversified
individuals endogenously end up at the top of the distribution, these
mechanisms also increase wealth inequality through higher expected
returns among the richest.

Finally, to gauge the relative importance of the different elements in
our framework, we compare the results in our benchmark model with
counterfactuals in which we shut down different components one at a
time. More in detail, we solve a version with homogeneous preferences,
one with heterogeneity in just the time preference rate and another in
just risk aversion, a version without endogenous portfolio choice, one
without idiosyncratic returns and one without skewness in labor in-
come and return shocks. Except for the case without idiosyncratic re-
turns, in which (in line with Hubmer et al., 2021) we find relatively
small changes, in all the other cases either the match of the portfolio
schedules or of wealth inequality or of both is worsened.

Related literature. This paper contributes to both the household fi-
nance literature and to the macroeconomics literature on wealth in-
equality.

Our main contribution to the former is capturing endogenously re-
alistic portfolio choices over the wealth distribution as documented in
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Swedish registry data by Bach et al. (2020). In doing that, our paper
relates to the literature studying the interplay between income, prefer-
ence heterogeneity and portfolio choices.

Both theoretical and empirical studies show that labor income is a
determinant of portfolio choice. For example, the persistent component
of labor income is linked to human capital, and from theory starting
with Merton (1969) we know the latter influences participation and the
risky share. Fagereng et al. (2017) and Chang et al. (2018) further em-
phasize that the riskiness of labor income influences portfolio choice
(the riskier labor income, the lower the risky share). Using Swedish
registry data Catherine et al. (2021) show that workers facing higher
cyclical skewness display lower risky shares. In line with these find-
ings - and those in Guvenen et al. (2014) - we follow Catherine (2021)
and include an income process in our model that features skewness of
idiosyncratic income shocks that is linked to movements in aggregate
returns.

While including this central feature of Catherine (2021), we also ex-
tend his setting to allow a rich set of parameters governing preference
heterogeneity.3 Thus, our paper also relates to the literature studying
the role of the latter in portfolio choice models (e.g., Vestman, 2018).4 In
addition, as we use our framework to structurally estimate the parame-
ters governing preference heterogeneity, we also relate to the emerging
household finance literature in this area (Calvet et al., 2021).

Within the literature on wealth inequality, several studies empha-
size that capturing return heterogeneity is a crucial component to
match the shape of the wealth distribution. Benhabib et al. (2011) show
analytically that the introduction of stochastic idiosyncratic returns

3Also differently from his framework, we allow for idiosyncratic return shocks and
use an infinite horizon setup.

4Vestman (2018) investigates the effects of joint heterogeneity in risk aversion, EIS
and participation cost on stock market participation patterns and their connection with
home ownership. However, he does not consider the risky share, which is the main fo-
cus of this paper. Furthermore, contrary to Vestman (2018), instead of presetting pref-
erence parameters, we are estimating them.
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implies a wealth distribution that is Pareto. In their model, wealth ac-
cumulation and decumulation occur randomly. Benhabib et al. (2015),
Nirei and Aoki (2016) and Gabaix et al. (2016) are further examples that
introduce heterogeneous returns to the consumption-savings decision.
Benhabib et al. (2019) quantitatively show that heterogeneous returns
jointly with savings and bequests behavior are crucial elements for top
wealth inequality and to explain social mobility. Hubmer et al. (2021)
study plausible explanations for the increase in wealth inequality in
the U.S. Heterogeneity in asset returns turns out to be key to account
for the dynamics in wealth inequality. The return on assets is modelled
as an increasing function of wealth plus an idiosyncratic shock. Thus,
individuals end up with different returns both because they have
different wealth levels (which can, potentially, be controlled through
the savings decision) and because of randomness. That returns on
assets are increasing in wealth can be interpreted as reduced-form
portfolio choice that is consistent with the results by Bach et al. (2020)
found in Swedish registry data.

Despite the fact that portfolio choice is a crucial component to gen-
erating individual returns, the above papers take shortcuts in obtaining
return heterogeneity. In order to take the driver of return heterogene-
ity into account in models analysing the wealth distribution, it is of
first-order importance to endogenize an individual’s investment deci-
sion between different kinds of assets. Our contribution to this litera-
ture is, therefore, adding realistic endogenous portfolio choices to this
class of models, and showing that the latter is crucial to capture wealth
inequality. In doing that, we also try to connect this research area with
the household finance literature described above.

Finally, as one important element in our framework to achieve a
good match of the wealth distribution in the data is preference het-
erogeneity, we also relate to the papers emphasizing the role of the
latter for inequality (see De Nardi and Fella, 2017, for a review). The
new element in our paper is considering a richer structure compared to
what has been done so far. In particular, our paper explores the conse-
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quences of introducing heterogeneity in impatience, risk-aversion and
lack of diversification5 - and of allowing correlations between them -
on the wealth distribution through their impact on both agents’ opti-
mal consumption-savings and portfolio choices. As we will see below,
we find this to be an important element to fit the data and to investigate
the relative importance of different channels.

The paper is structured as follows. Section 3.2 outlines the model,
section 3.3 describes our calibration procedure, section 3.4 presents re-
sults on our benchmark specification, section 3.5 investigates counter-
factuals and section 3.6 concludes.

3.2 Model

Agents and preferences. The economy is populated by a continuum
of infinitely lived ex-ante identical individuals deriving utility from
consumption (ci,t) through Epstein-Zin preferences. Agents differ in
terms of preference parameters. We capture this heterogeneity with an
individual-specific preference state (θi,t) which, in turn, determines im-
patience (δ), risk aversion (γ), the inverse of the elasticity of intertem-
poral substitution (ψ) and the lack of diversification6 (ζ). Preferences
are, then, given by the following expression:

Ui,t =

[
(1− δ(θi,t))c

1−ψ(θi,t)
i,t + δ(θi,t)

(
EtU

1−γ(θi,t)
i,t+1

) 1−ψ(θi,t)

1−γ(θi,t)

] 1
1−ψ(θi,t)

Financial assets. Agents can invest in two financial assets, one risky
with time-varying individual-specific gross return Ri,t+1 and one safe

5Including lack of diversification as a preference parameter allows us to match in
which part of the wealth distribution idiosyncratic return variance is more important,
and hence we can investigate the relative importance of idiosyncratic return shocks
realistically.

6The next paragraph provides a detailed explanation of lack of diversification.
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with constant gross returnRf . Letting small letters indicate log returns,
ri,t+1 is equal to:

ri,t+1 = r1,t+1 + r2,t+1 + ηi,t+1 −m (3.1)

The effective return individual i gets by investing in the risky asset is
the sum of two systematic components, one co-varying with labor mar-
ket conditions (r1) and one that does not (r2), of an idiosyncratic com-
ponent (η) and is net of management cost m, that is thus paid condi-
tional on holding the risky asset. The systematic components are mod-
eled as in Catherine (2021). Specifically, to take into account stock mar-
ket crashes, r1 is distributed as a mixture of Normals:

r1,t+1 =

 r1,t+1
i.i.d.∼ N

(
µ
r
, σ2r1

)
w.p. pr

r1,t+1
i.i.d.∼ N

(
µr, σ

2
r1

)
w.p. 1− pr

(3.2)

Without loss of generality, we interpret pr as the probability of stock
market crashes and µ

r
the expected log return during these periods.

Similarly, 1 − pr is the probability of normal periods and µr the cor-
responding average log return. The other systematic component, r2, is
drawn from a Normal distribution:

r2,t+1
i.i.d.∼ N

(
0, σ2r2

)
Finally, the idiosyncratic component, ηi,t+1, is modeled as follows:

ηi,t+1
i.i.d.∼ N

(
−σ

2
ir

2
, σ2ir

)
where σir = σrζ(θi,t), with σr being the standard deviation of the sys-
tematic part of the log return and the preference parameter ζ(θi,t) gov-
erning the share of idiosyncratic risk in total portfolio volatility. Note
that this specification ensures that idiosyncratic risk is not priced since
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the idiosyncratic part does not affect the mean return.7

Introducing the idiosyncratic component enables us to understand
the relative importance of systematic and idiosyncratic return shocks.
However, as standard portfolio choice models imply that everyone
should invest in some efficient mixture of riskless and risky assets,
it is far from straightforward to represent lack of diversification in a
framework otherwise based on optimizing behavior.

Our modeling choice implies the following: rather than having
access to the same risky asset, each individual rationally invests in
her own risky asset, which has identical expected excess return as the
market, but additional preference-dependent idiosyncratic risk. While
guaranteeing that idiosyncratic risk is not priced, this strategy also
implies - in line with the empirical findings in Calvet et al. (2007) -
that agents worse at diversifying will, everything else equal, optimally
choose a lower risky share, and vice versa.

However, linking the share of idiosyncratic risk to a stable prefer-
ence type also effectively restricts the domain of portfolio composition
decisions. In other words, we do not model how lack of diversifica-
tion arises (e.g., financial knowledge, overconfidence, reliance on pri-
vate equity) but, rather, capture in reduced form that agents’ ability
or desire to diversify is limited and that they optimally decide how to
allocate their wealth given this constraint. Thus, our approach lies be-
tween a completely micro-founded, realistic model of portfolio choice
in the presence of a menu of different risky assets, and a framework in
which the stochastic properties of returns over the wealth distribution
are hard-wired (Hubmer et al., 2021).

Investing in the risky asset is subject to a fixed participation cost f
that is paid in every period the agent chooses to hold that asset. Finally,
individuals face a borrowing limit on their total savings proportional
to the exogenously set parameter s. The repayment rate per unit of bor-
rowing is equal to the risk-free rate.

7For the exact formulas of the statistical moments of the full return process see Ap-
pendix 3.C.
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Labor income process. We follow Catherine (2021) for modeling the
stochastic process governing labor income. Let yi,t denote the residual
of log individual earnings. We assume that yi,t is the sum of an aggre-
gate component (wt) and of two idiosyncratic components, one persis-
tent (zi,t) and one transitory (νi,t):

yi,t = wt + zi,t + νi,t (3.3)

The aggregate component follows a random walk with drift, driven by
shocks to the market return through a parameter λrw:

wt = g + wt−1 + λrwr1,t + ϕt (3.4)

where ϕt
i.i.d.∼ N

(
0, σ2ϕ

)
.

The persistent component is an AR(1) process:

zi,t = ρzi,t−1 + εi,t (3.5)

with innovations drawn from a mixture of Normals:

εi,t =

 εi,t
i.i.d.∼ N

(
µ
ε,t
, σ2ε

)
w.p. pε

εi,t
i.i.d.∼ N

(
µε,t, σ

2
ε

)
w.p. 1− pε

(3.6)

Without loss of generality, we interpret pε as the probability of tail
events and µ

ε,t
, σε,t the expected value and standard deviation of

persistent income shocks during tail events, respectively. A similar
interpretation holds for the parameters governing the distribution of
normal events. To match the cyclicality of skewness, µ

ε,t
is defined as:

µ
ε,t

= µε + λεw(wt − wt−1) (3.7)

Thus, tail events imply on average higher persistent shocks during
expansions and vice versa during recessions. In addition, since these
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shocks have zero mean, it must hold:

pεµε,t + (1− pε)µε,t = 0 (3.8)

Finally, the transitory shock is Normally distributed, with variance de-
pending on whether the persistent shock was drawn from the tail dis-
tribution or not:

νi,t =

 νi,t
i.i.d.∼ N

(
0, σ2ν

)
if εi,t = εi,t

νi,t
i.i.d.∼ N

(
0, σ2ν

)
if εi,t = εi,t

(3.9)

As discussed in detail by Catherine (2021), including countercyclical
income risk enables us to obtain realistic portfolio choices over the life
cycle. Intuitively, if adverse income shocks occur with greater proba-
bility when the stock market is low, agents with relatively high human
capital (i.e., the young and the poor) will be more cautious when in-
vesting in risky financial instruments.

The reason for retaining this feature in our framework is two-fold.
First, examining whether a mechanism allowing to match portfolio
choices over age can also produce realistic risk-taking patterns over
the wealth distribution is an interesting question. Second, by including
a potential alternative channel of generating increasing risky shares
over the wealth distribution relative to preference heterogeneity, we let
the estimation decide whether the latter is crucial to match the desired
patterns.

Safety net. To take into account how welfare programs potentially
affect consumption, savings and portfolio choice, we follow Cather-
ine (2021) who models the Supplemental Nutrition Assistance Program
(sometimes called food stamp program). Specifically, working-age indi-
viduals with wealth holdings below 5% of the average national wage
and earnings below 20% of the wage index receive 6% of the wage in-
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dex minus 30% of their earnings as benefits. Mathematically:

bi,t = max {0.06 · exp(wt)− 0.3 · exp(yi,t), 0}
if ai,t < 0.05 · ewt

and eyi,t < 0.2 · ewt
(3.10)

where bi,t denotes the benefits and ai,t cash-on-hand, which is defined
in the next paragraph.

The optimization problem. At the beginning of each period t, the
agent enters with given cash-on-hand ai,t, persistent income zi,t, pref-
erence state θi,t, and aggregate income wt. She then chooses how much
to consume in the current period ci,t, how much to save for the next
period si,t, whether to hold risky assets Fi,t (dummy equal to one if
she participates) and, conditional on participation, the share of savings
invested in risky assets ξi,t.

Let Ξi,t := (ai,t, zi,t, θi,t, wt) denote the state,Rf := exp(rf ) the gross
risk free return and Rei,t+1 := exp(ri,t+1) − Rf the excess return. Then
the maximization problem of agent i is:

V (Ξi,t) = max
{ci,t,si,t,ξi,t,Fi,t}

{
(1− δ(θi,t))c

1−ψ(θi,t)
i,t

+δ(θi,t)
(
Et
[
V (Ξi,t+1)

1−γ(θi,t)
]) 1−ψ(θi,t)

1−γ(θi,t)

} 1
1−ψ(θi,t)

(3.11)

subject to

ci,t + si,t + Fi,tf = ai,t (3.12)

ai,t+1 =
[
Rf + ξi,tR

e
i,t+1

]
si,t + exp(yi,t+1) + bi,t+1 (3.13)

si,t ≥ s̄ · exp(wt) (3.14)

The borrowing constraint (3.14) varies over time through the depen-
dence on the aggregate part of labor income wt, which can be inter-
preted as this constraint becoming tighter in recessions and looser in
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expansions.8 Appendix 3.B describes in detail how the model is solved
numerically.

3.3 Estimation and calibration

The goal of the calibration is to deliver a parametrized model in line
with novel empirical evidence on portfolio choice over the wealth dis-
tribution documented in Bach et al. (2020). To do so, we follow a two-
step approach. First, we exogenously set the parameters governing the
income and return processes. Second, we estimate the fixed participa-
tion cost and individuals’ preference parameters. We describe in the
following the details of the procedure adopted.

3.3.1 Exogenously set parameters

Since we model the stochastic processes governing income and re-
turns as in Catherine (2021), we use the same parameter estimates
reported in his paper. While an extensive explanation of the estimation
procedure can be found there, we still provide a brief description
of the approach. The parameters governing the aggregate processes
(µ
r
, µr, σr1 , σr2 , pr, σϕ, g, λrw), are estimated by Simulated Method of

Moments (SMM) to capture the joint dynamics of log yearly SP500
returns and aggregate wage log growth from US Social Security
panel data on earnings by targeting mean, standard deviation, third
and fourth standardized moments (skewness and kurtosis) and the
correlation between these two series. Estimation of the stochastic
process for individual income requires, instead, to find values for
(pε, µε, λεw, σε, σε, σν , σν , ρ). To do so, SMM is used again targeting the
time series between 1978 and 2010 of the standard deviation of log
earnings growth at the one- and five-year horizons, Kelly’s skewness
of log earnings growth at the one-, three- and five-year horizons (from

8This assumption also makes the value function homogeneous with respect to wt,
which allows us to reduce the dimensionality of the problem by one.
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Guvenen et al., 2014) and the within-cohort variance of log earnings
for ages between 25 and 60 (from Guvenen et al., 2021).

The risk-free rate rf is set as in Catherine (2021) to 0.02, which is
a standard value in the literature (e.g., Cocco et al., 2005; Gomes and
Michaelides, 2005). Finally, no borrowing is allowed so s̄ is set to zero.
Table 3.1 summarizes all these parameter choices.

3.3.2 Estimated parameters

The main contribution of our estimation exercise is to obtain structural
estimates of individuals’ preference parameters - and of their hetero-
geneity - from their observed portfolio choices over the wealth distri-
bution. To achieve this, we assume that the economy is populated by
two types (i.e., the support of θi,t has two states).9

It is worth noticing that, as θ is a vector including time preference
rate (δ), risk aversion (γ), inverse EIS (ψ), and lack of diversification (ζ),
our model enables the investigation of potential heterogeneities across
all these dimensions simultaneously. Nevertheless, as it cannot be well
identified in our framework, in all the results reported from here on-
wards, ψ is set to unity for all types. Indeed, while the different role
of ψ from that of risk aversion γ is discerned through the adoption
of Epstein-Zin preferences, as highlighted by Aguiar et al. (2021), joint
identification of EIS and time preference rate is problematic in a model
without liquidity differences across assets.10 In any case, we show in the
results section below that heterogeneity in ψ is not necessary to match
our targets.

9In our current specification, agents’ preference types are assumed to remain fixed
over time, as this reduces considerably the computational time. We have experimented
with an extension of the model allowing transitions between types according to a
Markov process in which the transition probabilities are jointly estimated with the
other parameters and did not find not significant differences.

10The main idea behind identification in their framework is that low EIS agents care
more about consumption smoothing and so invest more in liquid assets. We plan to
include the joint estimation of the EIS with the remaining preference parameters in
future versions of this paper.
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Summing up, eight parameters are estimated in total: six preference
parameters (δ, γ, ζ, for each type), the share of individuals of the first
type, and the fixed participation cost.

Targets. The main targets of our estimation are portfolio choice
patterns over the wealth distribution. To compute them, we rely on the
data from Bach et al. (2020), compiled from Swedish administrative
sources covering earnings and wealth holdings of all Swedish residents
and on the figures already available in their appendix. Our data spans
the period 2000–2007. While a detailed description can be found
in their paper, for our purposes it is worth reminding that wealth
holdings cover cash, pension wealth, financial securities (including
funds, stocks, derivatives, and bonds), private equity, real estate
wealth, and debt. These data are then aggregated at the household
level using household identifiers. The measure of wealth we will refer
to throughout the paper is net wealth, defined - as they do - as the sum
of all wealth holdings within the household minus debt.

When deciding how to allocate their savings, in our model indi-
viduals choose between a safe and a single “composite” risky asset. To
map excess returns, participation and the share of idiosyncratic risk by
asset type in Bach et al. (2020), into those of a composite risky asset,
we proceed as follows. First, we classify the different assets into safe
and risky: cash, money market funds, pension wealth and residential
real estate belong to the former group, while all other securities, pri-
vate equity and commercial real estate to the latter. We then define the
participation rate for the composite asset as the share of people in each
wealth quantile holding any risky asset classified as such according to
the method just described.11 To obtain the excess return and the port-
folio share of idiosyncratic risk in each wealth quantile, we multiply,

11We kindly thank Paolo Sodini for sharing the moments on participation consistent
with the classification of assets into safe and risky applied in our paper, as well as the
moments on the Swedish wealth distribution that we compare our estimated model to
in section 3.4.2.
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instead, the reported share of wealth invested in each asset type by, re-
spectively, the expected excess returns and the share of idiosyncratic
risk for that particular asset. We further rescale these excess returns
by the average yearly excess return of the SIXRX Swedish equity in-
dex, that is is 8.7% over the 1983-2016 period (Bach et al., 2020). This
transforms excess returns into the implicit unconditional risky share
invested in the risky asset and eases comparison with other studies in
the literature.

Figure 3.1 displays the resulting schedules of the unconditional
risky share, participation and share of idiosyncratic risk over the
wealth distribution. As in Bach et al. (2020), wealthier households are
more likely to hold risky assets, invest a higher share of their wealth
in those risky assets and load their portfolios with more idiosyncratic
risk than poorer households. These three schedules constitute our
calibration targets, together with the ratio of aggregate wealth to
income - which in Sweden is equal to four as reported by Bach et al.
(2018) - for a total of 49 moments.

Estimation results. The SMM estimation procedure comprises a
global and a local stage.12 In the global stage, we generate 1,000
parameter vectors from a Sobol sequence.13 For every parameter vector
Φ, we solve and simulate the model and then evaluate:

d(Φ)′Ωd(Φ), (3.15)

where d(Φ) is a vector containing the implied deviations of the model
moments from their targets in the data and Ω is a diagonal weight-

12To preserve computational feasibility, for the estimation procedure we adopt
smaller grids than those reported in Appendix 3.B, which we use in the results sec-
tion. Specifically, we use 3 quadrature nodes, 75 points for the cash-on-hand grid, and
15 points for the grid of income’s persistent component.

13Again for computational feasibility, guided by the arguments that will be outlined
below when describing the results, we restrict the global stage of the estimation to
search in regions of the parameter space in which the predominant type has jointly
lower time preference rate, higher risk aversion, and higher portfolio diversification.
The local stage, instead, is not bounded by this constraint.
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ing matrix. The deviations from the targets in d(Φ) are computed as
a percentage deviation for the wealth-to-income ratio and relative to
the average over the wealth distribution for the remaining targets. The
weighting matrix puts 50% of the weight on the wealth-to-income ratio
and splits the remaining 50% equally between the schedules of the un-
conditional risky share, participation, and share of idiosyncratic vari-
ance over the wealth distribution. We choose the parameter vector from
the Sobol sequence that minimizes equation (3.15) and proceed to the
local step. At this stage, we take the candidate from the first step as an
initial starting point and perform a local optimization using the Nelder-
Mead algorithm to minimize again equation (3.15).

The estimated parameters are presented in Table 3.1. Type-two indi-
viduals discount the future less strongly than type-one agents (δ of 0.96
vs. 0.87), are less risk averse (γ of 1.37 vs. 10.31), and seek a lower de-
gree of portfolio diversification. In particular, the estimated values for
portfolio diversification imply that the share of idiosyncratic variance
in return variance for type-two individuals is 57% (ζ = 1.08), whereas
it is 28% for type-one agents (ζ = 0.59).14 As illustrated by the figures
just reported, the results imply a very stark separation across the two
types in terms of preferences. In particular, the lower risk aversion and
diversification found for type-two agents resemble common anecdotal
traits among entrepreneurs.15

14The share of idiosyncratic variance in total return variance can be computed using
the formula for return variance reported in Appendix 3.C.

15There is a vast literature on entrepreneurship and wealth inequality (see De Nardi
and Fella, 2017, for a review) emphasizing the tension between individual ability and
borrowing frictions and its impact on agents’ savings behavior, an element which is not
present in our model but that might have been captured by our estimation procedure
through preference parameters.
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Preference parameters
Type 1 Type 2

δ time preference rate 0.87 0.96 estimated
γ risk aversion 10.31 1.37 estimated
ψ inverse EIS 1.0 1.0 preset
ζ lack of diversification 0.59 1.08 estimated

share of individuals 0.96 0.04 estimated

Participation and management costs, borrowing limit
f fixed participation cost 0.001 estimated
m management fee 0.01 Catherine (2021)
s borrowing limit 0 preset

Returns
rf risk-free rate 0.02

Catherine (2021)

µ
r

mean syst. return crashes −0.245

µr mean syst. return normal times 0.115

σr1 cond. st. dev. syst. return, part linked to w 0.077

pr probability crashes 0.146

σr2 st. dev. syst. return, part not linked to w 0.114

Income
g drift aggregate wage growth 0.008

Catherine (2021)

λrw sensitivity aggregate wage growth to return 0.161

σϕ st.dev. aggregate wage growth shock 0.017

ρ autocorrelation persistent component 0.967

µε constant mean persistent shock, tail −0.086

λεw sensitivity mean perm. shock to ∆w, tail 4.291

pε probability tail events 0.136

σε st.dev. persistent shock, tail 0.562

σε st.dev. persistent shock, non-tail 0.037

σν st.dev. transitory shock, tail 0.895

σν st.dev. transitory shock, non-tail 0.089

Table 3.1: Model parameters values.

Type-one individuals are predominant in this economy, as they
make up 96% of the total population. This is an interesting result for
two reasons. First, it is surprising that, while the preference parameters
of type-two agents are more in line with those usually adopted in the
macro literature on wealth inequality, the majority of individuals are
of type-one, which is characterized by lower time preference rate and
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high risk aversion, a combination more often used in the household
finance literature. Second, despite what just noted, it indicates that
only a small fraction of type-two agents is needed to replicate portfolio
choice patterns over wealth in the data (and, as we will see below, also
wealth inequality).

Finally, the stock market participation cost f is estimated at 0.001,
which is roughly 0.05% of the average yearly income and is smaller
than the values typically found in the literature (e.g., Vissing-Jorgensen,
2003).

3.4 Model fit

3.4.1 Targeted moments

We begin by assessing how well the model, which we refer to as our
benchmark model in the following sections, matches the targeted mo-
ments. The wealth-to-income ratio is 4.09, which is close to 4, the value
in the data. The unconditional risky share (defined as the individual
portfolio’s expected excess return over the market’s), the share of id-
iosyncratic risk in the total variance of the individual portfolio, and the
participation rate over the wealth distribution are reported in Figure
3.1 against their empirical counterparts.

Overall, the calibration procedure matches well the portfolio
choices over the wealth distribution, even though it slightly under-
shoots the participation rate in the bottom quantiles.



146 CHAPTER 3

Figure 3.1: Policies (model vs. data) and share of Type 2 individuals over the
wealth distribution.

Why does preference heterogeneity enable us to closely replicate
the empirical patterns? The outcome of the calibration implies that the
economy is predominantly populated by type-one individuals, distin-
guished by higher impatience, higher risk aversion, and lower share of
idiosyncratic risk in their portfolios. Only 4% are type-two agents, who
feature opposite characteristics. However, as shown in the bottom right
panel of Figure 3.1, mainly thanks to their higher δ parameter, in equi-
librium individuals of the latter type endogenously concentrate at the
top of the wealth distribution.16 As in the model portfolio choice pat-
terns over the wealth distribution are largely determined by the relative

16Figure 3.A.1 reports the mass of the two types in levels.
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share of types, the increasing number of type-two individuals - whose
estimated preference parameters imply a high risky share and high id-
iosyncratic risk at the same time - over wealth allows the framework to
reproduce the trends in the data.

It is also worth noticing that the estimated participation fixed cost,
0.05% of average yearly income, is very small compared to other (often
unrealistically large) values used in the literature. The fact that more
risk-averse individuals mainly populate the bottom of the wealth distri-
bution - where participation is not an obviously optimal choice - is the
reason why our model can match participation and portfolio choices
with a low fixed cost. Indeed, high-risk aversion combined with the ef-
fect of countercyclical income risk, implies that even a small value of
this parameter has a sufficient deterring effect on stock market entry.17

3.4.2 Untargeted moments: wealth distribution

Table 3.2 presents the model’s performance in matching the share of
total wealth held by different quantiles of the wealth distribution. We
compare our results with empirical values computed by Krueger et al.
(2016) using PSID (2006) and SCF (2007) data and, since we use portfo-
lio choice moments from Swedish administrative data to estimate the
model, with corresponding measures of the Swedish wealth distribu-
tion. Furthermore, to check how our framework compares to a state-of-
the-art model of wealth inequality without portfolio choice, we add a
column with the values generated by the benchmark model in Krueger
et al. (2016).

17This mechanism is missing in a representative agent model in which, by construc-
tion, a high fixed cost is required to discourage the average agent from participating.
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Share held by (%): Benchmark Krueger et al. (2016) PSID (2006) SCF (2007) Sweden (2000-2007)
Q1 2.2 0.3 -0.9 -0.2 -1.1
Q2 5.6 1.2 0.8 1.2 2.8
Q3 9.2 4.7 4.4 4.6 8.7
Q4 15.5 16.0 13.0 11.9 19.4
Q5 67.5 77.8 82.7 82.5 70.2

90-95 % 11.5 17.9 13.7 11.1 13.4
95-99 % 22.5 26.0 22.8 25.3 17.9
Top 1 % 20.1 14.2 30.9 33.5 21.3

Wealth Gini 0.64 0.77 0.77 0.78 0.69

Table 3.2: Share of wealth held by people in different quantiles of the wealth
distribution: benchmark model vs. data and a state-of-the-art model of wealth
inequality.

The model matches well the share of wealth held by the 90-95%, 95-
99%, and top 1% groups in the US. In the first two cases, it gets closer
than Krueger et al. (2016) who, instead, overshoot the actual values.
In the last case, despite being still very far from the corresponding fig-
ure in the data, compared to theirs, our model is able to generate a six
percentage points higher share of wealth held. Remarkably, our frame-
work delivers an even better match of top wealth inequality in Swe-
den18, except for the share held by the 95-99% group, which is slightly
higher in the model.

When looking at the distribution as a whole, instead, the perfor-
mance is less satisfactory. In particular, the first three quintiles hold
too much wealth compared to the data, and, as a consequence, the last
quintile holds too little. This translates into lower Gini coefficients for
wealth inequality than the actual values. Allowing for borrowing - and
thus for agents to have negative wealth - might attenuate this issue,
which is particularly relevant for the first quintile.19

18This is likely related to the fact that we estimate the preference parameters using
portfolio choices over wealth from Swedish data.

19We plan to extend the model towards this direction in future research.
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3.5 Counterfactuals

After having presented the fit of our benchmark specification, in this
section we investigate the role of different model components in match-
ing the targeted moments and generating a realistic wealth distribution.
To this end, we shut down different features of our benchmark model
and quantify the counterfactual predictions.

3.5.1 Homogeneous preferences

One of the main novelties of this paper is introducing rich heterogene-
ity in agents’ preferences. In the following, we argue that this feature of
our framework is crucial for explaining the targeted moments on port-
folio choice over the wealth distribution shown in Figure 3.1. To this
end, we re-estimate the model restricting preference parameters to be
identical for both types.20 Table 3.3 reports the parameter estimates for
this case. With only one type, the values are in between the figures ob-
tained in the benchmark case, as this minimizes the differences at the
extrema of the schedules. This is also clearly visible from Figure 3.2,
which shows the unconditional risky share (left panel) and the share of
idiosyncratic variance (right panel) over the wealth distribution for this
specification and the benchmark model. Notably, the estimated fixed
cost is higher than in the benchmark case: as there is just one value for
risk aversion, agents at the bottom need to be discouraged more from
participating.21

The first argument for why the model without preference hetero-
geneity cannot deliver the empirical patterns concerns the schedule of
the unconditional risky share over the wealth distribution. In the data
- see Figure 3.1 - the risky share is increasing throughout the distribu-
tion, a feature which is captured by our model with preference hetero-
geneity. With only one type, instead, the unconditional risky share is

20To be precise, we re-estimate δ, γ, ζ and the participation cost f while targeting the
same moments as for the benchmark model.

21Figure 3.A.2 reports the schedule of participation over wealth.
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flat at zero for the first four deciles and increases up to roughly 25%
between the fourth and seventh decile. In contrast to the empirical pat-
terns, risky shares are constant or even decline in wealth for the top
three deciles of the distribution.

Apart from the participation fixed cost, that risky shares initially in-
crease in wealth is due to the forces highlighted in Catherine (2021).
Despite their high human capital-to-wealth ratio, asset-poor individ-
uals choose not to invest in the stock market due to the riskiness of
their labor income. The strength of this effect vanishes as individuals
become richer, but, at the same time, their human capital-to-wealth ra-
tio declines. The risky share, therefore, plateaus before converging back
to Merton’s constant (Merton, 1969).

Despite the mechanism just described, the benchmark model with
preference heterogeneity delivers increasing risky shares even at the
top of the wealth distribution thanks to compositional effects. Indeed,
due to their lower risk aversion, the risky share of type-two individuals
converges to a higher constant than for type-one agents. As the share
of type two individuals rises at the top, the risky share increases.

Figure 3.2: Policies over the wealth distribution in the model without prefer-
ence heterogeneity, compared to the benchmark and data.

The second argument is related to the schedule of the share of id-
iosyncratic risk in total return risk over the wealth distribution. Figure
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3.1 shows that (as in Bach et al. (2020)) the share of idiosyncratic risk
is increasing in wealth, i.e., wealthier households hold relatively more
idiosyncratic risk in their risky portfolios.

In our setting, the variance of the idiosyncratic return component is
governed by ζ, i.e., individuals with the same ζ face the same idiosyn-
cratic risk. Heterogeneity in the share of idiosyncratic return variance,
therefore, arises only through differences in ζ across agents.

Compositional effects are again crucial for our benchmark model to
replicate the empirical patterns for this schedule. Type-one individuals
with relatively low ζ (and thus low idiosyncratic risk) mostly populate
the bottom of the wealth distribution, whereas type-two agents with
relatively high ζ (and thus high idiosyncratic risk) endogenously end
up at the top. As a result, the share of idiosyncratic risk is increasing
over the wealth distribution. As illustrated in the right panel of Figure
3.2, without ζ heterogeneity, the same quantity is constant.

The previous two points highlight the role of heterogeneity in risk
aversion γ and portfolio diversification ζ. In both cases, we described
that compositional effects due to the endogenous sorting of the two
types over the wealth distribution were key to generating the increas-
ing schedules of the risky share and of the share of idiosyncratic risk. To
reinforce the argument, therefore, it is also important to highlight that
attributing a higher degree of patience δ to type-two individuals (less
risk averse and less diversified) and a lower one to type-one agents
(risk averse and diversified) ensures that the former endogenously end
up at the top of the wealth distribution.
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Estimated value: Benchmark No het. Only δ Only γ No idio. ret. No skew.

Time preference rate, δ
Type 1 0.87 0.91 0.75 0.92 0.88 0.88
Type 2 0.96 0.96 0.92 0.96 0.96

Risk aversion, γ
Type 1 10.31 6.54 5.42 4.34 9.22 18.42
Type 2 1.37 5.42 6.31 1.20 1.28

Diversification, ζ
Type 1 0.59 0.63 0.67 0.76 0 0.64
Type 2 1.08 0.67 0.76 0 1.09

Fixed cost, f 0.001 0.020 0.007 0.079 0.001 0.005
Share of Type 1 0.96 1 0.74 0.69 0.96 0.97

Table 3.3: Parameter estimates: benchmark model vs. alternative specifica-
tions. “No het.” indicates the model without preference heterogeneity, “Only
δ” the model with only heterogeneity in δ, “Only γ” the model with only het-
erogeneity in γ, “No idio. ret.” the model without idiosyncratic returns and “No
skew.” the model without tail income shocks, stock market crashes and corre-
lation between the income and return processes.

In addition to the effects on portfolio choice, shutting down prefer-
ence heterogeneity has further implications for wealth inequality. It is
known at least since Krusell and Smith (1998) that heterogeneity in pa-
tience (δ in our model) across individuals, can generate higher wealth
inequality than the restricted case. The reason is that more patient in-
dividuals with higher saving rates are concentrated at the top of the
wealth distribution in equilibrium, generating a longer right tail. The
quantitative impact of preference heterogeneity on the wealth distribu-
tion is shown in Table 3.4. The Gini coefficient declines from 0.64 in the
benchmark model to 0.61 in the model without preference heterogene-
ity, mainly due to a lower share of wealth held by the top quantile.
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Share held by (%): Benchmark No het. Only δ Only γ No port. No idio. ret. No skew.
Q1 2.2 1.9 0.5 1.2 2.4 2.2 2.3
Q2 5.6 5.4 1.5 4.0 6.5 5.7 5.9
Q3 9.2 10.0 2.9 7.7 10.8 9.6 9.7
Q4 15.5 17.9 10.2 16.1 18.0 16.2 16.2
Q5 67.5 64.8 85.0 71.0 62.3 66.3 65.8

90-95 % 11.5 12.8 17.6 14.0 12.3 12.0 11.2
95-99 % 22.5 20.2 28.4 22.9 18.8 21.6 22.2
Top 1 % 20.1 16.0 21.1 17.9 16.1 18.3 19.0

Wealth Gini 0.64 0.61 0.79 0.68 0.58 0.62 0.62

Table 3.4: Share of wealth held by people in different quantiles of the wealth
distribution: benchmark model vs. alternative specifications. “No het.” indi-
cates the model without preference heterogeneity, “Only δ” the model with
only heterogeneity in δ, “Only γ” the model with only heterogeneity in γ, “No
port.” the model without endogenous portfolio choice, “No idio. ret.” the model
without idiosyncratic returns and “No skew.” the model without tail income
shocks, stock market crashes and correlation between the income and return
processes.

Understanding policies. In order to shed some light on the mecha-
nisms driving the results for the model without preference heterogene-
ity, it is useful to examine the policy functions.

There are two well known factors (see, e.g., Campbell and Viceira,
2002) shaping the optimal choice of the risky share: the human capital-
wealth ratio and the extent to which human capital has bond-like prop-
erties (i.e., should human capital be considered more similar to a safe
or risky asset). This follows from the fact that optimal consumption is a
function of such ratio, so its level and riskiness matter for consumption
smoothing.

In a model where income is bond-like (see for example the bench-
mark specification in Cocco et al., 2005), the optimal risky share is
100% for the wealth-poor, and gradually declines as human capital
gets smaller relative to wealth. The specification we use, however,
features cyclically skewed income shocks, which helps to generate
realistic portfolio choices as first shown in Catherine (2021). Intuitively,
if the most adverse income shocks are more likely to happen in times
of bad stock market performance, agents with low wealth must be
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more careful in their portfolio decisions.
To visualize this effect and to show that we replicate the findings of

Catherine (2021), Figure 3.3 presents the policy functions for the risky
share (ξ) over cash-on-hand for three different values - low, medium
and high - of the persistent component of idiosyncratic income. For the
sake of the argument, note that the x-axis is in log scale and that the par-
ticipation cost is temporarily set to a very low value to make patterns
more visible.

Figure 3.3: Policy functions for the risky share (ξ) for different states of the per-
sistent component of idiosyncratic income. The three z values approximately
correspond to the 25th, 50th and 75th percentiles of the steady state persistent
income distribution.

In contrast to the bond-like human capital case, the optimal risky
share for all three income states starts at zero, then gradually increases
and finally decreases in cash-on-hand. The strongest effect is for agents
with a higher z state and, for those among them with low levels of
cash-on-hand, the standard finding of a positive relationship between
human capital and the risky share is even reversed. This is because
negatively skewed income shocks are especially severe for agents with
higher persistent income as a fraction of total wealth.

There are two conclusions to draw from this discussion. Firstly, even
lacking preference heterogeneity, the cyclical skewness channel helps
to match portfolio patterns for the wealth-poor, as the extreme risk-
taking of agents with a high human capital-to-wealth ratio implied by
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more traditional income processes is reduced. However, for most per-
sistent income states, the increase in optimal risky share happens over
a relatively narrow range of wealth (note the log scale in Figure 3.3).
Thus - secondly - even if participation costs are absent, this mechanism
alone has difficulties matching the gradual increase in the empirical
risk-taking patterns over the whole wealth distribution. In particular,
since any channel relying on the nature of human capital is by construc-
tion weak for agents with a low human capital-to-wealth ratio, without
preference heterogeneity the model cannot match any increase at the
top of the wealth distribution, which highlights the importance of this
latter element for our results.

3.5.2 Fixed portfolio choice

To what extent does optimal portfolio choice amplify the effect of pref-
erence heterogeneity on wealth inequality? In this section, we study the
counterfactual predictions of the benchmark model without endoge-
nous portfolio choice. Specifically, we solve the model fixing for all in-
dividuals the share invested in the risky asset such that the ratio of
risky assets held in the economy to total net wealth equals that of the
benchmark specification.22

The impact on wealth inequality of optimal portfolio choice is sig-
nificant, particularly at the top. Table 3.4 shows that under fixed portfo-
lio choices, the wealth Gini decreases from 0.64 in the benchmark model
to 0.58 and that the share of wealth held by the top quintile and by the
top 1% decreases, respectively, from 67.5% to 62.5% and from 20.1% to
16.1%.23

The explanation for this finding is the following. Type-two individ-
uals have a higher optimal risky share, which results in higher aver-

22Since all the targeted moments (except for the wealth-to-income ratio) are related
to portfolio choice, we do not re-estimate the model parameters for this counterfactual,
but use the same values of the benchmark case.

23Note that in an alternative counterfactual with the share of risky assets fixed at
zero, the effect on wealth inequality would be even larger.
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age returns than the rest of the population and amplifies the impact
of larger saving rate due to lower impatience, as well as the large id-
iosyncratic shocks they are exposed to. Thus, when they are not forced
to choose the same portfolio composition as the rest of the population,
they are more likely to land on the top of the wealth distribution. The
quantitative importance of these channels is illustrated in Figure 3.4,
which shows that the concentration of type-two individuals among the
wealthy is strongest in the benchmark model with endogenous portfo-
lio choice.

Figure 3.4: Share of type 2 individuals, benchmark model vs. model without
portfolio choice.

As a result (see Figure 3.1), in line with the empirical patterns, in
the model with preference heterogeneity and free portfolio choice, the
average unconditional risky share is an increasing function of wealth,
even at the very top of the distribution.

3.5.3 No idiosyncratic returns

To understand the role of idiosyncratic returns in shaping the wealth
distribution, we evaluate the performance of another counterfactual
model without idiosyncratic returns. Specifically, we set ζ equal to zero,
which, in turn, implies zero mean and variance of log idiosyncratic re-
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turns ηi,t for all individuals i and periods t.24 As depicted in Figure
3.5, the model-generated policies match the data almost as accurately
as the benchmark. The estimates of the common parameters across the
two specifications are also similar, as reported in Table 3.3.

Figure 3.5: Policies over the wealth distribution in the model without idiosyn-
cratic return risk, compared to the benchmark and data.

Table 3.4 shows the effect on the wealth distribution. As participa-
tion is low for the bottom quantiles in the benchmark and the coun-
terfactual model, idiosyncratic returns barely affect the share of wealth
held by the lowest three quintiles. The effect is largest for the top quan-
tiles where agents participate more. For the top 1% of the wealth distri-
bution, the share of wealth held declines from 20.1% in the benchmark
to 18.3% in the model without idiosyncratic returns. When looking at
total wealth inequality as measured by the Gini coefficient, the decrease
in inequality is not too pronounced: 0.64 in the benchmark vs. 0.62 in
the counterfactual. The limited impact of the idiosyncratic component
of returns is in line with the results in Hubmer et al. (2021), who also
find a small effect and mainly clustered at the top.

24As there is no idiosyncratic return risk, when we estimate this restricted model we
only target the schedules of risky share and participation over the wealth distribution
(and wealth-to-income ratio).
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3.5.4 Heterogeneity in one preference parameter

To highlight the effects coming from impatience and risk aversion in
isolation, we solve for counterfactuals where we restrict the model to
heterogeneity in a single preference parameter (δ, γ). In particular, we
re-estimate the model parameters two times and in each estimation we
allow for heterogeneity in just one of them. We target the same mo-
ments as in the benchmark model.

Figure 3.6: Policies over the wealth distribution. Specifications allowing for
heterogeneity in one preference parameter at a time, compared to the bench-
mark.

The estimated parameters and the effect on the wealth distribution
are presented in Tables 3.3 and 3.4 in the columns “Only δ” and “Only
γ”. We will analyze more in detail below the results from the two spec-
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ifications, but it is already worth noticing that both these counterfac-
tual models generate higher wealth inequality (especially the former)
without providing a good fit to empirical portfolio choice patterns, as
illustrated in Figure 3.6.

Only δ. A low discount factor implies both low saving rates and low
participation, so in theory this setup can make the type more willing
to invest into stocks concentrate on the top of the wealth distribution.
However, since this margin does not affect substantially the conditional
risky share, the increasing risky share pattern is matched only through
the participation channel and hence it is not sufficiently gradual. Fur-
thermore, after full participation the risky share cannot increase any-
more in wealth. The attempt to match portfolio choice only through
heterogeneity in the discount factor results in a rather extreme value for
δ of the majority type, namely 0.75. Due to the resulting powerful sep-
aration between the two types over the wealth distribution, wealth in-
equality becomes large, even surpassing the empirical benchmark from
Swedish data.25

Only γ. As high risk aversion implies low stock holdings, but high
savings, generating a stock holder type on the top of the wealth distri-
bution is less straightforward by heterogeneity in γ. Therefore portfo-
lio choice patterns are matched again mostly through the participation
margin, and the calibrated risk aversion parameters are estimated to
match the average stock holdings over the region where participation
occurs, achieving a slightly less pronounced decrease in risky share for
the richest than in the “Only δ” case.

25That δ heterogeneity can generate high wealth inequality is known at least from
Krusell and Smith (1998).
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3.5.5 No skewness in labor income and return

Labor income and returns in the benchmark model are skewed. We
have discussed the implications of these properties for the policy func-
tions in section 3.5.1. In this section, we turn off skewness in labor in-
come and returns and assess how well this restricted model performs.
To be precise, we turn off stock market crashes, tail income shocks and
the correlation between the income and return process.26

Figure 3.7: Policies over the wealth distribution when skewness and correla-
tions are turned off, compared to the benchmark and data.

As for the previous counterfactuals, the parameter estimates are
26While turning off skewness, we ensure that returns and labor income have the

same mean and variance as in the benchmark model. For a detailed outline see Ap-
pendix 3.D.



3.6. CONCLUSION 161

shown in Table 3.3. Intuitively, to match a given schedule of participa-
tion, risk aversion or the fixed portfolio cost need to increase as skew-
ness risk disappears. This is exactly what the parameter estimates point
to. Risk aversion of type-one individuals increases to roughly 18, while
the fixed cost of participation increases roughly five times relative to the
benchmark case. Figure 3.7 shows the fit of the targeted portfolio choice
patterns. The share of idiosyncratic variance in total return variance is
well matched, however the model overshoots the unconditional risky
share and participation for most percentiles of the wealth distribution.

Even though preference heterogeneity still enables us to accurately
match inequality (see Table 3.4) and all portfolio patterns for the top
10% of the wealth distribution, without skewness and correlation in
income and return risk the model struggles to provide a good fit on the
lower portion of the wealth distribution. In particular, in line with the
predictions of standard portfolio choice models (as discussed in section
3.5.1), between the initial jump due to increasing participation and the
final hike due to the compositional effect, the average risky share is a
counterfactually decreasing function of wealth.

3.6 Conclusion

This paper introduces a macroeconomic angle to the recent empirical
findings on portfolio choice by answering the following questions.
First, which additional model ingredients to an otherwise standard
incomplete-markets model suffice to generate portfolio choice char-
acteristics consistent with the data? Second, how do those different
model ingredients help to generate a realistic wealth distribution?

We include heterogeneity in individual preferences and a rich pro-
cess that features cyclical skewness in earnings and idiosyncratic re-
turns à la Catherine (2021) to a Bewley model with endogenous port-
folio choice. We estimate the parameters governing preference hetero-
geneity to match the portfolio choice patterns documented in Bach et al.
(2020). Heterogeneity in patience, risk aversion and the desire to di-



162 CHAPTER 3

versify idiosyncratic return risk are three examples of preference het-
erogeneity that jointly generate realistic portfolio choice patterns over
the wealth distribution. Alternative model specifications that abstract
from preference heterogeneity, endogenous portfolio choice and non-
normalities in the shocks’ distributions worsen the fit of the portfo-
lio choice patterns considerably. The combination of preference hetero-
geneity and endogenous portfolio choice further yields a close match
of the wealth distribution, particularly at the top.

This paper attempts to connect the household finance literature on
portfolio choice and the macroeconomics literature on wealth inequal-
ity. We find that a key element to do that is preference heterogeneity:
one type of individuals is characterized by a relatively high risk aver-
sion and a low time preference rate - commonly used in the household
finance literature - whereas the other, much less numerous type of indi-
viduals features preference parameters commonly used in the macroe-
conomics literature. Interestingly, this result is an outcome of our pa-
rameter estimation rather than an exogenous assumption.

The model presented in this paper captures salient features of
portfolio choice in the data endogenously and delivers quantitative
predictions on the distribution of wealth. In ongoing work, we quantify
dynamic effects of changes in the environment, e.g., aggregate return
shocks or modifications in the tax schedule, on the distribution of
wealth along the transition, accounting for the optimal response in
individuals’ portfolio choices.
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Appendices

3.A Additional figures

Panel (a): Benchmark Panel (b): Homogeneous pref.

Panel (c): Fixed port. choice Panel (d): No idio. returns
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Panel (e): Only δ heterogeneity Panel (f): Only γ heterogeneity

Panel (g): No skewness

Figure 3.A.1: Mass of types over wealth (y-axis for Type 2 on the right) in
different model specifications.
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Figure 3.A.2: Participation over the wealth distribution in the model with ho-
mogeneous preferences (stars), compared to benchmark (diamonds) and data
(circles).

3.B Numerical solution

Discretization and grids construction.

Normally distributed random variables. Let X be an i.i.d. Nor-
mally distributed random variable with mean µx and standard devi-
ation σx. We discretize X using Gaussian quadrature. Specifically, the
support of X is approximated with a finite grid of values x1, . . . , xNq
computed as follows:

xj = µx +
√
2σxZj , j = 1, . . . , Nq

where the Zj ’s are Gauss-Hermite nodes and the probability mass of
each point of the discretized support is computed as:

p(xj) = ωj/
√
π, j = 1, . . . , Nq

where the ωj ’s are Gauss-Hermite weights. This procedure is used to
discretize r2,t, ϕt, ηi,t and the distributions of νi,t and r1,t conditional,
respectively, on tail/non-tail event and on stock market crash/normal
period. Nq is the same for all shocks.
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Persistent component of idiosyncratic income. We approximate
the process governing the evolution of zi,t as follows: (i) we discretize
the conditional distribution of εi,t, (ii) we compute the evolution of the
persistent component according to equation (3.5) and (iii) we evaluate
the model functions at the resulting value of zi,t. The advantage of this
method is that it requires to discretize just the conditional distribution
of εi,t, which is easier than discretizing the full process of zi,t. In par-
ticular, the crucial connections between the higher moments of zi,t and
other variables are preserved. The disadvantage is that the resulting
values of zi,t will very often be off grid, so we need a grid of values
that captures well the behavior of the model at such points given our
interpolation procedure.27

Given the above discussion, the grids for εi,t and zi,t are constructed
as follows. The conditional distribution of εi,t is discretized using the
procedure described above for Normally distributed shocks with Nq

points. To set up the grid for zi,t, instead, we first construct an expo-
nentially spaced grid of (Nz − 1)/2 + 1 points with minimum value
equal to zero, maximum value equal to zmax and spacing parameter
equal to spacingz . This gives us the positive side of the grid plus the
central point (which is therefore equal to zero). Then, we add the nega-
tive (Nz − 1)/2 values by taking the negative of the positive values just
computed and obtain the full grid of Nz points.

Cash-on-hand and savings. For reasons that will be explained
when describing the interpolation procedure, we need to keep track
of the minimum value of cash-on-hand implied by each value in the
grid of zi,t. Thus, we construct Nz grids of cash-on-hand values - one
for each grid value of zi,t - each of which is an exponentially spaced
grid of Na points with minimum value equal to the lowest possible
realization of cash-on-hand - computed from equation (3.13) - implied
by the specific grid value of zi,t under consideration, the borrowing

27See below for more details on the interpolation method.
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limit and the discretized values of the shocks, maximum value equal
to amax and spacing parameter equal to spacinga.

The grid for savings si,t is an exponentially spaced grid ofNs points
with minimum value equal to s, maximum value equal to smax and
spacing parameter equal to spacings.

Table 3.B.1 summarizes our choices for the numerical parameters.

Nq Nz Na Ns zmax amax smax spacingz spacinga spacings
5 15 350 Na 3.5 300.0 300.0 1.6 1.25 1.25

Table 3.B.1: Numerical parameters.

Solving the optimization problem. Whenever it does not lead to con-
fusion, we are dropping time and individual specific indices. To ease up
exposition, we also drop the dependence of the value and policy func-
tions (and thus of the preference parameters) on θ. First of all note that
as wt follows a random walk and utility is homogeneous, we can scale
with the wage level and reduce the state-space by one dimension. Let
us define x̂ = x/ exp(w) for a generic variable x representing c, a, s and
equivalently for log income, y, we define exp(ŷ) = exp(y)/ exp(w). Also
define

V̂ (a, z) = V (a, z, 0)

so that we can write

V (a, z, w) = exp(w)V
( a

exp(w)
, z, 0

)
= exp(w)V̂ (â, z).

Now the optimization problem can be written as

V̂ (â, z) = max
{ĉ,ŝ,ξ}

{
(1− δ)ĉ1−ψ + δ

[
E
[
e(w

′−w)(1−γ)V̂ (â′, z′)1−γ
]] 1−ψ

1−γ
} 1

1−ψ
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subject to

ĉ+ ŝ+ Fi,tf̂ = â

â′ =
[
Rf + ξRe′

]
ŝew−w

′
+ exp(ŷ′) + b̂′

ŝ ≥ s̄.

To simplify ideas and notation, let us introduce

Ṽ (ŝ, ξ, z) =
[
E
[
e(w

′−w)(1−γ)V̂ (â′, z′)1−γ
]] 1−ψ

1−γ

The first order condition with respect to the risky share is then:

0 =
∂Ṽ (ŝ, ξ, z)

∂ξ
=

1− ψ

1− γ

[
Ṽ (ŝ, ξ, z)

] γ−ψ
1−ψ

× E
[
(1− γ)e(w

′−w)(1−γ)V̂ (â′, z′)−γ
∂V̂ (â′, z)

∂â′
dâ′

dξ

]
0 =E

[
e−γ(w

′−w)V̂ (â′, z′)−γ
∂V̂ (â′, z)

∂â′
Re′
]
,

where for the last equation we used that Ṽ (ŝ, ξ, z) ̸= 0. The first order
condition for the consumption/saving decision reads:

(1− δ)(1− ψ)ĉ−ψ = δ
∂Ṽ (ŝ, ξ, z)

∂ŝ

(1− δ)(1− ψ)ĉ−ψ = δ
1− ψ

1− γ

[
Ṽ (ŝ, ξ, z)

] γ−ψ
1−ψ

× E
[
(1− γ)e(w

′−w)(1−γ)V̂ (â′, z′)−γ
∂V̂ (â′, z)

∂â′
dâ′

dŝ

]
(1− δ)ĉ−ψ = δ

[
Ṽ (ŝ, ξ, z)

] γ−ψ
1−ψ

× E
[
e−γ(w

′−w)V̂ (â′, z′)−γ
∂V̂ (â′, z)

∂â′
(Rf + ξRe′)

]
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and the envelope condition is:

∂V̂ (â, z)

∂â
=

1

1− ψ

[
V̂ (â, z)

]ψ
×

[
(1− δ)(1− ψ)ĉ−ψ

dĉ

dâ
+ δ
[∂Ṽ (ŝ, ξ, z)

∂ŝ

dŝ

dâ
+
∂Ṽ (ŝ, ξ, z)

∂ξ

dξ

dâ

]]
∂V̂ (â, z)

∂â
= (1− δ)

[
V̂ (â, z)

]ψ
ĉ(â, z)−ψ

After simplifying the two first order conditions read

0 =E
[
e−γ(w

′−w)V̂ (â′, z′)ψ−γ ĉ′(â′, z′)−ψRe′
]

(3.B.1)

ĉ−ψ = δ
[
Ṽ (ŝ, ξ, z)

] γ−ψ
1−ψ E

[
e−γ(w

′−w)V̂ (â′, z′)ψ−γ ĉ′(â′, z′)−ψ(Rf + ξRe′)
]

(3.B.2)

Algorithm to solve for value and policy functions. To solve equa-
tions (3.B.1) and (3.B.2) we need to evaluate expectations over policy
and value function both on and off the grid points for cash-on-hand
and persistent income. The sections below provide further details on
how we compute expectations and interpolate.

1. Assume we have a guess for V̂ , ĉ and ξ. For starting one can sim-
ply take ĉ′(â, z) = â, V̂ ′(â, z) = (1 − δ)

1
1−ψ â with an arbitrary ξ′

function. Fix a grid {θ1, . . . , θk, . . . , θK} for the preference states,
{z1, . . . , zj , . . . , zM} for the possible values of persistent income
and {ŝ1 = s̄, ŝ2, . . . , ŝi, . . . , ŝN} for savings.

2. For all i, j (i.e., for any preference and persistent income state)

(a) For all i (savings values) compute

i. the optimal risky share ξ (under participation only, for
non-participation set ξ = 0 and go to ii.). Recall that ξ
is chosen to maximize Ṽ (ŝ, ξ, z) and that (ignoring con-
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stants)

∂Ṽ (ŝ, ξ, z)

∂ξ
= E

[
e−γ(w

′−w)V̂ (â′, z′)ψ−γ ĉ′(â′, z′)−ψRe′
]
.

From the second order condition it follows that there is
a unique local maximum. Optimal risky share is com-
puted as follows:

A. if a risky share of 1 was optimal in the previous iter-
ation, check whether this is still true. This is the case
if

∂Ṽ (ŝ, ξ, z)

∂ξ
> 0.

If not, save the information that ξ < 1.

B. if a risky share of 0 was optimal in the previous iter-
ation, check whether this is still true. This is the case
if

∂Ṽ (ŝ, ξ, z)

∂ξ
< 0.

If not, save the information that ξ > 0.

C. if in the previous iteration neither ξ = 0 nor ξ = 1

was optimal, use the secant method (combined with
the information from i. and ii.) to find ξ such that

∂Ṽ (ŝ, ξ, z)

∂ξ
= 0.

For the secant method two starting points are
needed. As the first point use the previous iter-
ation’s optimal risky share. The second point is
found by moving slightly to the left or right of the
first point (depending on the sign of ∂Ṽ (ŝ,ξ,z)

∂ξ ).
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ii. optimal consumption ĉ by solving

ĉ−ψ = δ
[
Ṽ (ŝ, ξ, z)

] γ−ψ
1−ψ

× E
[
e−γ(w

′−w)V̂ (â′, z′)ψ−γ ĉ′(â′, z′)−ψ(Rf + ξRe′)
]

With this at hand we can compute the value function as

V̂ =

{
(1− δ)ĉ1−ψ + δ

[
E
[
e(w

′−w)(1−γ)V̂ ′(â′, z′)1−γ
]] 1−ψ

1−γ
} 1

1−ψ

and cash-on-hand as

â = ĉ+ ŝ+ F̂ f

Note that for computing cash-on-hand the budget con-
straint for participation and non-participation differ wrt.
to the participation costs. Due to the discrete choice of
whether to participate or not, computation of consump-
tion, value and cash-on-hand has to be done separately
assuming using the optimal risky share computed in (i)
and assuming non-participation.

(b) Interpolate the value function and the policy functions for
consumption and the risky share (separately for participa-
tion and non-participation) over cash-on-hand. By compar-
ing value functions over the cash-on-hand grid we obtain at
which part of the grid the agent is participating. We connect
value functions and policy functions over the cash-on-hand
grid at an ϵ environment around the participation threshold.

3. Convergence is declared when the absolute change in the optimal
risky share and the relative change of optimal consumption poli-
cies are both smaller than a pre-specified tolerance at every grid
point.
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Changes when ψ = 1. The value function satisfies:

V̂ (â, z) = max
{ĉ,ŝ,ξ}

{
ĉ1−δ

[
E
[
e(w

′−w)(1−γ)V̂ (â′, z′)1−γ
]] δ

1−γ
}

Ṽ (ŝ, ξ, z) =
[
E
[
e(w

′−w)(1−γ)V̂ (â′, z′)1−γ
]] δ

1−γ

The first order condition with respect to the risky share is:

0 =
∂Ṽ (ŝ, ξ, z)

∂ξ
= ĉ1−δ

δ

1− γ

[
Ṽ (ŝ, ξ, z)

] γ−1+δ
δ

× E
[
(1− γ)e(w

′−w)(1−γ)V̂ (â′, z′)−γ
∂V̂ (â′, z′)

∂â′
dâ′

dξ

]
0 =E

[
e−γ(w

′−w)V̂ (â′, z′)−γ
∂V̂ (â′, z′)

∂â′
Re′
]
,

where for the last equation we used that Ṽ (ŝ, ξ, z) ̸= 0. The first order
condition for the consumption/saving decision reads:

(1− δ)ĉ−δṼ (ŝ, ξ, z) = ĉ1−δ
∂Ṽ (ŝ, ξ, z)

∂ŝ

(1− δ)ĉ−1Ṽ (ŝ, ξ, z) =
δ

1− γ

[
Ṽ (ŝ, ξ, z)

] γ−1+δ
δ

× E
[
(1− γ)e(w

′−w)(1−γ)V̂ (â′, z′)−γ
∂V̂ (â′, z′)

∂â′
dâ′

dŝ

]
(1− δ)ĉ−1 = δ

[
Ṽ (ŝ, ξ, z)

] γ−1
δ

× E
[
e−γ(w

′−w)V̂ (â′, z′)−γ
∂V̂ (â′, z′)

∂â′
(Rf + ξRe′)

]
and the envelope condition is:

∂V̂ (â, z)

∂â
= (1− δ)ĉ−δṼ (ŝ, ξ, z)

dĉ

dâ
+ ĉ1−δ

[∂Ṽ (ŝ, ξ, z)

∂ŝ

dŝ

dâ
+
∂Ṽ (ŝ, ξ, z)

∂ξ

dξ

dâ

]
∂V̂ (â, z)

∂â
= (1− δ)ĉ−δṼ (ŝ, ξ, z)
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After simplifying the two first order conditions read:

0 =E
[
e−γ(w

′−w)V̂ (â′, z′)1−γ ĉ′(â′, z′)−1Re′
]

(3.B.3)

ĉ−1 = δ
[
Ṽ (ŝ, ξ, z)

] γ−1
δ E

[
e−γ(w

′−w)V̂ (â′, z′)1−γ ĉ′(â′, z′)−1(Rf + ξRe′)
]

(3.B.4)

Interpolation. The solution procedure outlined below will very of-
ten require to evaluate the value function and the consumption pol-
icy at points off the grid. As explained above, we do not discretize the
persistent component of idiosyncratic income, which implies that we
need to interpolate these functions not only at points off the cash-on-
hand grid, but also off the grid of persistent income. In other words, we
need a 2-dimensional interpolation procedure over the (a, z) grid. This
is achieved by 2-dimensional linear interpolation.

Computing expectations. In order to solve the model, it is necessary
to compute expectations of some non trivial functions. In the most gen-
eral case, we need to compute expectations with respect the shocks r1,
r2, ϕ, ε, ν and η.28 To do that, we proceed as follows: (i) for all the pos-
sible combinations of grid values of these variables, we compute the
value of the function (ii) we multiply it by the probability of that partic-
ular combination of values (iii) once we have done this for all the possi-
ble combinations we sum up all the function values obtained. Note that
except for transitions in the preference state, the grid values and prob-
abilities of the other shocks coincide with Gaussian quadrature nodes
and weights, which enables us to compute expectations very accurately.
Finally, remember that the distributions of r1 is conditional on the real-
ization or not of a stock market crash and, similarly, those of ε and ν on
the realization of a tail event or not. This is taken into account simply

28Cases in which we do not need to take expectations with respect to one or more of
these variables can be handled by the same procedure outlined here with straightfor-
ward modifications.
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by scaling the probability of the discretized conditional distributions of
these variables by the probability of these events.

Simulation and stationary distributions. In this model the unique
aggregate state is the distribution of agents across individual states
which are characterized by the triple (θi,t, zi,t, ai,t). As described before,
values of all these states are approximated by a finite grid, therefore in
the numerical setting the distribution object can be described as a vector
of lengthNt·Nz·Na containing the probability weights corresponding to
each individual state. To simulate the economy we need to compute the
transition probabilities of moving from one individual state to another,
which naturally depend on the actual value of the aggregate shocks.
Therefore to examine the dynamic properties of the distribution and
to characterize the quasi steady state distribution we need to construct
transition matrices corresponding to all values of the aggregate shocks
we want to simulate and then aggregate them into a quasi steady state
transition matrix.

Conditional transition matrices Taken a realization of the aggre-
gate shocks (r1, r2, ϕ) given for each individual state we can compute
future cash-on-hand and future persistent income corresponding to
each realization of idiosyncratic shocks, where these are simulated
from the grids described above. Since in the generic case the simulated
cash-on-hand and z values do not fall on grid point, the conditional
probability weight corresponding to each simulated (a, z) pair is
distributed between the neighboring 4 (or on edges of the grid 2)
points proportionally to their relative distance. To avoid extrapolation
errors, z is truncated between −zmax and zmax. From the transition
probabilities of moving from one individual state to another we can
build up the transition matrices conditional on any realisation of the
aggregate shocks.
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Unconditional transition matrix To obtain a steady state distribu-
tion we need an “average transition matrix”. One way of defining one
would be taking the conditional transition matrix corresponding to the
average values of all aggregate shocks. However, a steady state com-
puted from such a matrix would miss all the consequences of cyclical
movements in moments of idiosyncratic shocks, central to our analysis.
Therefore we compute our steady state matrix as a weighted average
of the conditional transition matrices corresponding to shock values
used in the policy iteration, where weights are the probabilities that
the given combination of shocks takes place. Hence all entries in the
steady state matrix are the true unconditional transition probabilities
of moving from one individual state to another (before knowing the
shock values).

Steady state distribution The steady state is found by iteration,
i.e., multiplying an arbitrary vector with the unconditional transition
matrix until convergence. Note that the aggregate state object is a distri-
bution over preference type, persistent income and cash-on-hand. Us-
ing the optimal saving policy function, we can compute steady state
distribution over preference type, persistent income and end-of-period
assets, which is what we refer to as wealth distribution.

3.C Distribution of total return

Denote the pdf of a normal distribution with mean µ and variance σ2

with fN(µ,σ2) and the pdfs of r1, r2 and η with fr1 , fr2 and fη. Since the
latter three random variables are independent, we can write the joint
pdf of (r1, r2, η) as:

f(r1,r2,η)(r1, r2, η) =fr1(r1)fr2(r2)fη(η) =

=prfN(µ
r
,σ2
r1)
fN(0,σ2

r2)
fN(−ζ2σ2

r/2,ζ
2σ2
r)
+

+ (1− pr)fN(µr,σ
2
r1)
fN(0,σ2

r2)
fN(−ζ2σ2

r/2,ζ
2σ2
r)
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where σ2r = σ2r1 +prµ
2
r
+(1−pr)µ2r−µ2r+σ2r2 and µr = prµr+(1−pr)µr.

By properties of normal distirbutions, it follows that r1+ r2+ η follows
a mixed normal distribution with pdf:

f(r1+r2+η)(r) = prfN(µ
r
−ζ2σ2

r/2,σ
2
r1+σ

2
r2+ζ

2σ2
r)
(r)

+ (1− pr)fN(µr−ζ2σ2
r/2,σ

2
r1+σ

2
r2+ζ

2σ2
r)
(r)

and total risky return Rr = exp(r1 + r2 + η) follows a corresponding
mixed log-normal distribution. Therefore:
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Assuming pr = 1 we would have:

V [Rr] = exp
(
2µr + σ2r1 + σ2r2

) (
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− 1
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) (
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)
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=
(
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exp

(
2µr + σ2r

)
σ2r

which is intuitive.

3.D Counterfactuals

In this appendix we describe how we run the counterfactual experi-
ments listed in section 3.5.

No idiosyncratic returns. To shut down idiosyncratic return shocks,
we simply set ζ(θi,t) = 0 for all i and t.

No skewness in labor income and return.

Stock market crashes. To eliminate stock market crashes, the dis-
tribution of r1 should be non-skewed while retaining its mean and vari-
ance from the benchmark specification with no preference heterogene-
ity. This is done by setting:

r1,t
i.i.d.∼ N

(
µr, σ̃

2
r1

)
where µr = prµr + (1− pr)µr and σ̃2r1 = σ2r1 + prµ

2
r
+ (1− pr)µ

2
r − µ2r .

Connection between wages and returns. Shutting down the con-
nection between wages and returns implies that equation (2.6) should
be replaced with:

wt = g + wt−1 + λrwµr + ϕt
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Skewness in idiosyncratic shocks. To turn off the skewness of
idiosyncratic shocks, the distributions of ε and ν and should be re-
placed by non-skewed distributions having identical first and second
moments as in the benchmark parametrization with no preference het-
erogeneity. Therefore:

εi,t
i.i.d.∼ N

(
0, σ2ε

)
νi,t

i.i.d.∼ N
(
0, σ2ν

)
where
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2
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2
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Sammanfattning

Den här avhandlingen består av tre fristående uppsatser. Samtliga
kombinerar användningen av mikro- och makrodata och kvantita-
tiva modeller för att studera hur aktörer balanserar sin utsatthet för
inkomstrisk när de står inför idiosynkratiska och aggregerade chocker.

Det första kapitlet “Effekterna på inkomsterna skiljer sig beroende på
konjunkturläget” (Business cycle asymmetry of earnings pass-through) anal-
yserar hur endogena inkomstrisker uppstår ur den optimala fördelnin-
gen av riskdelning mellan arbetstagare och företag.

Medan förståelsen för hur mycket företag försäkrar sina arbet-
stagare mot lönefluktuationer är en fråga som existerat länge inom
nationalekonomi, studerar denna artikel denna fråga ur en ny in-
fallsvinkel genom att studera hur företags förmåga att göra detta
varierar över konjunkturcykeln. Eftersom arbetsmarknads- och finan-
siella friktioner är bindande på olika sätt i hög- och lågkonjunkturer
finns det skäl att misstänka att överföringen av chockerna till arbetsta-
garnas inkomster kan variera med de aggregerade chockerna.

Genom att använda svenska administrativa data dokumenterar
jag att effekterna av idiosynkratiska företagschocker på arbetsta-
garnas inkomster faktiskt är asymmetriska över konjunkturcykeln.
Företagen försäkrar arbetstagarna mot negativa chocker i perioder av
icke-lågkonjunkturer men de gör detta i mycket mindre utsträckning
vid konjunkturnedgångar. Positiva chocker, å andra sidan, delas
speciellt med anställda om de är avsevärda, och detta gäller oavsett
samhällsekonomins tillstånd.
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Jag visar vidare att dessa empiriska mönster kan förklaras med en
riktad sökmodell av arbetsmarknaden med jobbsökande av de som
redan har ett jobb, riskaverta arbetstagare och företagens åtaganden.
Nyckelelementet i modellen är den avvägning som företagen står inför
när de väljer villkoren för anställningsförhållandet med sina arbetsta-
gare. Å ena sidan, att försäkra riskaverta arbetstagare mot lönefluktu-
ationer gör det möjligt att undvika att betala den volatilitetsriskpremie
som impliceras av urholkningen i nyttofunktionen. Å andra sidan, att
göra detta gör det inte möjligt att justera arbetstagarnas arbetsincita-
ment i enlighet med företagens önskan att upprätthålla matchningen
eller inte.

Utöver att matcha de asymmetrier i inkomsteffekterna som vi fun-
nit i data, ger modellen en ny förklaring till konjunkturcykeltrenderna
i inkomstrisk som dokumenterats nyligen i den empiriska litteraturen.
Mer i detalj, eftersom effekterna av negativa chocker i genomsnitt är
högre i konjunkturnedgångar och effekterna av positiva chocker är
acykliska, visar den modellgenererade fördelningen av löneökningen
en procyklisk skevhet. Slutligen värderar jag välfärdskostnaderna av
konjunkturcykler och finner att de är avsevärda inom detta ramverk.

Det andra kapitlet, “Att härleda inkomstegenskaper utifrån portföljval”
(Inferring income properties from portfolio choices), visar att endogena
inkomstrisker till följd av aktörers portföljval ger information om
arbetsinkomstprocessens verkliga karaktär.

Även om den litteratur som försöker förstå inkomstprocessens
karaktär är omfattande så har två huvudsakliga hypoteser uppstått:
enligt den ena är inkomstchocker mycket beständiga och aktörerna
har liknande livscykelprofiler – begränsade inkomstprofiler (restricted
income profiles RIP); enligt den andra är inkomstschocker inte särskilt
beständiga och livscykelprofilerna är individspecifika – heterogena
inkomstprofiler (heterogeneous income profiles HIP).

I denna uppsats studerar jag huruvida aktörers portföljval in-
nehåller relevant information för att bedöma vilket av de två synsätten
som har mest stöd i data. Huvudidén är att eftersom olika typer av
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inkomstrisk innebär olika portföljallokeringsbeslut, kan forskaren
sluta sig till inkomstprocessens karaktär genom att titta på det senare.

Efter att ha tagit den cykliska skevheten i beaktande i framtagandet
av chockernas beständighet för HIP och RIP finner jag att profilerna
för medianen av och variansen i konsumtionen över livscykeln liknar
varandra mycket och sålunda inte har en stark identifikationskraft.

Emellertid så innebär HIP och RIP olika genomsnittliga livscykel-
profiler för deltagande på aktiemarknaden och villkorlig riskandel.
Till följd av effekten av cyklisk skevhet på risken med humankapital
så innebär HIP-processen mycket mindre heterogenitet i deltagande-
graderna mellan människor med olika genomsnittliga inkomstgrader
och ett s k fjärilsmönster (butterfly pattern) för den villkorliga riskan-
delen. Det senare innebär att aktörer med högre genomsnittliga
tillväxttakter har en lägre villkorlig riskandel vid tidig ålder jämfört
med individer med lågtillväxttakt och de kommer ikapp vid ungefär
fyrtio års ålder när ordningen på detta mönster är omvänd.

När jag jämför de modellgenererade profilerna och deras empiriska
motsvarigheter genom att använda svenska administrativa data finner
jag att det senare ger aningen starkare stöd för RIP-hypotesen.

I det tredje kapitlet “Heterogenitet i preferenser och portföljval över
förmögenhetsfördelningen” (Preference heterogeneity and portfolio choices
over the wealth distribution), tillsammans med Markus Kondziella
och Zoltán Rácz, visar vi att endogen inkomstrisk till följd av
preferensheterogenitet mellan individer bidrar till att förklara inkom-
stojämlikhet.

Utgångspunkten i uppsatsen är att två frågor kvarstår som
obesvarade inom hushålls- och makroekonomi, nämligen att förklara
individers portföljval respektive höga inkomstojämlikhet. Vi visar att
en sammanlänkning av de två litteraturerna kan underlätta att båda
frågorna hanteras samtidigt.

Specifikt lägger vi till endogent portföljval till den vanliga
inkompletta marknadsmodellen, en avkastningsprocess som inte är
normalfördelad, cyklisk skevhet i chocker i arbetsinkomst, Epstein-
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Zin preferenser och preferensheterogenitet inklusive heterogenitet
i individers tidspreferensgrad, riskaversion och förmåga till eller
benägenhet för portföljdiversifiering.

När vi beräknar de modellparametrar som styr heterogeniteten i
preferenser för att matcha den ökade riskandelen, deltagandegraden
och andelen idiosynkratisk avkastningsrisk över förmögenhetsfördel-
ningen dokumenterad i data, finner vi att för att få en bra förklar-
ingskraft så måste samhället befolkas av två typer av aktörer: en
som uppvisar en högre riskaversion och otålighet och den andra
karaktäriserad av lägre värden på samma parametrar. I själva verket,
då aktörer av den senare typen endogent slutligen hamnar högst upp
i fördelningen, kan modellen fånga den positiva korrelationen mellan
förmögenhet och riskandel som man funnit empiriskt och i sin tur
skapar inkomstojämlikhet i toppen.

När vi studerar resultaten i vår riktmärkesspecifikation med kon-
trafaktiska samhällen där vi stänger ner olika komponenter en i taget
finner vi att modellen alltid förlorar betydligt i förklaringskraft.
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