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ABSTRACT

Context: Design smell detection is considered an efficient activity that decreases maintainability expenses and
improves software quality. Human context plays an essential role in this domain.

Objective: In this paper, we propose a search-based approach to optimize the selection of human evaluators
for design smell detection.

Method: For this purpose, Dragonfly Algorithm (DA) is employed to identify the optimal or near-optimal
human evaluator’s profiles. An online survey is designed and asks the evaluators to evaluate a sample of
classes for the presence of god class design smell. The Kappa-Fleiss test has been used to validate the proposed
approach.

Results: The results show that the dragonfly optimization algorithm can be utilized effectively to decrease the
efforts (time, cost ) of design smell detection concerning the identification of the number and the optimal or
near-optimal profile of human experts required for the evaluation process.

Conclusions: A Search-based approach can be effectively used for improving a god-class design smell

detection. Consequently, this leads to minimizing the maintenance cost.

1. Introduction

In recent decades, software systems have grown widely in size, func-
tionality, and complexity. Consequently, maintaining software quality
is one of the essential issues that has taken the attention of software en-
gineers and industries. Maintaining quality requires continuous actions
to identify and detect the weak parts in design and implementation.
In the literature, these parts are called Design Smell [1]. The design
smell does not lead to compilation or runtime errors [1] but negatively
affects the software quality [2,3].

Design smell detection is a fundamental activity that assists in
improving software quality [3-6]. Several approaches, methods, and
techniques have been suggested for design smells detection that ranged
from manual inspection [7-12] to fully-automated, such as metric-
based [13-18], rule-based [19-21], and machine learning [22-26].
Number of approaches have been developed into detection tools, such
as iPlasma [15], DECOR [17], and JDeodorant [27]. The existing
tools can analyze software projects developed in various languages and
detects a wide range of design smells in the source code or design.

Despite the accuracy of proposed approaches and detection tools,
there exists a low degree of agreement on their detection results [28—
32]. The different lists of detected design smells are considered a
massive challenge for software developers concerning maintainability
due to the variety and negative influence on the software systems [3,
33-35]. Therefore, it should be analyzed to determine the true positive
design smells that threaten the software quality. To improve the level
of agreement on design smell detection between automatic evaluators,
several studies addressed the role of human subjectivity and how it
can contribute in this context [7-12]. The result of studies has shown
an agreement on design smell detection between a group of human
evaluators, who have specific profiles concerning experience, working
background, and role in the software projects team. They conclude that
human subjectivity is a substantial factor.

The work presented in this paper considers human context, confirm-
ing what has been concluded by previous studies on this subject, as a
significant aspect for practitioners of software engineering to have in
the software industry, which leads to reducing future technical debts
and maintenance costs. Therefore, the opinions of human evaluators
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should be considered during the development of design smell detection
techniques and the software development cycle in general. In this
context, authors of [36-40] have shown that they can use search-
based techniques effectively to improve the activity of design smells
detection in software systems. For this purpose, we focus on optimizing
the selection of human evaluators for design smell detection using
search-based approaches. The proposed approach utilizes the Dragonfly
(DA) heuristic optimization technique to determine the optimal or near-
optimal human evaluator’s profile. For this purpose, we have designed
an online questionnaire that asks human evaluators to validate the
presence of god class design smell in a set of classes of an open-source
project. The sample has been previously detected as a god class by
a group of detection tools [32,41]. The Kappa-Fleiss test is used to
evaluate the results.
The main contribution of this work is summarized as follows:

Exploiting of human evaluators profile-based identification using
Dragonfly algorithm.

Formalizing the selection of human evaluators for design-smell
detection as an optimization problem.

An empirical assessment for the degree of agreement between the
selected human evaluations by the proposed approach and the
survey outcomes.

Providing a replication package that involves all necessary infor-
mation for study replication [42].

As for the remainder of this paper, Section 2 presents related works
focused on search-based approaches and the human context concerning
design smell detection. Next, Section 3 discusses the problem statement
concerning design smell, target system, problem formulation, optimiza-
tion algorithm, and the designed survey. Then, Section 4 describes the
proposed methodology. Afterwards, Section 5 analyzes and discusses
the results. Finally, Section 7 presents our conclusions and future work.

2. Related work

In this section, we addressed related works focused on search-based
methods for design-smell detection and the role of human context in
smell detection activity.

The author of [36] used genetic programming to identify refactor-
ing opportunities related to design antipatterns through the example
approach. Their study analyzed a sample of design smell examples
extracted from well-known systems and utilized this information to
extract detection rules. Also, in [37], a heuristic approach using a
cooperative Parallel Evolutionary Algorithm (P-EA) is used to detect
eight web service antipatterns. The technique used genetic program-
ming to obtain the detection rules from a set of examples of web service
antipatterns using coupling and other types of metrics. The experi-
ment was executed using eight antipatterns (god object, Fine-grained,
Chatty, Data, Ambiguous, Redundant PortTypes, CRUDy Interface, and
Maybe It is Not RPC). The results showed that the proposed approach
effective in web service antipattern detection with high precision and
recall values. In [38], a novel approach to detect design smells using
evolutionary data mining has been proposed. Heuristics algorithms are
used with the change history of software to extract the association rules
to identify design smells. The study used five projects and three design
smells (Duplicated Code, Divergent Change, and Shotgun Surgery). The
approach was compared with DECOR, JDeodorant, and SonarQube. The
finding showed that the approach achieved high precision and recall.
Next, [39] employed a Euclidean distance-based Genetic Algorithm
and Particle Swarm Optimization (EGAPSO) for design smell detection.
The idea of their work is based on determining the proper threshold
value and defining the detection rule using EGAPSO. The proposed
approach was validated using two software systems and five design
smells (The Blob, Data class, Feature Envy, Functional Decomposi-
tion, and Spaghetti Code). After comparing the EGAPSO with other
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approaches, such as GA, DECOR, and MOGP, the outcome showed
it is effective. Finally, in [40], a novel search-based approach has
been proposed to detect design smell. The authors used the Whale
Optimization Algorithm (WOA) to find the optimal detection rules for
design smells in medium and large sizes software. The experiments
are carried out on five software systems to detect nine types of smells
(Feature Envy, Data class, Lazy class, Long Parameter List, The Blob,
Long Method, Spaghetti Code, Functional Decomposition, and Parallel
Inheritance). The results demonstrate high precision and recall values.

On the other hand, several works addressed the role of human
context in smell detection activity. In [7], human evaluators were asked
in two different experiments about the existence of three design smells
(Feature Envy, Long Parameter List, Long Method) and if those smells
should be corrected. The number of participants in both experiments
was 46 and 36, respectively, in which most of the evaluators were mas-
ter’s degree students. The results have shown a high agreement between
evaluators in the case of Long Method and Long Parameter List detec-
tion. In contrast, a low agreement about Feature Envy and if the design
smell will be refactored. Also, [8] experimented with asking evaluators
about the existence of 23 design smells in various artifacts developed
in a small software development company. Three developers evaluated
each module on average. The number of developers who participated
in the experiment was 18. The results show that the leader developers
detected structural design smells while the regular developers detected
duplicate and dead code smells. The authors conclude that subjectivity
played a role in the evaluation process. Next, [9] conducted a study
involving six developers in maintaining two software systems, taking
into account the opinion of two external evaluators before and through
the maintainability process. The results have shown an agreement be-
tween developers and evaluators regarding substantial factors affecting
software maintainability. Furthermore, they found a partial correlation
between these factors and the detection of some types of design smell.
In [10], a survey was designed to explore the significance of design
smells from the point of view of software developers. If they do not
care, do the reasons concerned with the unawareness of developers,
the irrelevance of the design smell concepts, or the lack of appropriate
detection tools? To this end, 85 professional developers participated in
the survey. The results show that 32% of developers had never heard
of design smell or similar terms. 22% answered that they heard or read
about them, but they did not know what it meant. 21% see the concept
but do not apply it. Only 18% understand the topic and apply it in their
work. Moreover, only two developers have used the detection tools. The
authors concluded the need for training, and awareness, in addition
to the appropriate tools with desirable features. Another study carried
out by [11] involved a group of 34 participants, including master’s
students (15), open-source developers (10), and developers who work
in software industries (9). The study was performed to determine to
what extent developers look to the design smells as design problems
that should be solved and which are the most harmful. They concluded
that there is a misuse or misunderstanding of object-oriented design
principles. In [12,43], the authors performed a survey to identify the
agreement between human evaluators on the presence of two types of
design smells. A group of 92 persons of different profiles participated
in the survey. The results have shown an evaluator profile that leads
to better detection agreements. Furthermore, the profile indicates a
better matching between the experienced developers in the size and
complexity concepts while a better coincidence on the principles of
object-oriented design between little experience developers. Therefore,
they concluded more need for training on design smells. In addition, it
is necessary to consider the opinion of human evaluators in review-
ing the code written by others and confirm the results of detection
tools. Next, in [44], they addressed how the developers discuss and
perceive the design smells (code smells and antipatterns), the correction
procedures to deal with smells, and the technical limitation faced by
developers when working with smells. Finally, the authors conducted
a large-scale study in three stack exchange sites in which more than
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4000 posts were analyzed quantitatively and qualitatively. The findings
show that most developers focused on hot groups of smells, such as god
class, data class, duplicated code, and spaghetti code detected in Java,
C#, and JavaScript. Moreover, there is a gap between the researchers
and developers concerning the design smell detection, which makes the
questions open in this context. Also, the effectiveness of design smell
detection collaboratively versus individual is studied in [45]. To this
end, a controlled experiment that included 34 developers and five team
leaders of software projects has been conducted based on a specific
scenario. The chosen developers with different experiences, beginners
and professionals. The results show that collaborative smell detection
has more precision compared with individuals, and this approach is
strongly recommended by software project leaders to detect design
smells. After that, in [46], analyzed the code smell co-occurrence
removal influence on internal quality factors from the human context
perspective. A study by 14 developers was conducted over three months
on five closed-source software systems to analyze the refactoring oper-
ations during the removal of 60 cases of code smell co-occurrences.
From the developer’s perspective, the findings show that correction
of the code smell pair (Dispersed Coupling-God Class) enhancement
some internal quality factors. Also, the refactoring operations on code
smell co-occurrences are considered a challenge because of the problem
of understanding the source code and the complexity of refactoring
operations. Moreover, the developer’s worried about identifying and
refactoring the true positive code smells. In parallel, the authors of [47]
employed the code reviews technique to detect code smell empirically.
A set of keywords have been identified to mine code smells from the dis-
cussions of the source code review of 2 OpenStack systems. The results
indicate code review method is not standard in code smell detection,
and the reviewers assist developers by providing some recommenda-
tions to apply the refactoring. They conclude that developers should
follow good practices in object-oriented programming to reduce the
occurrence of code smells. Also, the code review method is trustworthy
to developers.

Throughout the literature, a conclusion can be made on how sub-
jectivity factors of human context in design smell detection play a
vital role in detecting various types of code smells. The extensive
discussions made by (references number [7-12,43-47]) provide that
subjectivity factors have different implications on how the evaluators
perform and to what smell they can detect in the evaluation process.
For instance, [8,12,43] indicate to what extent can the experience,
especially on Object-Oriented (00), provides significant guidance on
programming practices. Those studies show that evaluators with high
experience were able to detect smell according to the size and com-
plexity of classes, whereas those with low experience have focused on
OO0 standards and good practices, i.e. code duplicate and long methods.
The need is, accordingly, for a selection mechanism of competent
evaluators to perform design smell detection. This is a hard problem,
given the large number of human subjectivity features to consider,
which requires incorporating human context to optimize the evaluator’s
selection. From what can be seen in the literature is the lack of
proposing the selection of design smell evaluators as an optimization
problem. Most of the previous works focused on using search-based
techniques to generate design smell detection rules without taking into
account the essential role of human context, as well as refactoring
systems. In this sense, we need to discover whether employing a search-
based optimization algorithm is beneficial for reducing the number of
evaluators involved in the evaluation process for the sake of reduc-
ing the evaluation time and cost. The proposed approach, therefore,
combines search-based techniques with human context for design smell
detection.

3. Problem statement
3.1. Design smell selection

According to the systematic mapping study of [3], more than 600
design smells have been detected either in the source code or the design

Information and Software Technology 155 (2023) 107120

of software systems. From the software engineering community’s point
of view, these smells vary in their negative influence and degree of
importance. The scope of this study focused on the god class design
smell, which is one of the most design smell types that have taken
the attention of the community [3,12,41,43,48-50] due to the negative
characteristics that affect different quality factors, particularly main-
tainability, stability, and complexity [2,3]. God class is a class that
has more functionality and responsibilities, involves many methods,
and has a large size (thousands of number lines of code). Therefore,
it tends to be more complex. In some cases, god class maintenance
activity can become difficult. The reasons return to the nature of the
god class definition, where various responsibilities are centralized in
one software module that can be intersected in their source code [49].
In addition, the maintenance process might be costly and needs more
effort that exceeds the assigned budget. Mainly when the maintenance
is time-consuming due to the size of the task and their implementation
includes error-prone [51,52]. Other concepts are used in the literature
to describe the god class, such as Large class and The Blob according to
Fowler [53], and Brown definition [2] respectively. Most of the existing
detection tools have focused on god class detection along with other
types of smells due to the nature of smell that has taken the attention of
developers more than other types. Different techniques and strategies
have been used for smell detection in these tools, such as clustering
algorithms, rule-based, and metric-based strategies. In this experiment,
we selected a set of five detection tools which are the most cited and
used in this context according to [3] and include DECOR, Together,
iPlasma, JDeodorant, and PMD. For example, iPlasma and PMD use the
exact mechanism defined by [53], but the threshold values differ. In
addition, the defined strategy uses three metrics combined in one rule
to detect god class. The defined metrics include Weighted Methods per
Class (WMCQ), Access to Foreign Data (ATFD), and Tight Class Cohesion
(TCC). The detection rule is as follows:

WMC<= WMC_VERY_HIGH && ATFD > FEW_ATFD && TCC < TCC_VERY_LOW

In PMD, the threshold values were (WMC <= 47, ATFD > 5, TCC
< 1/3) while in iPlasma were (WMC <= 20, ATFD > 4, TCC < 1/3).
Borland Together uses a group of metrics from [54], and [55] where the
threshold values are not published due to the tool being commercial.
DECOR is a collection of rules (metrics, semantic, structural and asso-
ciation). The metrics obtained from [56] were Number of Attributes
Declared (NAD), Number of Methods Declared (NMD), and Lack of
Cohesion of Methods (LCOMS5). At the same time, JDeodorant uses
the agglomerative clustering technique to obtain clusters of features
(properties and methods) for each class to detect the “extract class”
refactoring possibilities.

3.2. Target system

To conduct the study, we selected the GanttProject version 2.0.10,
a well-known software system in the design smell detection context.
GanttProject is application software used for scheduling and managing
projects. It is an open-source system implemented in Java, belongs to
the medium-large category, has a long maintenance history, and is
licensed as free software. The source code of GanttProject is available
on the web in different repositories, such as GitHub and SourceForge,
and can be freely downloaded.! Table 1 shows the full details of the
project.

3.3. Problem formulation
Our problem can be represented as searching for the least number

of evaluators competent to perform the evaluation job in a short
time from a set of available ones. The set of available evaluators is

L http://ganttproject.biz.
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Table 1

Characteristics of GanttProject version 2.0.10.
# Package # class # Method # Line of code
52 621 5047 66,540

represented as E = {e|,e,, ..., e,} of size n. In addition, the competency
characteristics we consider while searching for the best fit evaluator(s)
incorporate five characteristics from the evaluator’s profile. These char-
acteristics are the role (s)he plays during software development, to
which software domain his/her expertise is on, programming languages
(s)he is an evaluator with, Object-Oriented Programming experience,
and code smell detection experience.

There are different studies that each has shown the importance of
one or some of these characteristics to be considered as in [8,10-12,43].
We can think of it as in software testing and verification; a third party
is sometimes required to cover up aspects that developers could not do,
so evaluators have to have the knowledge and expertise on the job they
are about to do that is acquired by their working time. Here, we con-
sider characteristics of which they play a certain perspective according
to the working experience. For instance, an evaluator would give much
attention to some qualities that could affect the software according to
his/her development role perspective. Same as a designer who would
give much attention to details where aspects of user interfaces may be
affected. Therefore, each e in E provides a set of values associated with
these five competency characteristics.

However, these characteristics are divided into two subsets based
on how they will be used in the search process. In our problem, one
part of the search process requires matching between the competencies
needed for the software under investigation represented by .S and what
E has to offer. The second part incorporates measuring the evaluator’s
productivity and finding those capable of completing the evaluation job
in a short time.

The first subset, represented as set C', includes the characteristics
we need to match with the details of S. Here, both software domain
D and programming language(s) P are considered, where S is rep-
resented as S = {Sp,Sp} and C! as C! = {ep,ep}. Rather using a
constrained optimization, we relax the selection criterion and provide a
penalty pen that shows the fitness for an e to be selected. pen is designed
to cumulatively hold each mismatch for each selected e for each domain
and programming language characteristics between S and C!. There-
fore, the cumulative value of pen will contribute on the final estimate
of the evaluation time span. If e holds the competencies required for
S, then no penalty will be associated. Otherwise, a penalty will be
included for those whose characteristics do not match. Accordingly, the
matching process between e and .S is formed by the following steps.

First, we compare whether the evaluator would possess the com-
petency of domain expertise according to .S. This is depicted by the
following Eq. (1):

1y —
penpleyy =4 & 1L eAC= 5 &
I Ife(Ch#s,

In the above Eq. (1), we can see that a value of 0, representing no
penalty, will be associated with evaluator y if the domain characteristic
in ey(Cll) matches the one in S,. In case of no match for this character-
istic between S| and CI‘, a value of 1 will be added to this evaluator as
a penalty. Moreover, programming languages expertise of the evaluator
will be compared with what S is developed by. The following Eq. (2)
represents this part of the process.

1y —
penple,) = 0, If ey(Czl) =5, @
1, Ifel(C)#S,

By Eq. (2), a penalty will be associated to evaluator y if the program-
ming languages characteristic in ey(Czl) does not match the one in S,.
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Noteworthy that an evaluator may have more than one programming
language in his/her experiences. Consequently, CZ1 may fold a subset
representing these languages. Consequently, the overall penalties iden-
tified for evaluator e, for these two types can be represented as the
following Eq. (3).

pen(e,) = penp(e,) + penp(e,) 3

It can be seen by Eq. (3) that the pen of evaluator e, may be summed
up with a value of 0 as a highly fitted one, 1 for penalizing for one
characteristic mismatch, or 2 for no matching for both characteristics.

In addition to the matching criterion, we need to measure how well
the selected evaluators will perform their evaluation job in terms of
productivity. The second subset, represented by C2, incorporates the
characteristics from which we believe the level of improvement in the
evaluator productivity can be identified. These characteristics are the
role, OOP and code smell detection experiences. The representation
of OOP and code smell detection experiences can be either by the
value of 1 for a senior, 2 for a junior, or 3 for a fresh. The role,
on the other hand, can be represented by the value of 1 as (pro-
fessor/lecturer/instructor), 2 for developer, 3 for tester, 4 for system
architect, 5 for designer/software engineer, 6 for system administrator,
and 7 for related CS student. Therefore, the lower the value of these
representations of role, OOP, and code smell detection experiences, the
higher the experience is.

Two assumptions are forming the identification of productivity
improvement. First, the more experience that e has on each productivity
characteristic, the more progress his/her productivity will be. More-
over, we assume that when the representation of characteristics in C?
provides a high level of experience, then the productivity of e to that
characteristic is equal to 1, which means that this evaluator has a 100
percent productivity on that characteristic. By these two assumptions,
we need to reach the best subset of E, whose productivity is improved
by their experiences.

On the contrary, productivity can also be reduced or weakened
when the value associated with the characteristic is low. For instance,
when an e has the value of 3 for code smell detection, then his/her
productivity for this characteristic should be reduced by a percentage
to represent a fresh evaluator. For this reason, given the limited range
of values representing the evaluator’s characteristics, such as from 1 to
3or from 1 to 7, the improvement can be formed by a logarithmic func-
tion. This function will consider the amount of reduction that should be
made on productivity by the level of experience on each characteristic
using the log of base 10. The improvement of productivity imp for each
e can, accordingly, be measured by the following Eq. (4):

3
imp(e,) =Y (1—log e,(C2)) @
a=1

It can be seen by Eq. (4) above that imp of e, is the cumulative sum
of productivity values for the three characteristics. The productivity
improvement is the resulting value of subtracting the percentage of
reduction based on the values associated with each characteristic from
1. In this representation, a fully experienced e can be three times more
productive than others when his/her level of experience in the three
characteristics is high.

3.4. Dragonfly optimization algorithm

According to the social interaction behaviors of dragonflies in na-
ture, Mirjalili et al. developed the (DA) Algorithm in 2016 [57]. There-
fore, the algorithm is a nature-inspired technique with three main
processes to follow. One of these processes mimics the navigation
of dragonflies between different locations. The second process goes
further into the way of searching for food. Finally, the third process
imitates the dragonflies’ behavior when it needs to bypass enemies.
Moreover, they consider in their proposal the movement of dragonflies
in a swarm to be, for their similarity, the exploration and exploitation
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Initialize the dragonflies population X; (i = 1, 2, ..., n)
Initialize step vectors AX; (i =1, 2, ..., n)
while the end condition is not satisfied
Calculate the objective values of all dragonflies
Update the food source and enemy
Update w, s, a, ¢, f, and e
Calculate S, A, C, F, and E using Egs. (3.1) to (3.5)
Update neighbouring radius
if a dragonfly has at least one neighbouring dragonfly
Update velocity vector using Eq. (3.6)
Update position vector using Eq. (3.7)
else
Update position vector using Eq. (3.8)
end if
Check and correct the new positions based on the
boundaries of variables
end while

Fig. 1. Pseudo code of the DA algorithm [57].

of meta-heuristics as the main phases for optimization. Thus it is clas-
sified as a swarm intelligence (SI) based technique. These movements,
however, are recognized by [57] as static behavior (exploration) for
sub-swarms movement and dynamic behavior (exploitation) for larger
swarm movement. These two phases allow for expanding the search
in the solution space. Furthermore, this algorithm models three primi-
tive swarm principles: individual separation, alignment, and cohesion.
These behaviors are intended to be factors that aid in the updating of
individuals’ positions in swarms.

Fig. 1 depicts the algorithm’s search process. As seen in the figure,
the algorithm will generate initial random solutions representing the
dragonfly population. One of the algorithm’s parameters, named search
agents, manages the population size. The second step involves two
additional parameters of the algorithm to represent the dragonflies’
movement and direction: the lower and upper boundaries. The algo-
rithm will initialize random step vectors in the second step by these
two parameters. However, each step vector’s calculation depends on
five swarming factors to balance the exploration and exploitation.
These factors are separation, alignment, cohesion, food position, and
an enemy position.

In each iteration, the position updating process is repeated. It
involves updating the values of swarming factors and measuring
the fitness of all dragonflies according to the objective function. This
process is repeated until the end criterion is satisfied. The maximum
number of iteration parameters determines the end criterion. Moreover,
the dimensions parameter, which represents the number of features in
the data, specifies the number of dragonflies. The algorithm incorpo-
rates a flight mechanism for a random walk named levy to improve
stochastic positioning. This flight mechanism allows for more search
space exploration when there are no neighboring solutions. The reader
can find more information at [57].

Solution Representation:

The solution structure to this problem is represented by a vector
named E*, which has the same size as E. The representation for each
selected element e* in E* is binary, having the value of 1 for those
chosen and 0 otherwise. For n evaluators, the solution representation
is demonstrated by the Fig. 2.
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e; €3 €3 e
Ee= 12 | o | 2| .. | o |

Fig. 2. Solution representation.

In Fig. 2, it can be seen that only evaluator ¢} and ¢} are selected.
These evaluators are selected according to the search-based algorithm
stochastic processes described in Section 3.4. The size of the formed
team by E* is, therefore, dynamic. Accordingly, the resulting evaluator
team will stochastically be formed by this vector and then need to be
assessed by the fitness function. The fitness function will help, by its
outcome value, in deciding whether to accept the solution according to
the selected evaluators or not.

Fitness Function:

Our fitness function is a cost function, and it incorporates two steps.
Now, for each selected ¢* in E*, forming the evaluation team, the
first step is to measure their suitability to perform the evaluation job
according to the description of S. This can be done by matching the
competencies for every selected e* in E* with the description of S using
Egs. (1), (2), and (3). By these equations, we relax the constraints and
provide a penalty in case of a mismatch. Consequently, we will either
have the value of pen > 1 by Eq. (3) to penalize the outcome of the
fitness function for each mismatch or O for a fitted team.

Moreover, we need to estimate how productive the formed team
by E* is to finish the evaluation job as early as possible. Productivity
characteristics for each selected e* in E* are, therefore, used by the
second step, which incorporates Eq. (4). By Eq. (4), the improvement
of productivity for all selected e¢* in E* can be measured, and in
accordance with the size of .S, the estimate of the evaluation time span
eT can be provided. However, as those two aspects of productivity and
size will work well when we have a fully fitted team, we might have,
on the other hand, a resulted team by the optimizer that consists of
one or more mismatched e* to S. Consequently, the value of pen will
also be considered to penalize ¢T for any mismatch. This mismatch
is illustrated when pen > 1, which should add an extra time to eT

estimate. This T estimate is depicted by the following Eq. (5):

sizeg s (1+ X" pen(e,) * e*)
oT = s ,, Zo_l .0 o (5)
2oy imp(e,) * ek

It can be seen in Eq. (5) above that the evaluation time span eT is
calculated as the product of the size of .S, in terms of lines of code, by
the overall penalty pen of the selected evaluators in E*. The resulting
value is divided by the cumulative production of the selected evaluators
in E*. This type of time estimate is similar to the ones used for resource
allocation with consideration to the resource attributes, which are used
in many incarnations and discussed by [58-60]. When the team formed
by E* is fully fitted to .S, then the cumulative pen value will be equal
to 0 and eT can be as the size of .S over productivity. Otherwise, we
will end up, for example, by a twice or thrice value of eT. Across
the different stochastically created permutations by the optimizer, we
depend now on eT to find the minimal estimated eT that represents the
optimal or near-optimal solution.

3.5. Survey questionnaire

As mentioned above, DA is a population algorithm that searches
in a population until the optimal solution is found. For this purpose,
to construct the population (in our case, the human evaluators), we
designed a web-based survey that asks the evaluators to detect the
god class design smell in a sample of classes of the target project
GanttProject. The selected sample has been detected as god class using
the chosen group of detection tools. The designed survey consists of
two parts. The first part includes a group of questions that make up the
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evaluator profile. The set of questions focused on different subjective
factors, such as background related to working activities (the role in the
development team), the degree of experience in reviewing and writing
object-oriented code, and their knowledge of design smell. The experi-
ence factor is classified into three categories: fresh (zero years), junior
(1 to 3 years), and senior (more than three years). On the other hand,
the second part involves a set of classes to be analyzed by the human
evaluators if it is considered a god class or includes other smell types.
For each class, we included a link that assists the evaluator in showing
the source code online. Also, we had a link that indicates the god class
definition if the evaluator requires more information. Finally, to reach
the most significant number of evaluators with different profiles, we
published the designed survey on software companies and software
repositories, such as GitHub and SourceForge, LinkedIn, ResearchGate,
and forums interested in object-oriented and software refactoring. The
survey is available on the replication package [42].

4. Methodology

This section focused on explaining the methodology we follow using
the DA algorithm to determine the optimal or near-optimal human
evaluators to detect the god class design smell. As can be seen in
Fig. 3, the methodology involves two main stages: data preparation and
searching for an optimal or near-optimal evaluator profile(s).

Stage 1: Dataset Preparation. Several tools have been proposed for
design smell detection. Some tools are designed to be open-source or
commercial and work as standalone or plugins. In this work, the source
code of the target system was analyzed using the set mentioned in
Section 3.1 All tools are available and standard in god class detection.
Therefore, it is normal in this context to detect different lists of god
classes based on each tool. For this purpose, we merged the whole
lists into one list and discarded the duplicated inputs (same god class
detected by more than one tool). Afterwards, we assign a weight that
ranges from 5 to 1 for each class in the merged list based on the
set of tools that detected the god class. For example, class X in rank
number one, if detected by the five tools, class Y in rank number two, if
detected by the four tools, and so on, until rank number five. However,
as manual validation is time-consuming, it is essential. Therefore, we
decided to select a random sample of five god classes from the set
that were detected by all tools as a god class (weight of class equal
to 5) to be evaluated by the human experts in the survey. We adopted
the random sample criterion in order to reduce the influence of any
potential factor on the results and confirm the high internal validity of
the study. Also, selecting the second criterion (weight of class equal to
5) to ensure that the candidate classes selected for manual validation
are the true-positive god classes according to the automatic detection.

As mentioned in Section 3.5, each evaluator was asked to fill in
some information about his profile and evaluate the set of classes if it
is considered a god class or not god class. To perform the optimization
process, the dataset requires a specific format. For this purpose, each
evaluator in the dataset is represented by a row that includes the
following information: reviewing OO code, writing OO code, dealing
with design smells, software domain, programming languages, the role
in the development team, and the result of god class detection.

Stage 2: Searching for an optimal or near-optimal evaluator pro-
file.

To select the fitted evaluators, the DA is employed, as shown in
Fig. 3. The number of initial evaluators will be created, and then used as
input values to the stochastic operations in the DA to find the required
profiles as follows: According to the number of lines of code of the
software system, the number of evaluators is identified by the DA; for
instance, the decision-maker will associate different numbers of evalu-
ators for different ranges of the number of lines of code, such as from
1000 to 4000 lines of code a group of 2 evaluators is required. Based on
this value, DA will look at each evaluators profile to match those most
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Fig. 3. Proposed approach.

fitted to the required aspects of the software system. The process of
approximating for the most fitted evaluators will look at each evaluator
in the development role, software development domain, programming
languages, experience, and time availability, which should match the
details of the software system under investigation. Therefore, the DA
will provide at the end a list of those who are suitable for evaluating
the software system.

5. Result and discussion
5.1. God class detection

A set of 167 god classes have been detected using detection tools in
the target system after discarding the repetitions (merged list). Table 2
shows the number of detected god classes using each tool. For example,
JDeodorant detected the highest number of god classes (117), while
the lowest was 17 using Together, and this result is expected due to is
the only commercial tool. The difference in detection results denotes
the low degree of agreement between them if they exist. On the other
hand, Table 3 shows the list of god classes detected by the five tools,
in which only 6% (10 out of 167) of the whole list. From this list, only
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Fig. 4. Distribution of respondents (#,%) over working activities.

Table 2 Table 4
God class detection results per tool. DA parameter settings.
Tool iPlasma JDeodorant Together Decor PMD DA Parameter Value
# God class 28 117 17 70 36 Number of iterations 500
No of features 54
No of Agents (population size) 100
Table 3
List of god class detected using the whole number of tools.
# Class name
1 ganttproject.chart .ChartModel allow the determination of preciseness and accuracy, the approach was
2 ganttproject.GanttGraphicArea executed 100 times. To this aim, both mean and standard deviation
3 ganttproject.GanttGraphicArea.Ta values are used, by which stability of the solution to the objective
; gan:?”-?“: .ganzzgptl_onts: function can be determined too. Moreover, the system used to test our
ganttproject.GanttProjec . ® - .
6 ganttproject .CanttResourcePa approach combln.es .Inte.l Corel i5-9400 CPU w1t.h 8 GB RAM me.mory.
7 ganttproject.GanttTree2 The adopted optimization settings for the experiments are motivated
8 ganttproject.GanttTreeTable by [57] and represented in the Table 4:
9 ganttproject.gui.options.CSVS It can be seen in Table 4 that the number of iterations by which
10 ganttproject.ResourceTreeTab

five classes were chosen randomly and included in the survey to be
evaluated by human experts.

5.2. Survey analysis

Descriptive Analysis: According to the designed survey, the total
number of respondents was 54 who knew java programming language.
In addition, the respondents classified the five classes as having god
classes or not. Figs. 4 and 5 show the number and percentage of
respondents over the working activities, types, and levels of experience,
respectively.

As can be seen in Fig. 4, we can classify the respondents into two
groups academic and industry, and we did not find any response that
indicates that the evaluator came from both categories. The academic
includes the categories of professor, teacher, instructor, and student
with a total number of 24 respondents in which the highest number was
from the category of professor, teacher, instructor. On the other hand,
the industry group involves the categories: of programmer, Software
Engineer, Software Architect, Quality Consultant, and system admin,
where the total number of respondents was 30. Fig. 5 presents the
distribution of numbers and percentage of respondents based on their
levels of experience regarding the ability to review object-oriented
code(top left), write object-oriented code (top right), and their knowl-
edge of design smells (bottom center). Most of the respondents were
from the junior level (1 to 3 years of experience) in all types of
experiences.

5.3. Optimization approach

Experiment Settings: The experiments on our approach are performed
using MATLAB R2018a based on the code presented by [57]. To

the optimizer stops searching for new solutions is 500. This value is
justified by [57] to perform similarly to the evolutionary algorithms.
The number of features is set to 54 according to the data used for
experimentations with 54 evaluators’ profiles. In addition, the number
of search agents or population size used on our problem is 100, as
advised by [57,60]. This value represents the initial solutions from
which the algorithm will stochastically search for the most fitted ones.

Experiment Results:

To capture the performance of our approach, three outcomes as-
sociated with the solution provided on each run are recorded. These
outcomes are the computation time consumed by the algorithm to
give each solution, the evaluators selected by the algorithm, and the
estimated evaluation time span according to the chosen evaluators’
productivity. A glimpse of how the algorithm performed in finding an
optimal or near-optimal solution for 100 runs in terms of computation
time is provided in Fig. 6.

It can be seen in Fig. 6 that the algorithm initially took 18 s to
find an optimal or near-optimal solution. Later, the computation time
started to stabilize between 15.5 to 16 s. This is due to the nature of
heuristic algorithms in which the approximation process moves further
on searching for a global optimum. For a problem that consists of 54
evaluators, the computation time on average took a reasonable 15.65 s
with a standard deviation of 0.26 to search for the most fitted ones.

However, it is worth investigating whether, at the expense of this
computation time, the algorithm will provide precise and accurate
solutions or not. Therefore, two criteria are used to capture the ac-
curacy and preciseness of solutions. First, it is essential to see how
many instances the algorithm has provided with the least estimated
evaluation time span across 100 runs. In addition, if the values of
these instances are precise, they are very close to each other. Secondly,
if those evaluators selected by the algorithm according to the fitness
function have the most productivity needed.
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These two criteria are correlated in that the least estimated time by
the objective function requires involving all evaluators with the highest
productivity. At the same time, the evaluators profiles should match
the domain and programming languages the evaluators needed for the
project. To see whether the algorithm has provided accurate and precise
solutions, results of the objective function for 100 runs in terms of
estimated evaluation time span are provided in Fig. 7:

Fig. 7 demonstrates how the algorithm is capable of providing,
in many instances, the least estimated evaluation time span with an
average of 146.45 min for 100 runs. Moreover, we can see from Fig. 7
that only two points representing two estimates have higher values than
the rest. Yet, the second-highest point in the figure above illustrates
two different solutions. These two solutions provided an estimated
evaluation time span of 150.15 min, and the highest provided an
estimate of 151.64 min. From this, we can say that only 3% of solutions
failed to provide an optimal or near-optimal solution. In contrast, a high

percentage of the preciseness of the approach is reached with 97% of
solutions that have the exact estimate of 146.32 min.

Now, we need to see how productive the selected evaluators by the
algorithm for these solutions are to reach the least estimated evaluation
time span. For 100 runs, we can argue that each solution consists of
a set of competent evaluators who can perform the evaluation job
in a short time span. Nonetheless, we should remember that across
the evaluators’ profiles, some have a domain, role, and programming
language competencies that can support their evaluation task according
to the project description and do not match the competencies required
for the project.

According to the outcomes of the sets that represent the selected
evaluators in the solutions, we found that these solutions mainly consist
of 31 evaluators out of 54, and only 3 of those that provide higher
estimate values, as Fig. 7 depicts, incorporate 30 evaluators. On the
one hand, this represents why these three solutions have a higher
estimate, with only 30 evaluators selected. Therefore, choosing one
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more evaluator can reduce the time by almost 5 min. For a closer look
at the chosen evaluators, we provide in the Fig. 8 the frequency of how
many times each evaluator has been selected across 100 runs:

It can be seen in Fig. 8 that 23 evaluators, who are represented by
the lower set of yellow dots, have never been selected by any of the
solutions. The reason behind this is due to the mismatching of their
domain competency with what is required for the project. On the
other hand, the upper set of dots consists of 31 evaluators, which the
algorithm incorporates to provide the solutions. This set involves the
academic (16 evaluators) and the industry (15 evaluators) sectors. The
profile characteristics of those evaluators regarding experience levels in
reviewing and writing object-oriented code and experience with code
smell are shown in Fig. 9. Most of the evaluators have junior levels.
This distribution might reflect the real situation of the available expe-
riences of human working activities in this sector. However, evaluators
numbers 4 and 28, represented in Fig. 8 by red dots, have been selected
99 and 98 times over 100. Evaluator number 4, for example, has been
excluded in run number 54, whereas evaluator number 28 has been
excluded in runs 13 and 39. Here we will find that these three runs are
those in which the higher estimates are provided as in Fig. 7.

What can be observed is the percentage of agreement of those
selected 31 evaluators on detecting god class for the five classes sub-
jects of investigation. Given their level of experience shown in Fig. 9,
however, 58% of those evaluators were capable of detecting the first
class as a God class. Moreover, 55% among those evaluators have
answered the second class as a god class. Then gradually, 61%, 84%,
and 100% of those evaluators have stated that god class is detected
for the third, fourth, and fifth classes, respectively. These percentages
indicate an improvement in the degree of agreement among those
evaluators selected by the DA algorithm on detecting god classes. In
addition, similarities have been exposed between the profiles of the
selected evaluators that may contribute to reducing technical debt and
future maintenance costs. Moreover, there have been some responses

Table 5

Kappa-Fleiss interpretation.
Kappa-Fleiss value Interpretation
0.01 < Kappa < 0.20 Slight
0.21 < Kappa < 0.40 Fair
0.41 < Kappa < 0.60 Moderate
0.61 < Kappa < 0.80 Substantial
0.81 < Kappa < 1.00 Perfect

that incorporated details of god classes, as to some extent, they detected
in addition to god class, a partial feature envy, long methods, and code
duplication. Noteworthy is that with respect to the overall answers from
the 54 evaluators, there have been some responses that identified other
types or lacked the identification of a smell to those five classes. Many
of those are neglected in the optimized selection by the DA. This can
be counted as an improvement toward the minimization of the number
of evaluators in the evaluation process.

5.4. Analyzing of agreement between human evaluators

To validate the proposed approach, the Kappa-Fleiss test [61] in
R language has been used for computing the degree of agreement
between human experts. Kappa results range from 0 to 1, in which if
the value is 1, the degree of agreement is perfect. Table 5 shows the
interpretation of kappa values.

The degree of agreement among the whole human evaluators (54
respondents) who participated in the survey obtained a kappa value
of (0.11). According to Table 5, the kappa value interpretation shows a
slight agreement between evaluators. On the other hand, After optimiz-
ing the selection of human evaluators using the dragonfly algorithm,
only 31 evaluators were selected. As a result, the kappa value is (0.10),
which shows a slight agreement between human evaluators on god class
detection.
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Even though the kappa value of (0.10) for the optimized number
of evaluators is less than the one before the optimization with (0.11),
both values are very close, with a difference only with (0.01). The
obtained findings correspond to the results of previous works regarding
the degree of agreement between human evaluators on design smell de-
tection, especially the god class. Consequently, our proposed approach
minimizes the maintainability efforts regarding the number of qualified
human evaluators involved in god class design smell detection. More-
over, it sheds light on the required time for chosen evaluators by the
optimized approach to detect the god class over the selected sample of
classes.

6. Threats to validity

Construct validity The main threat to construct validity is the
selection of only one design smell “god class” to conduct the study.
To overcome this threat, we focused on choosing the design smell
that took the attention of the research community. In the literature,
god class is the most design smell according to [3]. Also, god class is
one of the smells which are common among detection tools. Another
threat concerns the group of tools used to detect the god class. A
wide set of detection tools in the literature. We overcome this issue by
putting rigorous constraints to select the tools, such as analyzing Java
source code, common in god class detection, and having high detection
precision. External validity The significant threat to external validity
comes from the nature of the target software analyzed. The software
was open-source and implemented in Java. However, to manage this
threat, we selected the software system “GanttChart” which is one
of the most known systems in the design smell detection context.
Especially, the selected version (2.0.10) according to [3]. Therefore, we
can generalize the results to open-source software systems written in
Java. Also, this generalization is limited because of the selected nature
of the design smell and the set of tools used to detect it. Internal
validity The evaluators reliability is the main threat to internal validity
due to the survey is published online. Thus, we have not controlled
the survey. We designed the survey in such a way as to decrease the
amount of time required to evaluate all the selected classes without
boring them. Conclusion validity related to all points that influence
extracting the right conclusion, such as the dataset collection, detection
tools, and human evaluators. All these points have been explained in
the stages of the study.

7. Conclusion
Design smell detection is one activity contributing to improving soft-

ware quality. Several approaches have been proposed for this purpose.
Unfortunately, the human context has not been exploited efficiently

10

in domain development. The selection of suitable and qualified hu-
man evaluators to perform the design smell detection is a complex
problem, given the limitation of resources, variation of development
roles and skill availability. This paper introduced an empirical and
search-based approach to tackle this problem. A comparison is also
presented to provide evidence of whether the degree of agreement is
reached between the proposed approach and what the empirical study
has provided. By the obtained results, both the empirical study and
optimized method have provided relatively similar outcomes. Despite
these outcomes showing poor agreement on god class detection, the
proposed approach displays the capability of search-based algorithms
to minimize the time and effort of design smell detection by selecting
the most suitable human evaluators to perform the job. Considering the
proportional relationship between time span and cost of design smell
detection, the cost in return will be decreased. As per the proposition
in this work, the results are not fully generalizable. However, the
findings are encouraging for the capability of search-based algorithms
to minimize the time and effort of design smell detection by choosing
the required human evaluator profile, regardless of the type of design
smell we aim to find.

In the future, we plan to extend this study further to establish
a relevance mapping between different programming languages that
can be converted into weighting scores for the selection of evaluators.
This should empirically be performed, having evaluators from different
domains or their expertise are in different programming languages to
observe their effects on the selection process. This will be done by per-
forming many experiments according to the mappings to show how the
selection of evaluators can be impacted by these factors. To extend this
study further and to improve the results, we also will replicate the work
by including other subjective factors, such as region, and programming
language, involving more design smells, and increasing the sample of
classes for evaluation by human experts. Moreover, we plan to employ
different search-based algorithms to allow for suitability and capacity
comparison in solving the selection of human evaluator-based design
smell detection.
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