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ABSTRACT
Speech technologies are increasing in popularity by offering new in-
teraction modalities for their users. Despite the prevalence of these
devices, and the rapid improvement of the underlying technology,
how we actually interact with these devices has remained wrapped
up in the metaphors of command and control based around the
problematic reproduction of the role of butler, maid, or personal
assistant. In this paper we explore the issues around focusing our
development and research on making a ‘better’ subordinate, and
point to some opportunities to replace and refresh the status quo.
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1 INTRODUCTION
The number of references to Hal from Stanley Kubrick’s 1968 film
2001: A Space Odyssey or the M3-B9 G.U.N.T.E.R robot from the
1960’s CBS series Lost in Space sprinkled through the publications
and presentations on CUIs show that there is a highly compelling
popular-culture vision of how systems can be spoken to, and their
agency. Yet those designing interaction should note that the be-
haviours of such fictional conversational user interfaces are defined
by them being a protagonist in an ongoing fictional plot. In taking
inspiration from such pop-culture tropes, we must also carefully
examine what not to take, and adding technical protagonists to
our already complex lives – even in the limited sense of how CUIs
interact now – must be reasoned and deliberate if it is done at all.
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We propose that the “retro-tech” [44] default of relying on exam-
ples of digital servants, maids and butlers, to situate interaction
puts us firmly in the camp of those who, as Robertson put it, “ad-
vanced technology in the service of traditionalism” – specifically
perpetuating ethnocentrism, paternalism, and sexism.

In this provocation paper we first give a brief overview how such
interaction is viewed in the literature, discuss some issues with the
current metaphors used in agent based interaction, and suggest
different social roles that could be explored in the development of
understandable and communicative metaphors of interaction

2 BACKGROUND
While there is a large body of work related to conversational user
interfaces. From processing and preparing the incoming audio
[19, 22, 52] transcribing what was the user said [17, 62], to un-
derstanding what the user meant [19] all have the goal of allow-
ing users to speak naturally and fluently to a system in multiple
complex contexts of use. From this point there is development fo-
cused on deciding what action the system should take as a result
[1, 23, 24, 41, 60, 61], what exactly the spoken response should be
[10, 26, 27, 31, 45, 48, 57], and how that response should sound
[10, 14, 32, 46, 56, 66].

Taking these together there is somework that looks at the overall
interaction with such devices, be that in public areas [20, 40] or in
social [6] or home settings [4]. What is even less evident is going
beyond using the metaphor of an subservient conversationalist as
a way to piggyback on human social conventions to help users
understand how they should interact with such a system.

3 ROLE BASED CUIS
There are many ways to interact with computer systems using
your voice. In this paper we are not concerned with interaction
paradigms which revolve around verbalising commands without
the expectation of (much of) a vocal response, or those which
monitor how, when, and what people say for language training [11,
29, 35], speech therapy [3, 12, 13, 18, 36, 39], or medial assessment
[38, 62] purposes. What we are focusing on here is interaction
where an agent is used as an intermediary between the user and
the system they wish to interact with, and the social role that agent
is mimicking. We do not question the potential scientific or social
value in research on agents able to converse, emote, or elicit emotion.
Rather, we want to examine the use of these roles in designing an
interaction metaphor in a system where the goal of the interaction
is to turn on lights or find restaurants. We want to ask: What is
the benefit of basing the intermediary agent’s interaction on this
particular role for the user and the system?
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We are also not making the argument that agents should be es-
chewed in preference for direct manipulation or non-skeuomorphic
CUIs. Not only are there many examples of interaction where the
strengths of the agent architecture can be used in combination with
the strengths of the systems with which it interacts, but as visual
interfaces show the move away from skeuomorphism can be slow
and in many cases contains echoes of the skeuomorphic metaphors
that were once relied on.

Agent interactions give the possibility to employ various tech-
niques observed and defined in Conversation Analysis, using the
agent to some extent to take the place of a human interlocutor in
ongoing interactions – interrupting or waiting its turn, addressing
particular speakers, or keeping up with conversational context. Yet,
for these agent interactions to work, an agent must be provided
with some sort of behavioural dialogue, actions, and reactions. In
this, we see an area where change is necessary – even by those who
may see these role-based agents as mere stepping-stones towards
non-skeuomorphic CUIs, as these behaviours could potentially echo
through CUIs as long as the floppy disc icon echos through GUIs.

3.1 Leaving the Butler Behind
An understandable metaphor helps users frame, remember, and
anticipate interactions and can define a field. In HCI the metaphor
of the desktop, with files, folders, and a wastebasket, has endured
for half a century since being introduced by Alen Kay in Xerox,
ahead of the MOAD [15]. While there has been a continual push
in HCI to move beyond the desktop [25, 37], the legacy of the file
folder, inbox, and outbox on the top of a desk persist. The currently
most pervasivemetaphor in agent-based CUI is of ordering around a
subordinate, a deracialized servant figure [42] in the form of a maid,
butler, or smart wife [55]. They are an instantly and continuously
available when called for and invisible when not, and the majority
of the tasks they are able to – or designed to – undertake are
traditionally viewed as “housework” taking on roles of domestic
workers—who have historically been human women of colour, who
were the “invisible absorbers” of the “physical and affective ‘dirt’
of a home” [47] However, as a research field, we must reflect upon
whether this is the metaphor that we want to employ going forward.

The metaphor has, at its root, the problematic human-human
relationship of the domestic servant and the ‘master’ – one which
persists across the globe and perpetuates differentiation by race,
gender, and class [7, 49]. Yet even as a global metaphor, there are
stark differences in the understanding of the role of, and relation-
ship with, a domestic servant between cultures [54, 65]. In compar-
ison to the knowledge workers’ desk, relatively well standardised
through globalisation of standards and available resources [64], this
metaphor may not even hold up to the imperfect understanding of
the desktop by users [43].

In question is also the impact of taking such a fraught and com-
plex human-human relationship and necessarily distilling it to the
point where it can be simulated. While the anthropological work on
the relationships between servants and families shows a great deal
of complexity – especially around the relationship to those needing
care, such as children [53] and the elderly [8] – the introduction
of anthropomorphic virtual agents which can be insulted without
recourse and to which polite requests are often less successful than

rude ones [6] has caused concern for parents [58]. The abstract
understanding that Alexa or Siri are not ‘real’ is complex, and the
expressed worry that this might be training children to interact
with others in the same rude, blunt manner prompted both news-
paper articles [9] and updates to systems to, if turned on by the
parents, admonish insults and ask for politeness [5].

Where spoken language is used to interact with the system
without a servant dialogue, some examples we see take a less an-
thropomorphic approach to the interaction – as Balentine [2] put
it, trying to develop a good machine rather than a bad person.
The badly personified agent sits between the user and the system,
which does not align with the goal of user interfaces being as sim-
ple and as natural as possible [59], or that of ‘bringing computing
machines effectively into the processes of thinking that must go on
in “real-time,” time that moves too fast to permit using computers
in conventional ways’ [30]. This begs the question, if in CUI we
don’t want another 40 years of bad butlers and pedantic personal
assistants, what can we do about it?

3.2 Future Directions for CUI Research
One reflex in the face of this may be to attempt to replace the
perceived role of the CUI with another one, or even to remove it
entirely.

In opening the space for a larger variety of roles to be performed
by CUIs there are a number of steps that we can take. One angle is
to design CUIs in such a way that there is less of a need to rely on
the expectations that the standard roles provide. Shneiderman pro-
poses that we “appreciating the differences between human-human
interaction and human-computer interaction” to better understand
the cognitive processes surrounding human “acoustic memory” and
processing [51]. This could give interface designers the tools be
able to integrate speech with more interactions and guide users
to successful outcomes without such roles being leaned upon so
heavily.

Exploring the expectations of how spoken conversation should
work, outside of today’s CUIs, can provide a vast range of roles and
metaphors that can be drawn on for inspiration [28]. Drawing from
conversation analysis, beyond methods for investigating how peo-
ple use and interact with of CUIs [21, 33], can allow us to apply the
formal knowledge of human conversation within turn-taking sys-
tems, sequence organisation and repair strategies. Moving towards
a multi-turn speech system would provide more opportunity for
a dialogue based interaction that shifts from the command-based
approach, opening more opportunities for enacting different roles.
This analysis of the rhythms and rules of conversational situations
[16], in combination with sociology [34], can also provide opportu-
nities for future work to explore the role of both user and speech
agent, and bringing the human-centred approach when designing
interaction with speech agents. Interaction can be designed to dy-
namically adapt to the user, cope with changing user behaviours,
and improving the underlying models used to understand the user’s
intent and guide there action as it does so [50]. In this way, roles
can be fluid – as they are in human-human interaction – within
bounds that can be clearly set and controlled by both designers and
end users.
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Or one could attempt to remove the problematic role perfor-
mances from CUIs altogether. However, as noted by Strengers and
Kennedy it is best to start from the position “that ‘neutrality’ is not
possible, and queering is difficult, when the very purpose of that
robot is to replicate and replace feminized labors.” [55] although this
does suppose that the CUI will always be an ‘other.’ With advances
in speech production technology providing ever more realistic and
computationally tractable options to mimic the voices of others
[63] we have the opportunity to generate CUIs that quickly and
accurately mirror the prosody and lexical character of the person
they are interacting with – and with a little lowering of the pitch it
could even match the voice we hear in our heads. While this may
sound slightly disconcerting, having something that sounds – and
to some extent acts – like your own internal monologue providing
reminders or acknowledging commands could provide us the op-
portunity to explore from another angle the conversation around
gender, class, and ethnicity in CUI design.
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