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Abstract

In this study, experiments and simulations were conducted to investigate ice and snow.
The ice sintering force as a function of temperature, pressing force (contact load), contact
duration, and particle size during the primary stage of sintering was formulated using
experimental methods along with an approximate, semi-analytic, close-form solution. It
was shown that the ice sintering force increases nearly linear with increasing external
pressing force but best approximated as a power law for dependency on both contact
duration and particle size. Moreover, the exponent of the power law for size dependence
is around the value predicted by general sintering theory. The temperature dependence of
the sintering force is highly nonlinear and follows the Arrhenius equation. It was observed
that at temperatures closer to the melting point, a liquid bridge is observed upon the
separation of the contacted ice particles. The ratio of ultimate tensile strength of ice
to the axial stress concentration factor in tension is found as an important factor in
determining the sintering force, and a value of nearly 1.1 MPa was estimated to best catch
the sintering force of ice in different conditions. From the temperature dependency, the
activation energy is calculated to be around 41.4 kJ/mol, which is close to the previously
reported value. Also, the results for the sintering force suggest that smaller particles are
“stickier” than larger particles. Moreover, cavitation and surface cracking is observed
during the formation of the ice particles and these can be one of the sources for the
variations observed in the measured ice sintering force values.

The presence of a capillary bridge in contact between an ice particle and a "smooth"
(or rough) Aluminum surface at relative humidity around 50% and temperatures below
the melting point was experimentally demonstrated. Experiments were conducted under
controlled temperature conditions and the mechanical instability of the bridge upon
separation of the ice particle from the Aluminum surface with a constant speed was
considered. It was observed that a liquid bridge with a more pronounced volume at
temperatures near the melting point is formed. It was showen that the separation distance
is proportional to the cube root of the volume of the bridge. The volume of the liquid
bridge is used to estimate the thickness of the liquid layer on the ice particle and the
estimated value was shown to be within the range reported in the literature. The thickness
of the liquid layer decreases from nearly 56 nm at -1.7◦C to 0.2 nm at -12.7◦C. The
dependence can be approximated with a power law, proportional to (TM − T )−β, where
β < 2.6. We further observe that for a rough surface, the capillary bridge formation in
the considered experimental conditions vanishes.

v
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The Discrete Element Method (DEM) was employed to simulate the filling behavior of
dry snow. Snow as a heterogeneous, hot material which is constituted from spherical ice
particles which can form bonds. The bonding behavior of ice particles is important in
determining the macroscopic behavior of snow. The bond diameter of ice-ice contacts as
a function of time, compressive load, and strain rate is used and a DEM for dry snow was
developed and programmed in MATLAB. A beam element with implemented damage
model was used in the simulation. The simulated parameters were macroscopic angle of
repose, packing density, and surface conditions as a function of temperature and filling
rate. The DEM results were able to verify the existing published experimental data. The
simulation results showed that angle of repose of snow decreased with decreasing the
temperature, the surface became irregular due to particles rotation and re-arrangement
for lower falling speeds of particles, and density increased with depth of deposition.

Keywords: mechanics, ice, snow, sintering force, thin liquid layer, discrete element
method
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1
Introduction

1.1 Motivation

Ice and snow can cause huge burdens and associated costs to the societies. For example,
the estimated cost between October 2014 and March 2015 in 23 states in the US to plow
and treat roadways to keep traffic flowing was $1.13 billion [1]. Considering that the
plowing machines are almost always overloaded due to the lack of detailed knowledge
about snow shear strength to ensure a sustained snow removal, any decrements in the
machine load which may result in a change of machine type (as well), has the potential
to hugely reduce the costs. Despite this, our understanding of ice and snow mechanical
properties are not complete.

Part of the problem is that the behavior of ice and snow is complex with a pronounced
viscous behavior. The difficulty can be exacerbated with the volume change during the
volumetric loading which makes the material a visco-plastic one. More challenging, ice
and snow are materials which exist almost always near their melting points.

Creep and relaxation are two main characteristics of visco-elastic materials. Creep of a
material can be described as a gradual increase in the strain under the application of
a constant load or stress. Relaxation is the decay in stress response under a constant
displacement.

Ice particles stick together immediately when they are brought into contact either under
gentle or sever loading REF. There used to be different explanations for this phenomenon
but nowadays it is widely accepted that there is a liquid or quasi-liquid layer (QLL) on
the ice particle for temperatures well below the melting point and this QLL is responsible

1
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2 Chapter 1. Introduction

for this quick sticking.

In this study, we try to shed some light on the micro mechanics of ice and conduct
simulations on snow behavior. The micro mechanics of ice gives rise to the macro
mechanics of snow. We put forward the questions:

1. How do the sintering force between ice particles depend on size, temperature, time,
and external pressing load?

2. What would be the sticking behavior of ice particles to smooth and rough surfaces?
What will be the role of the liquid layer on the ice particle?

3. How can the DEM be employed to simulate macroscopic behavior of snow utilizing
a micro-mechanical model?

1.2 Literature review
Ice is the constitutive material of the dry snow. Yet, the mechanical properties of snow
are much different from that of ice because the structural arrangements of ice particles
play an important role in the overall mechanical properties of snow. Ice crystals can
have different architectures to form the snow as an open-cell cellular structure. Since
snow is a cellular structure, it is highly compressible [2, 3]. Consequently, to understand
the mechanical behavior of snow it is necessary not only to understand the mechanical
behavior of ice but the way the ice particles "engage" to form the snow.

For wet snow, water is also present along with the ice. The nature and behavior of
wet snow while significantly different of that of dry snow still widely depends on the
amount of water. The analysis of the wet snow is also more complicated since it is more
thermodynamically active than the dry snow and needs to be modeled as a multi-phase
compound [4]. Wet snow can be thought of a fluidized solid though [5] or a granular
material. The change and growth at snow crystals at different environmental conditions
is called metamorphism . The scientific definition of snow, despite its palpable nature,
might vary based on the point of view. For instance, snow might be defined as “a
fine-grained material with a high-specific surface area which is generally at or close to
its melting temperature and hence it is very active thermodynamically” [4]; or, as “a
cellular form of ice with open cells” [6]. Coherent deposited snow might be defined as
“quasi-homogeneous sintered compact of ice grains” [5]. The focus of the current study is
on the mechanics of dry snow.

In everyday life, ice is almost always exists near its melting point. A thin Quasi Liquid
Layer (QLL) is known to exist on its surface which gives rise to some exotic behaviors like
causing ice particles to stick together quickly when they are brought into contact [7–9] or
to slipperiness of ice surface when we are skiing [10]. The force required to separate ice
particles which stuck together is called the sintering force [8]. Snow behavior can be
understood better if the sintering behavior of ice is deciphered. Understanding ice sintering
also helps to get knowledge about ice friction and sliding [11] as well as phenomena like
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1.2. Literature review 3

snow avalanches [12–14]. Ice sintering studies can be helpful in other fields like planetary
sciences [15, 16], glaciology and snow ductile-brittle fracture [17], metamorphism [18],
as well as cold region engineering [16]. As mentioned, ice sintering can be related to
the presence of a liquid layer on the ice surface [8,19]. Thompson in 1850 (see detailed
description in [10]) related this ice sintering phenomenon to the pressure melting which
says that the melting point drops due to the applied external pressure as predicted by the
Clapeyron equations in thermodynamics [20]. His theory dominated the scientific society
for long but the current consensus is that the Faraday’s liquid layer freezing [21] effects is
the dominant. Michael Faraday [22] was the first to propose the idea of the presence of a
thin liquid layer on the surface of ice particles.

Faraday’s idea about the presence of a thin liquid layer on the ice surface was a source
of controversies for decades, but it is widely accepted now and has been proven by
many researchers, e.g. [8, 23]. Indeed, the breakage of the hydrogen bonds results
in a jelly layer or QLL on the ice surface at temperatures below the melting point
which makes the surface flow possible [24]. The QLL has been extensively investigated
by using different experimental methods like X-ray diffraction, X-ray absorption, or
ellipsometry [25–33]. More recently, the QLL has been studied theoretically by using
Molecular Dynamics (MD) simulation methods [24] and Monte Carlo simulations [34]. A
thorough review about the premelting of ice and the QLL on ice has been provided by
Slater and Michaelides [35].

The presence of the QLL on the ice surface has a multitude of implications and a strong
effect on the friction of ice and snow. Further, the QLL plays a crucial role in phenomena
like ice sintering [8,36] or snow metamorphism [37]. In addition, it has been suggested
that the QLL has a strong effect on the chemical concentrations behavior in snow [38].
Despite recognizing the importance of the QLL, it has been alleged that the lack of
quantitative or even qualitative observations about the QLL prohibits it to be related
to the crystallization of snow [39]. The sublimation condensation caused by the Kelvin
effect was proposed as the limiting factor for isothermal snow metamorphism [37], but
surface diffusion is also suggested as a strong candidate [40,41]. Experimentally, surface
diffusion was identified as the driving mechanism in ice sintering [40]. Surface diffusion
was also found to be the dominant mechanism in snow metamorphism under isothermal
conditions; however, for temperatures near the melting point, the sublimation deposition
is considered to be the main mechanism [41]. Fluid flow was identified as the dominant
mechanism for relative humidities higher than 62% while for relative humidities lower
than 37% the diffusion effects were more important [42].Recently, it was shown using
theoretical simulations that advective fluxes play an important role in dynamics of the
QLL and lubrication formulation was used to model it [43]. The variation and formation
of this liquid layer as a function of temperature has been studied using states of the art
numerical methods and it was explained how the disordering of the topmost ice surface
governs the slipperiness of the ice surface [44,45].

In 1954, Jensen (see page 26 in [46]) indicated experimentally as the ice becomes colder
the sintering force becomes exponentially smaller. The form of the dependence followed
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4 Chapter 1. Introduction

an Arrhenius form and has been used in ice studies to commensurate the results between
different temperatures [8, 47]. Kingery [40] measured sintering forces for ice particles
in the size range 0.1-3 mm generated in liquid oxygen or nitrogen. The particles were
brought together “lightly” and it was shown that pressure melting is not essential for the
welding of the ice particles but the surface water diffusion is. Neck radius was shown to
increase with both the time and the particle size. Moreover, the temperature dependence
was found to follow an Arrhenius equation, but the estimated activation energy is much
higher than the value commonly acknowledged today. Gubler [48] conducted a series of
measurements and obtained an ice sintering force for the initial state of sintering for time
scales between 1-500 seconds. In 2003, Fan et al. [49] experimented micrometer-sized ice
particles, which were put together gently, and measured the developed sintering force
over time. The main conclusions were that ice sintering occurs even without external
pressure, and that this sintering force increases with both time and particle size. In
another study in 2007, Szabo and Schneebeli [8] tested two ice cones under a constant
external pressure and measured the sintering force for the duration of less than a second
while keeping relative humidity around 50%. They also predicted the sintering force for
the same particle size when the external force varied from small to larger values. They
found both experimentally and analytically that ice particles stick to each other in less
than a second even when the contact load and durations are very small.

Analytically, Colbeck [50] developed a formula for the rate of bond growth based on the
assumption that the bond neck is groove-shaped and obtained a closed-form solution for
the force. However, the final formula is difficult to use since it depends on parameters
like liquid layer thickness on the surface of ice particles which are not accurately known.
A simple formulation was also developed by Szabo and Schneebeli [8]. However, their
assumptions of a constant strain-rate versus time for the initial sintering stage, ignoring
stress concentration factor for the fracture load calculation, and application of Hertzian
contact theory are questionable. Although previous studies provide much insight into ice
sintering, there are some points requiring a unified investigation. For instance, in the
work of Fan et al. [49] there was no contact force reported during the sintering, while
in the work of Szabo and Schneebeli [8] there was no particle size variation. A study
that considers all relevant variables experimentally and provides a simple and applied
theoretical framework is lacking in the literature.

In general, a capillary bridge can be formed between particles due to contamination,
adsorption, or lubrication [51] and this effect is responsible for the adhesion of small
particles. This phenomenon occurs at a relative pressure (or humidity) above 0.3 [52]
and is related in most applications to the Kelvin effect when the pore sizes are in nano
scale [53–55]. Water vapor can even condensate in the pores at temperatures below
the freezing point to form a liquid bridge. This phenomenon has been studied for the
case of hydrocarbons and related to the Kelvin effect for pore sizes in the nano meter
order [56].

Surface characteristics of the ice and the defects and dislocations are known to highly
affect the onset and characteristics of the QLL [35]. Moreover, the presence of asperities,
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1.2. Literature review 5

as for a rough surface, alters or even hinders the formation of the capillary bridge [57].
For instance, it has been indicated that rougher surfaces are more slippery due to the
suppression of the capillary adhesion [54]. [58]. The surface roughness is also thought
to have an effect on the formation and characteristics for the liquid bridge between the
grains [58]. The primary question about the QLL is about the minimum formation
temperature and about the temperature dependency of the thickness of the QLL. There
is a large discrepancy in the reported experimental results and MD simulations suffer
from shortcomings like considering simplified structures and approximate molecular
interactions [35]. Consequently, the problem of the thickness of the QLL and its onset is
still an attractive question.

The DEM is a simulation method which is mostly used to simulate particulate fluids,
granular solids or similar media. It can even be employed to model conventional solids
using bonded particles. Having said that, problems like fracture which are difficult
to model using the Finite Element Method (FEM), because of the inherent continuity
assumption, can be solved using DEM. The DEM is a computationally expensive method
since many particles must be treated separately. Dry snow is a an aggregate of ice particles
structured in a cellular form and it is this cellular form which lends snow properties
like high compressibility. The DEM is one of the tools used to simulate the behavior
of dry snow since it allows for dealing with the heterogeneous behavior of the material
and phenomenon like particle rotations which otherwise is impossible or difficult in more
conventional methods.

One of the problems that can be studied using the DEM is particle packing. Particle
packing has been the subject of interest of numerous studies [59–64]. Random Closed
Packing (RCP) is useful in characterizing amorphous solids like polymers and thick or
supercooled liquids [64] and has been of interest of many researchers since it refers to the
upper bound density achievable for mono-sized particles without introducing crystalline
arrangements [60,65]. Random Loose Packing (RLP), on the other hand, refers to a lower
possible bound when the deposition is conducted in such a way that the kinetic energy of
the particle is dissipated [60].

Young’s modulus [66] and strength [67] of granular materials are functions of their density,
and many granular materials like snow have a variable density along depth of deposition [68].
Consequently, the determination of density variations in granular materials are of interest
in determining the macroscopic strength of the deposition. The DEM is one of the methods
used in simulating granular materials with large number of particles [69–78]. The DEM
is also widely used in simulations related to snow mechanics [79, 80]. One of the most
important steps in DEM is how to generate the initial arrangement of particles to properly
mimic the physics. Particles can be generated either collectively or sequentially in DEM.
In one collective approach, particles are generated to occupy a space and minimize gaps
via mathematical algorithms [61,64,81]. In this context, algorithms were also proposed
for non-spherical particles [82]. In another collective approach, particles might also be
loosely juxtaposed in a container and further pushed via a moving surface to form a dense
packing [62]. In a similar collective approach, particles are generated randomly such
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6 Chapter 1. Introduction

that they have a large overlap that later is reduced via relaxation [63] or evolution [59]
methods. In the sequential approach, particles are thrown into a container under the
application of gravity or reduced gravity [60] from a hopper or feeder. The sequential
approach was adopted in this investigation. The achievable density during sequential
deposition can be affected by factors like fall speed, inter-particle frictions, and adhesion
forces like Van der Waals forces [60, 65, 83]. The effects of fluid forces like Stokes force or
Buoyancy on the RLP of the granular materials have also been investigated [60, 65].

For the latter, fluid properties, and long-range forces like hydrodynamic forces play an
important role [84]. Even for spherical particles with the same mass density but different
materials, the experimental packing density is different because of the different contact
properties of the different materials [60]. It has been demonstrated via DEM simulations
that introducing friction and adhesion decreases the RLP density [85]. DEM simulations
have further shown that by changing the ratio of hard-viscous to soft particles ratio the
overall behavior of the granular media can jump from a fluid to a solid like behavior [83].
Conclusively, a dozen of parameters affects the RLP density. Gundlach et al. [86] used
sequential filling to fill micrometer-sized ice particles and the packing behavior was studied
experimentally for ice particles .

In the case of ice and snow, similar to other granular materials, natural parameters
including fall velocity, and bond strength, along with the stickiness affect the density
during natural RLP. Further, temperature is always involved since it affects the Young’s
modulus, bond growth, and bonds strength. For mono-sized rounded particles a hexagonal
lattice arrangement achieves the highest possible density. However, in nature, particles
have in general different sizes, and a spread in size distribution affects packing density
strongly [81,87]. Moreover, most particles, including snow, are naturally non-spherical;
therefore, it is desired to simulate irregular particles in DEM. Generally, two avenues are
paved to treat irregular particles in DEM; one is based on ellipsoids or some polygons and
the other route uses agglomerates of bonded spheres/disks. For instance, snow particles
can take a plethora of shapes [88], which can be modeled by including bonds between
particles [79, 80]. If the second approach is chosen, bond modeling is required. To model
bonded or cohesive granular materials, traditionally a compact spring model has been
used [75, 89–94]. Despite its wide application, the bending-shear coupling is neglected in
most cases. A more sophisticated approach is to employ beam Finite Elements (FE) to
represent the bonds [70,83].

1.3 Thesis layout
The motivation and literature review is covered in the current chapter (Chapter 1). The
experimental and simulation methods are discussed in Chapter 2. Selected results of the
experiments and simulation are presented in Chapter 3. Finally, a summary of the work
and future work is discussed in Chapter 4. The papers related to this work is attached to
the end of this thesis. The papers published in connection to this thesis are attached to
the thesis in the end. That is the road chosen in this thesis.
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2
Methods

Two sets of experiments were conducted on the ice particles. In the first set of experiments,
the objective was to quantify the dependence of the sintering force to different parameters
including temperature, time, pressing force, and size. In the second set of experiments,
the aim was to shed some light on the nature of the liquid layer on the ice particle. In
addition to the experiments, DEM simulations were conducted for the filling of bonded
particles, representing snow, in a container. In what comes next, the experimental and
simulation methods are described in more details.

2.1 Ice sintering force

The experiments are phenomenologically presented in Figure 1. The setup was installed
in a freezer (item 10 in Figure 1) with achievable minimum temperature of -20oC. A light
source (item 1) was used along with a diffuser plate (item 2) to illuminate the ice sample
(item 3). Two cameras (items 4 and 6) recorded the images during the experiments.
A hygrometer (item 5) measured both the temperature and the relative humidity. A
controller (item 7) controlled the movement of the load cell so that the ice particle
come together and detach with a constant velocity. A Proportional-Integral-Derivative
(PID) controller (item 8), controlled the temperature variations in the freezer. The
measured data are transferred to a computer (item 9) for processing. More details on the
experimental setup can be found in Paper A at the end of the thesis.

Two ice particles of radii r and R, shown in Figure 2a , were pressed against each other
by a force F (t) during a given time duration, tf . A typical force history is indicated in
Figure 2b. As a result of the contact, the contact radius will grow to a final size af and

7
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8 Chapter 2. Methods

Figure 1: Layout of the experimental setup for ice sintering force measurement

the corresponding bonding force Fsint is measured as the force needed to break up the
bond. The two ice particles are brought into contact during time tload, kept in contact
during time tkeep, and are separated during the time tunload. During the contact, a bond
forms between the ice particles; consequently a tensile force is required to separate them.
The aim was to measure this tensile force which is called the sintering force, as depicted
in 2b. The temperature, pressing force, F (t), particle radius, r, and contact duration,
tkeep, were varied and the effects on the sintering force were measured.

Figure 2: (a) Geometry of ice particles after contact, (b) Force F (t) imposed on the ice
particles to press them

2.2 Liquid layer on the ice
The experimental setup which is used to study the liquid bridge formation during the
contact of an ice particle (with radius rice ≈ 5 mm) with a metallic surface is similar to
the one used in section 2.1 but some modifications were made to the setup. The upper ice
particle is replaced with an Aluminum smooth (or rough) surface so that the contact of
the ice to the surface can be experimented. Moreover, a Peltier element was attached to
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2.2. Liquid layer on the ice 9

the back of the Aluminum surface to control the temperature of the surface precisely to
have a negligible temperature gradient between the ice particle and the surface. Finally,
thermo-couples were used inside the ice, near the Aluminum surface, and in the air to
measure the temperatures. The experiments are schematically presented in Figure 3. The
detailed description of the setup is provided in Paper B attached to the thesis.

Figure 3: Experimental setup for observing the liquid bridge between ice and Aluminum

To study the contact of ice particle with a smooth surface, an Aluminum surface with the
mean square roughness of Sq = 76 nm was used. It was observed that a liquid bridge
was formed during the contact of the ice particle to the smooth Aluminum surface. This
liquid bridge stretched and broke during the separation of the ice particle from the surface
under controlled velocity. However, when a rougher Aluminum surface with the mean
square roughness of Sq = 272 nm, was used this liquid bridge did not form in a visible
manner during the contact of the ice particle and the Aluminum surface. The layout of
the observed liquid bridge is schematically depicted in Figure 4.

Figure 4: Layout of the observed liquid bridge during the contact of the ice particle to a
smooth Aluminum surface

There can be multiple reasons for the formation of this liquid bridge during the contact
of the ice particle and the smooth Aluminum surface. These can include pressure melting,
frictional melting, and Vapor-deposition of what is called the Kelvin effect. Pressure
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10 Chapter 2. Methods

melting can be rules out since using the Johnson–Kendall–Roberts (JKR) theory, the
amount of normal contact stress for the applied forces and given geometries can be found
to be around 1 MPa but according to the Clapeyron equation [20], a compressing stress of
around 13.5 MPa is required to lower the melting point by one degree. Frictional melting
is also not a reason for the melting and formation of the liquid bridge since the contact is
only a normal contact and the effects of friction are negligible. The Kelvin effect [56,95,96]
is dominant when the gap distance is very small as given by the equation,

p/p0 = exp

(
γVm

ravR̄T

)
(1)

where, p, p0, γ, Vm, rav, R, and T are pressure, saturation pressure, work of adhesion,
molar volume, equivalent radius, universal gas constant, and temperature, respectively.
Using an approximate work of adhesion of 0.85 [97] N/m, molar volume 18 cm3, gas
constant 8.314 J/mol-K, and temperature of 263 K, it can be verified that rav can range
from around 6-600 nm for relative humidities of 0.3 to 0.99, respectively. The larger of
the obtained radii then is around ten times smaller than the observed radius in these
experiments (table 1 in Paper B). Therefore it can be concluded that the Kelvin effect
cannot be the dominant mechanism in the formation of the liquid bridge under the
conditions considered in this study. The observed liquid bridge between the ice particle
and the smooth Aluminum surface was therefore attributed to the presence of a liquid
layer on the ice particle and the thickness of this layer was estimated using the observed
volume of the liquid bridge:

tlq =
Hc

12

[(
d

rice

)2

+ 0.5

(
b

rice

)2
]
. (2)

There is a theoretical solution for the dependence of the dimensionless height of the bridge
(Hc

∗ = Hc/rice) to its dimensionless volume (Vc
∗ = V/r3ice) in the form of, [98]

Hc
∗ ≈ Vc

∗1/3, (3)

The thickness of the QLL can be estimated by equating the volume of the liquid bridge
to the volume of the thin film on the ice particle. Assuming a semi-spherical shape for
the ice particle, the volume of the QLL, Vlq, on the ice particle becomes,

Vlq = 2πrice
2tlq. (4)

More details about the methods related to the measurement of the liquid bridge and to
the liquid layer on the ice can be found in Paper B attached at the end of the thesis.
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2.3. DEM programming 11

2.3 DEM programming

A DEM program was developed in MATLAB (2020a, Mathworks Inc, Natick, MA) to
simulate the filling behavior of bonded particles, representing the dry snow. More details
can be found in Paper C attached to the end of the thesis.

The first step in the DEM programming is to get or generate particle data like coordinates
and radii. As discussed in chapter 1, this can be achieved either by a sequential or a
collective approach. In this study, a sequential approach was used since the filling process
is of interest. After having the particle data, the general algorithm of the DEM is a loop
over time increments to solve for contact forces and update the particle positions. At a
specific time step, the following operations must be conducted:

1. Finding possible collisions for each particle,

2. Solving for the collision forces,

3. Solving for bond forces and check bond breakage,

4. Updating the acceleration, velocity, and location.

The collision detection step is the most computationally expensive part. If there exists
N particles in the simulation and collision detection is done by brute force method by
checking possible collision against all N − 1 particles, then the algorithm will be O(N2).
To overcome this difficulty, different algorithms are developed which Verlet list and Linked
cell methods are the two mostly used ones [99]. In the linked cell method, the whole area
or volume is divided into some sub areas or sub volumes and each particle is assigned to a
cell. Using this method, to find the possible collisions for a specific particle it is sufficient
to check the particles in the neighboring cells instead of checking all the particles. Thus,
for mono-dispersed particles, the algorithm is turned to O(N).

The Linked cell method is used in this study and is elaborated below. The explanations is
for a two dimensional simulation case, but extension to three dimensions is straightforward.
As presented in Figure 5, the whole area is divided into smaller cells and each particle
is assigned to a cell. If, for instance, it is of interest to check for possible collisions for
particle number 1 in 5, only the particles in the neighboring cells should be checked. In
this case, only particles number 2, 3, 4, and 5 should be checked for a possible collision
against particle 1. The ideal size of the cell is the size of a particle in the case were
particles are mono dispersed. If particles have different sizes then the cell size must be
considered to cover the largest particle in the simulation. If the size of the particles are
very different, then this algorithm becomes less effective since many particles can be
located within a single cell. The Linked Cell method then approaches O(N2).

Spherical particles with an initial size distribution, shown in Figure 6, were generated
using a random distribution algorithm with diameter d = 250 + 500 β(5,10) µm, where
β is the beta-distribution [100]. Particles were considered as bonded and the bonds can
break under certain stress conditions.
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12 Chapter 2. Methods

Figure 5: Description of the Linked cell method in the DEM

Figure 6: Particle size distribution used in the DEM simulations
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2.3. DEM programming 13

Normal forces are usually considered as Hertzian forces in the DEM. The presence
of frictional forces and moments require more computational resources. Consider the
geometry sketched in Figure 7. At any time t, the normal force, tFn, frictional force, tFs,
and rolling moment, tMr, can be calculated as,

tFn = Kn|min(0, δ)|1.5 + |min(0, δ)|δ̇ηn/|δ| (5)

tFs = −min

(
Ks

∫ ∆tcd

0

∆Vs(τ) dτ − ηs∆
tVs, µst|tFn|sign(∆tVs)

)
(6)

tMr = −rtFs −Krrsign(
tVr)

∫ ∆tcd

0

∆Vr(τ) dτ (7)

where, ∆tcd is the contact duration, "sign" is the signum function; r is the radius of
the particle; ηn and ηs are the normal and tangential damping coefficient, respectively;
Kn, Ks, and Kr are normal, tangential, and rolling stiffness values, respectively. The
expressions for Ks, and Kr can be found in [101]; ∆Vs is the relative tangential velocity
in direction s of the local n− s coordinate system; µst is the static friction coefficient; δ
and δ̇ are normal penetration and normal penetration speed, respectively. Finally, τ is a
free integration variable. Relative slip and angular velocities ∆Vs , ∆Vr between particles
I and J can be expressed as,

∆Vs = IVs − IωIr − JVs − JωJr (8)

∆Vr = Iω − Jω (9)

The time step, dt, is a critical parameter to maximize the calculation efficiency while
maintaining the numerical stability. In this study, the time step is considered to be a
fraction of the critical time step in the system, and is defined as,

dt = 2.9αt

√
mmin

Kmax

(10)

where, mmin is the mass of the smallest particle in the system; Kmax is the maximum
stiffness in the system, and αt = 0.025 or 0.2, for bonded and non-bonded cases, respec-
tively.
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14 Chapter 2. Methods

2.3.1 Bonding between particles

The bond between the particles can be modeled using simple linear or rotational (or
torsional) springs but generally the coupling effects will be lost. A more sophisticated
approach is to use a beam element connecting center-center of the particles. The stiffness
of this beam element can be calculated once the diameter of the beam is known. On the
other hand, the modeled beam element can break under a certain stress or strain. The
value of the breaking stress can be obtained using the calculated sintering force between
the ice particles (see section 3.1).

Figure 7: Particles in collision (left), bond model (right)

Timoshenko beam elements connecting center-center of particles are used to model the
bond element, as depicted in Figure 7. Since at every time step, particles move only a
tiny amount, the assumption of large displacement with small deflections are applicable
which made it possible to use an incremental method keeping the tangent matrix as a
constant [102] in accordance with previous works [70, 83]. The incremental bond force is
defined as,

t+dtFbond =
tFbond +KbeamVbonddt (11)

where, Kbeam is the ordinary Timoshenko beam stiffness element, which can be found in
any finite element book [103], and Vbond is the beam nodal velocity vector of the beam.
Details can be found in paper C attached to this thesis.

The Coulomb-Mohr criterion is used to identify the bond failure loads [104], as,

σ1

Sut

− σ3

Suc

≥ 1 (12)
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2.3. DEM programming 15

where, Sut and Suc are tensile and compressive strength of ice, respectively. Sut (see paper
C attached to the thesis) and Suc is taken as 5Sut. Note that Suc is much larger than
Sut for ice, like for many other brittle materials [6]. σ1 and σ1 are the maximum and
minimum principal stresses which can be obtained using the axial, bending, and shear
loading of the beam element.

2.3.2 Updating positions

After calculating the forces, it is straightforward to obtain the linear or angular accel-
erations by dividing the force by the inertial terms. The velocities and positions of the
particles in the next time step can be obtained using simple integration over the time
step as:

ti+0.5dtv = tiv + tiadt/2 (13)

ti+1x = tix+ ti+0.5dtvdt (14)

ti+1v = ti+0.5dtv + ti+1adt/2 (15)

where, x, v, and a represent displacement, velocity, and acceleration vectors; left super-
scripts represent the time, and dt is the marching time from Eq 10. Similar formulas
are used for angular velocities and rotations. Ice particles are generated using a beta-
distribution, with the possibility to bond the particles together in the beginning, before
inserting them into the container area. However, they may also be bonded which is the
topic of the next section.
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3
Results

In this chapter, a semi-analytical, closed form formulation for the sintering force of the ice
particles are presented in Section 3.1. in section 3.2, the results from experiments related
to the ice sintering force and liquid layer on the ice are also presented. In addition, in
section 3.3, the DEM simulation results for filling of a container with bonded particles
are presented.

3.1 Sintering force of ice
The initial neck diameter that forms during the sintering of ice particles can be approx-
imated using the JKR model and the subsequent growth can be estimated using the
existing experimental data for the first-stage creep of the ice. In this way, the neck radius
can be expressed as,

af =

{(
9πWR∗2

2E∗

) 2(1+m)
3

+ 2C0R
∗2(1 +m)Fmax

m

[
t1−β
l

(1 +m− β
+

(tl + tk)
(1−β) − tl

(1−β)

(1− β)
+ (

tf
tu
)
(1+m−β)

tu
(1−β)(B1(1− β, 1 + α)−B1− tu

tf

(1− β, 1 + α))
]} 1

2(1+m)

(16)

where, R∗ is the equivalent radius, W is the work of adhesion, E∗ is the effective modulus,
af is the bond radius at the end of unloading, tf ; C0 = 1.204 × 10−20, m = 2.43, and

17
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18 Chapter 3. Results

β = 1/3. Also, tl ≡ tload, tk ≡ tkeep, tu ≡ tunload, and B is the incomplete beta function
defined in [105],

Once the neck radius is determined, the force required for the fracture of ice in tension
can be obtained. Since ice is a brittle material, a stress concentration factor should be
included in the formulations. A ratio of Sut/Ks = 1.1 MPa was found to well present the
sintering force value for the experimented conditions. The obtained force can be scaled
with the temperature using Arrhenius equation, and activation energy of the ice can be
obtained. Considering,

Fsint(T, F,R
∗, tf ) = πek

(
Sut

Ks

)
a2(F,R∗, tf ), (17)

the sintering force is obtainable from Eq. 16, as,

Fsint =

(
Sut

Ks

)
πek

{(
9πWR∗2

2E∗

) 2(1+m)
3

+ 2C0R
∗2(1 +m)Fmax

m

[
t1−β
l

(1 +m− β
+

(tl + tk)
(1−β) − tl

(1−β)

(1− β)
+ (

tf
tu
)
(1+m−β)

tu
(1−β)(B1(1− β, 1 + α)−B1− tu

tf

(1− β, 1 + α))
]} 1

1+m

(18)

where,

k = − Q

nRg

(
1

273.15 + T
− 1

268.15

)
(19)

is the exponent of the Arrhenius equation. In Eq. 19 , Q = 133 kJ/mol, n = 3 and Rg =
8.314 J/K-mol is the molar gas constant [19]. In addition, the temperature T is given in
oC in and the reference temperature 268.15 K is included.

The experiments revealed that the sintering force increases with particle size, time, imposed
pressure, and decreases with the temperature. The dependence of the sintering force to
the particle size and time is exhibited in Figure 8. The dependence of the sintering force
to the particle size follows a power law with the exponent of 0.64 which is close to the
theoretical value of 2/3 predicted in the sintering theory for the particles [106].

The dependence of the sintering force to the pressing force and to the temperature
is presented in Figure 9. From the temperature dependence, the activation energy is
obtainable as 41.4 kJ/Kmol. [107].
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3.1. Sintering force of ice 19

(a) Sintering force-size (b) Sintering force-time

Figure 8: The variations of the sintering force with the particle size and time

(a) Sintering force-pressing force (b) Sintering force-temperature

Figure 9: The variations of the sintering force with the pressing force and the temperature
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20 Chapter 3. Results

3.2 Liquid layer on the ice
The height of the liquid bridge which is formed in contact of the ice particle with a
smooth surface is plotted against its volume in Figure 10a. The volume of the bridge is
theoretically expected to increase with its height at separation instant by a power of 1/3,
as V ∝ H1/3. The observed results here verify the theoretical ground and follow the same
trend which is observed for hydrocarbons. However, the scales of observation is orders of
magnitudes lager here compared to the reported results in [108] for hydrocarbons. The
thickness of the liquid layer on the ice particle is plotted in Figure 10b. The thickness of
the liquid layer sharply decreases with the temperature as depicted in 10b. The dashed
line has the equation,

tlq = 172.2(TM − T )−2.59 (20)

obtained from regression, where TM = 0oC is the melting temperature, and T is tempera-
ture in oC.

The model we used in this study is an approximate model, and the volume of the liquid
film modeled in Eq. 20 is a rough estimation. The weak part of the model is the
assumption that the entire liquid film on the ice surface flows into the liquid bridge.
Using contact experiments between tipless cantilevers and a silicon wafer on an AFM, the
growth mechanisms of a water bridge at different Relative humidities was investigated
in [42]. With the aid of potassium hydroxide (KOH) coatings, a "radius of collection"
of 23.6 µm was obtained for which the film certainly moves toward the contact area.
The cantilever width in [42] was 60 µm The radius in the current experiment is around
5 mm. A linear scaling provides an estimation for the expected radius of collection of
5 × 23.6/30 ≈ 4 mm which is in the order of the radius of the ice particle. Moreover,
since the relative humidity in this study is high enough, ≈ 50%, the flow mechanism of
the QLL dominates over the surface diffusion effects, as explained in [42], and advective
effects are important.

It is most likely that the model underestimate the film thickness in general and in particular
for lower temperatures since the fluidity will be less due to the increased viscosity. The
film thickness as predicted by Eq. 2 will therefore be a lower bound for the actual film
thickness and the power dependence of (TM − T )−2.59 will be an overestimation of the
temperature dependence. The relation should therefore be written as (TM − T )−β, where
β < 2.59. Determining a correct value for β will require more detailed experiments.
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3.3. DEM simulation 21

(a) Height versus volume of liquid bridge (b) Thickness of the liquid layer on the ice

Figure 10: Liquid bridge volume versus height and liquid layer thickness on the ice
particle

3.3 DEM simulation

In this section, a summary of the results of the filling of a container with bonded ice
particles representing snow is presented. The effect of the drag force on the filling was
studied and the angle of repose of snow as a function of temperature was simulated. More
details about the simulation results can be found in Paper C attached at the end of the
thesis.

As depicted in Figure 11a, deposition of mono-dispersed particles shapes a “preferred”-
hexagonal-order, which is the ordered-packing with a preferred highest density arrangement
in two dimensional lattices. The compatibility mechanism that allowed the particles to
achieve this hexagonal arrangement, is the movement of slip band (shear bands) within
the material. Indeed, via geometrically necessary dislocations ( [109], the material adopted
itself for strain gradients during the filling process to take the shape of the container. Voids
are also formed as seen in Figure 11a, which can alter the macroscopic behavior of the
material significantly. Adding a perturbation in the size of particles to have nonuniform
diameters results in an amorphous configuration as presented in Figure 11b. In these
experiments, gravitational acceleration g = 9.81 m/s2 and friction coefficient µ = 0.9 are
considered. For experiments with mono-dispersed particles, the corresponding diameter is
set to 500 µm and for experiments with poly-dispersed particles the particle diameter
varies according to Figure 6.

Since the static friction coefficient for ice can reach to near unity [110,111], and the related
static friction force is the force responsible to allow particles to move and rearrange, an
increasing friction coefficient must decrease the packing density, as observed in previous
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22 Chapter 3. Results

(a) mono-dispersed particles (b) Multi-dispersed particles

Figure 11: filling of non bonded particles

published works [112]. Moreover, it is known that the density of packing increases with the
depth of deposition [113]. Here a set of simulation results for non-bonded poly-dispersed
particles and various friction coefficients revealed that the density decreases with increasing
friction coefficient and increasing with depth, as presented in Figure 12. Gravitational
acceleration g = 9.81 m/s2 is considered.

Figure 12: The effect of the friction coefficient on the relative density variation with the
depth of deposition for frictional mono-dispersed particles with diameter 500 µm

To attain lower rates in the deposition process, it is possible to suspend the particles in a
fluidic medium [60,65]. In this case, due to the movement of particles in the fluid, several
forces and moments can be exerted on the particle [101]. For smaller particles, the most
important forces are drag forces which can be realized by reduced gravity [101]. Here,
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3.3. DEM simulation 23

the effect of deposition rate is studied by reducing the effective gravitational acceleration
on the particles. When gr → 0, particles hit the surface with lower kinetic energy, as
presented in Figure 13. It is obvious from this figure that decreasing effective gravity
decreases the effective density especially near the surface and increases the irregular
pattern depth close to the surface. Gravitational acceleration, g = {0.490,0.981,9.81}
m/s2 and friction coefficient µ = 0.9 are considered while the particles are kept at the
constant diameter of 500µm.

Figure 13: mono-dispersed particles: no bonding is considered, friction coefficient µ=0.9:
g=9.81 (left), g=9.81/10 (middle), and g=9.81/20 (right); particle diameter: 500 µm

When drag forces according to Fdrag = −10πV d are introduced, where V and d, are
velocity and diameter of the particle respectively, it is seen in Figure 14 that as particles
fall, they form new bonds, roll over each other and reconfigure in an irregular surface
shape, as previously reported [86].

Figure 14: experimental results of sticky ice particles accumulation from experimental
results [86](left); simulated results using DEM (right) Fdrag = -10πV d

For a granular material, angles of repose (here for snow) is a function of inter-particle
friction, shape, and bond forces [114]. Therefore, checking the model against an experi-
mentally validated macroscopic model is a reliable way to discern that internal parameters
of the model work righteously. A typical DEM simulation and them angle of repose, Φ, is
depicted in Figure 15a. The measured angle of repose from the simulated packings are
compared with the results from [114] and shows good agreement with the experimental
results for faceted snow (Figure 15b. In [114], the angle of repose for ice beads are
significantly lower which indicates that mono-dispersed particles probably cannot capture
the behavior in the best way.
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24 Chapter 3. Results

(a) A typical angle of repose measure-
ment for snow at temperature -1oC

(b) Comparisons between angle of repose
from this study with data published elsewhere

Figure 15: Angle of repose of snow as a function of temperature

The settings for the simulation results depicted in Figure 15 are: gravitational acceleration,
g = 9.81 m/s2; poly-dispersed particle size distribution according to Figure 6; average time
step, dt = 0.1 µs; container size (width × height), w × h = 20 mm × 60 mm; particles
are released with initial zero velocity; Particles are released in the form of bonded linear
clusters as depicted in Figure 6 such that the height and horizontal location of the middle
particle are 54mm and 30mm, respectively; cluster length is 0.35 of the width of the
container ; the bonded cluster has a random inclination between 0 (horizontal configuration
for the cluster) to 90° (rotated in clockwise direction); Number of particles, Ntot = 1000;
Poisson’s ratio, ν = 0.4; density, ρ = 917 Kg/m3; drag forces are introduced as Fdrag =
-10πV d, where V and d, are velocity and diameter of the particle respectively.
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4
Summary & Future work

4.1 Summery

In this work, a series of experiments were conducted on ice in the micro level to understand
the micro mechanics of ice cohesion or equivalently the sintering force in more details. From
the experiments, the dependency of the sintering force to the particle size, sintering time,
applied pressure, and temperature was identified. considering the dependency of the sinter-
ing force on the aforementioned parameters, Fsint(T, F,R

∗, tf ) = πek
(

Sut

Ks

)
a2(F,R∗, tf ),

a semi-analytic formulation was developed to predict the dependency of the sintering
force of ice particles to the aforementioned parameters considering the first-stage creep of
the ice particles. The semi-analytic formula was in good accordance with the observed
results. Both formulation and experiments showed that the ice sintering force increases
with particle size, time and pressure, and decreases with temperature. The latter follows
a well known Arrhenius equation from which the activation energy is estimable as 41.4
J/mol-K

Moreover, a set of experiments were conducted in this work to shed some light on the
nature of the liquid layer on the ice particle. With approaching an ice particle to a
"smooth" surface, a clearly visible liquid bridge was observed during the contact and
upon the separation. This liquid bridge stretched until it ruptured when the ice particle
moved apart from the smooth surface with controlled velocity. It was hypothesized that
the presence of a liquid layer on the ice particle and its advection to the contact area
is the reason for formation of the liquid bridge. This hypothesis was used to estimated
the thickness of the liquid layer on the ice particle assuming all the liquid can move into
the contact area during the contact. This approximation resulted in an estimate for

25

5844490_Inlaga_NY.indd   365844490_Inlaga_NY.indd   36 2023-01-23   14:262023-01-23   14:26



liquid layer thickness which lies within the previously reported data. The dependent was
identified in the form of tlq = (TM − T )−β with β < 2.6.

With Discrete element simulation on the filling process of bonded particles in a container,
the process of filling of snow in a container was simulated. A damped Hertzian force
model was used for collision of the non-bonded particles while a Timoshenko beam model
was used to model the bonded particles interactions. The dependency of the relative
density of the filling to the bonding or indirectly to the temperature was identified. In ,
the angle of repose of snow as bonded ice particles was

4.2 Future work
The next step in this work is to conduct a series of uni-axial compression tests on a
cylindrical snow sample with diameter and height of nearly 1 cm and image the sample
using micro tomography technique while it is being loaded. The tests will be conducted
for both artificial and natural snow. The objective is to obtain the three dimensional
structure and its variation with the loading. The force displacement data will be used
to obtain the related nominal stress-strain curves and it will be related to the relative
density of the snow which can be obtained from the binary image segmentation of the
images. From the force-time curves the nominal stress-time curves will be obtained and
then the density-dependent visco-elastic properties of snow at each step will be obtained
by using a four-parameter visco-elastic solid model composed of a Voigt-Kelvin and a
Maxwell solid in series.
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