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Abstract 
 
In the area of computer network security, standardization work has been conducted for 
several years. However, the sub area of access control and authorization has so far 
been left out of major standardizing.  
 
This thesis explores the ongoing standardization for access control and authorization. 
In addition, areas and techniques supporting access control are investigated. 
 
Access control in its basic forms is described to point out the building blocks that al-
ways have to be considered when an access policy is formulated. 
 
For readers previously unfamiliar with network security a number of basic concepts 
are presented.   
 
An overview of access control in public networks introduces new conditions and 
points out standards related to access control. None of the found standards fulfills all 
of our requirements at current date. The overview includes a comparison between 
competing products, which meet most of the stated conditions. 
 
In parallel with this report a prototype was developed. The purpose of the prototype 
was to depict how access control could be administered and to show the critical steps 
in formulating an access policy. 
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1 Introduction 
Today various standardized protocols exist as well as interfaces concerning network 
security. They provide integrity control, confidentiality for data sent over an insecure 
channel, and authentication when a connection is about to be established. At the mo-
ment, standardization of access control and authorization is in progress. One organiza-
tion involved in standardization for the Internet is IETF (Internet Engineering Task 
Force). Parts of their standards consider access control. 
 
Access control in operating systems has been available since the seventies, for exam-
ple in Multics [Organick 1972]. In contrast, access control in heterogeneous distrib-
uted systems is not as well established. A reason to this is that interoperability needs 
to be considered which is rather cumbersome to fulfill. 
 
Interoperability is the key subject in our discussion because that is why we want to 
find a standard. If the interoperability did not matter, we could go for an existing 
product and be happy with that. But to be sure that our system is going to work to-
gether with other systems (i.e. be interoperable), a standard is needed. Of course, in 
that case we take for granted that the other systems are also using the same standard.  

1.1 Assignment 
Sectra has developed a security infrastructure named LWK (LAN/WAN Krypto). The 
infrastructure provides two secure functions; transport protection and data object pro-
tection. To support these functions there is a security server, SMC (Security Manage-
ment Center), which among other things governs access control. 
 
Today’s LWK has the following properties: 
 

• Session keys are used, thus the master keys are valid during long periods. 
• The SMC constitutes a protected environment for the key generation. 
• LWK takes care of basic access control. 

 
Even so, some improvements are wanted in the current product, which are related to:  
 

• Low granularity of the access control. Hence, a user is granted access to every 
resource on the server, or no resource at all. Desired is that a user could gain 
access to only a subset of the resources. This is what we call fine-grained ac-
cess control. 

• Authentication is carried out with symmetric keys. The problem here is that 
most of the available standards are using asymmetric keys. An adjustment from 
asymmetric to symmetric keys is perhaps needed. 
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1.1.1 Purpose 
Our goal is to explore ongoing standardization work in the area of access control and 
authorization. That includes a study of the basics in access control and supporting se-
curity principles. A sub goal is to perform an inquiry into the opportunities of merging 
suitable standards with Sectra’s future projects. One of the future projects will involve 
VPNs (Virtual Private Networks). Hence, especially access control in VPNs should be 
investigated.  
 
Finally, a prototype is developed in parallel with this report. The purpose of the proto-
type is to depict how access control could be administered and to show the critical 
steps in formulating an access policy. Hopefully, the prototype will help to determine 
directions for future investigations of how access control should be deployed. 

1.1.2 Limitations 
The scope of the thesis is access control in distributed systems. The parts of computer 
security that are needed as a base for access control are treated. No restrictions are 
done on access permissions. Thus, the access conditions can be arbitrary.  
 
However, only principles are considered and not much attention is paid to underlying 
details of implementation. 
  
Two sub areas are investigated more deeply and the following questions depicts those 
areas: 
 

• How should the access rules be defined and used? 
• What is included in the concept of users? (individuals, groups or roles) 

1.1.3 Methodology 
The assignment has been solved in the following manner. To start with, I had to read a 
lot just to come to grips with this specific area. The briefing included reading avail-
able literature at Sectra, although Internet has been the main source of information. 
After one month I started to write on this report. Now and then I had meetings with 
my tutors to discuss the work progress. 
 
When I had a general picture of access control, I started to analyze and made an ap-
praisal of the information I had collected. This work was followed by stating problems 
with possible solutions and corresponding motivations.  
 
The prototype involved four phases; specifying requirements, specifying design, im-
plementation in Visual Basic and finally a test phase to evaluate the prototype. 
 
The work included several iterations among the steps mentioned above, which is quite 
natural. 
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1.2 Reading Instructions 
No prerequisites are necessary as most concepts used in this thesis are explained. 
However, having some basic knowledge of computer security and network protocols 
will help in understanding the contents. 
 
Chapter 2:  Access Control in Private Networks covers the building blocks of ac-

cess control and deals with how access control is achieved in operating 
systems.  

 
Chapter 3:  Security Concepts in Public Networks gives an overview of common 

security concepts and techniques used in public networks. The chapter 
serves as a knowledge base for the next chapter. 

 
Chapter 4: Access Control in Public Networks points out the new requirements 

on access control that are introduced in public networks. In addition, 
standards and products are examined in order to see how the new re-
quirements are dealt with. 

 
Chapter 5: Prototype describes requirements for the developed prototype as well as 

an evaluation of the latter. 
 
Chapter 6: Conclusion states the results of the investigated standards and products 

and points out suggestions for future work. 
 
Chapter 7: Bibliography 
 
App A: Acronyms consists of the acronyms used in the report. 
 
App B: Glossary is intended to give very concise information about terms and 

concepts used. The glossary is supposed to work as a small dictionary 
for the report. 

 
App C: Security Management Center is an overview of the product SMC de-

veloped by Sectra. 
 
App D: Standardization examines organizations that are involved in standardi-

zation of access control and related standards, together with the stan-
dards and products they have conducted.  

 
App E: External Products describes three products that have implemented  

 access control in a distributed environment. 
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1.3 Sectra 
Sectra AB has its roots in Linköping Institute of Technology and is one of Sweden’s 
fastest growing high-tech companies in the IT area. Since the mid 1980s, Sectra has 
conducted development and sales of high-technology medical IT and telecommunica-
tions products. Today, the business includes products in medical imaging and infor-
mation systems, secure communication systems and wireless information systems.  
 
Business operations are conducted in three companies, Sectra Imtec AB, Sectra 
Communications AB and Sectra Wireless Technologies AB, all three wholly owned 
subsidiaries of Sectra AB.  
 
The place for my thesis work is Sectra Communications AB, which develops and sup-
plies encrypted communication systems positioned in the high-end of the product 
range. Products include defense grade encryption, hardwired encryption kernels and 
other high-security features. Sectra Communications AB is the largest supplier of en-
cryption products to the Swedish Armed Forces. 
 
The Sectra main office is located in Linköping, Sweden, and is headquarter for the 
Sectra group and the three business areas. In total, Sectra AB has almost 200 employ-
ees and offices in six countries. 
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2 Access Control in Private Networks 
This chapter starts with a description of common components in access control, which 
is heavily inspired by Computer Security [Gollmann 1999]. 
 
Before throwing ourselves into details of access control, consider the way computer 
systems have developed over the last few decades. First, there were single-user sys-
tems and in those systems, the most important security property was integrity. The dif-
ferent parts of a system needed to be separated so that they could not interfere (i.e. al-
ter each others data). As the parts had to communicate some mediating mechanism 
was needed. This mechanism included access control. 
 
Our next step is multi-user operating systems where the integrity problem is extended 
with keeping private user information secret. Hence, confidentiality is introduced 
since not only alteration has to be controlled, but also observation. These systems are 
called private networks in this report and are the topic of this chapter. 
 
The last step of access control comes with the public networks. Their insecure com-
munication channels distinguish them from private networks. In public networks con-
fidentiality is extended because now the data needs protection during transmission and 
not only while it is stored. However, security in public networks is covered in the 
chapters 3 and 4.  

2.1 Terminology 
The basic building blocks of access control are an active subject accessing a passive 
object with some specific operation request, while a reference monitor grants or de-
nies access. The reference monitor is in charge of the access permissions for each ob-
ject. This fundamental model of access control is shown in Figure 1. 

Object Subject Reference 
monitor 

Access request 
 

(Operation) 

Figure 1: The fundamental model of access control. 
Typical subjects are users and processes. In a wide approach, the possible resources 
on the server can be several different items. The most common items are files on a file 
server. Nevertheless, in our approach objects also might consist of printers, directo-
ries, and operations specific to a certain application. This approach needs a scalable 
solution because the number of different resources is huge. For example, as the opera-
tions might be application specific, a local administrator is needed who can set up new 
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permissions when new applications are installed. At the same time, the system has to 
be flexible enough to be manageable in a uniform manner by all administrators. If not, 
the security might be suffering. 
 
Yet, not every entity in the system has either to be a subject or an object all the time. 
Depending on circumstances, an entity can be a subject in one access request and an 
object in another. The terms ‘subject’ and ‘object’ only distinguish between the active 
and passive party in an access request. This gives us two options for focusing control. 
Focus can be on either: 
 

• what a subject is allowed to do, or 
• what may be done with an object. 

 
Traditionally, the main task of an operating system was to manage files and resources, 
i.e. objects. In such a setting, most access control mechanisms take the second ap-
proach. However, application-oriented IT systems, like database management sys-
tems, offer services directly to the end user. Such a system may take the first approach 
and incorporate mechanisms for controlling the actions of subjects. 

2.1.1 Protection Rings 
Our first example of access control mechanisms is the protection rings. They consti-
tute a suitable way to achieve integrity in a computer system. Each subject (process) 
and each object is assigned a number, depending on its ‘importance’. In a typical ex-
ample, these numbers could be 0,1,2,3 and processes receive their number according 
to the rules in Table 1. 
 
Table 1: Protection levels in a protection ring. 

 0 operating system kernel 
 1 operating system 
 2 utilities 
 3 user processes 
 
To make an access control decision, compare the subject’s and object’s number. The 
outcome of the decision depends on the security policy you try to enforce using pro-
tection rings. These numbers correspond to concentric protection rings, with ring 0 in 
the center giving the highest degree of protection, see Figure 2. In our example, sub-
jects are only allowed to access outer objects or objects located in the same ring as the 
subject itself. If a process is assigned the number i, then we say the process ‘runs in 
ring i’.   
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0
1 

2
3

Figure 2: Protection rings. 

2.2 Access Operations 
Depending on how you look at a computer system, access operations vary from basic 
memory access to method calls in an object-oriented system. As we shall see later in 
section 2.6, comparable systems may use different access operations and, even worse, 
attach different meanings to operations which otherwise appear to be the same.  
 
On the most elementary level, a subject may observe an object or alter an object. We 
therefore define the two access modes 
 

• observe:  look at the content of an object 
• alter:   change the content of an object 

 
Even if observe and alter could be used to express most access policies, such policy 
descriptions would be too coarse-grained, making it difficult to check whether the cor-
rect policy has been implemented. Hence, you usually find a richer set of access op-
erations and some examples of that will be given now. 
 
In Unix the access control policies are expressed in terms of three operations: 
 

• read:  reading from a file 
• write:  writing to a file 
• execute: executing a (program) file 

 
But when applied to a directory, the access operations take the following meanings: 
 

• read:  list directory contents 
• write:  create, delete or rename a file in the directory 
• execute: search the directory 

 
As you can see, Unix controls which users can create and delete files by controlling 
write access to the file’s directory. Other operating systems include a special delete 
operation for this purpose. Another important issue in Unix is that modifying the file’s 
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entry in its directory changes the access rights specified for a file. In other operating 
systems this is done with special operations. 
 
Windows NT is an example of an operating system that both includes a delete opera-
tion and an operation for changing permissions. The permissions used by the file sys-
tem in Windows NT are: read, write, execute, delete, change permission, and 
change ownership. In NT the delete permission is stored with every file and not col-
lectively in the directory the file belongs to. 
 
Operations for modifying access rights are another ingredient you may want to use 
when setting security policies. Operations of this nature are of interest in delegation 
policies, where one subject invokes another subject and the rights of the invoked sub-
ject have to be established. 

2.3 Ownership 
Another important aspect is who is in charge of setting the security policy. There are 
two fundamental options: 
 

• The owner of a resource declares who is allowed to have access. Such a policy 
may be called discretionary because access control is at the discretion (free-
dom of choice) of the owner. 

• A system-wide policy declares who is allowed to have access. For obvious 
reasons, such a policy may be called mandatory. 

 
To exemplify the first option; a user creates a file and changes the access permissions 
as he or she prefers. If the second option were used, the user would not be able to 
change the permissions because they are predetermined by the system-wide policy.  
 
Most operating systems support the concept of ownership of a resource and consider 
ownership when making access control decisions. They may include operations that 
redefine the ownership of a resource. By that, users can share the ownership of a re-
source with others. 

2.4 Access Control Structures 
Now it is time to think of how to represent the access permissions. It is possible to 
represent each combination of subjects and objects. Yet, it is cumbersome if the num-
ber of objects and subjects is large. Hence, intermediate levels of control, like protec-
tion rings we mentioned earlier, are preferred because they are easier to manage. In 
the following sections, we will refer to: 
 

• a set S of subjects, 
• a set O of objects, 
• a set A of access operations. 
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2.4.1 Access Control Matrix 
Access rights are defined quite simply in the form of an access control matrix: 
 

AMwithMM soOoSsso ⊂= ∈∈ ,)(  
 
The entry Mso specifies the set of access operations subject s may perform on object o. 
Table 2 gives a simple example of an access control matrix for two users and three 
files. 
 
Table 2: An access control matrix. 

 bill.doc edit.exe fun.com 
Alice - {execute} {execute, read} 
Bill {read, write} {execute} {execute, read, write} 
 

• bill.doc may be read and written to by Bill while Alice has no access at all. 
• edit.exe can be executed both by Alice and Bill but otherwise they have no ac-

cess. 
• fun.com can be executed and read by both users; only Bill can write to the file. 

 
This approach goes back to the early days of computer security. Access control matri-
ces are also referred to as access permission matrices. The access control matrix is an 
abstract concept and not very suitable for direct implementation if the number of sub-
jects and objects is large or if the sets of subjects and objects change frequently. 
 
When considering implementation, there is a choice between two obvious options. 
Access rights can be kept with the subjects, called capabilities, or with the objects, 
called access control lists. 

2.4.2 Capabilities 
With capabilities, access rights are stored with the subjects. Every subject is given a 
capability, a token, which is impossible to forge and specifies this subject’s access 
rights. This capability corresponds to the subject’s row in the access control matrix. 
The access rights of our previous example given as capabilities are: 
 
Table 3: Example of capabilities, specifying subjects’ access rights. 

Alice’s capabilities edit.exe: execute; fun.com: execute, read 
Bill’s capabilities bill.doc: read, write; edit.exe: execute; 

fun.com: execute, read, write 
 
Capabilities are strongly connected to discretionary access control, as the permissions 
are stored with the owner of the resource. When a subject creates a new object, it can 
give other subjects access to this object by granting them the appropriate capabilities. 
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Also, when a subject (process) calls another subject, it can pass on its capability, or 
parts thereof, to the invoked subject. 
 
Capabilities have not been widely adopted even if it is an old concept. The explana-
tion is that operating systems focus on managing objects while capabilities demand a 
complex security management. The reasons can also be put like this: 
 

• It is difficult to get an overview of who has permission to access a given object. 
• It is very difficult to revoke a capability because either the operating system 

has to be given the task or users have to keep track of all the capabilities they 
have passed on. This problem is particularly awkward when the rights in the 
capability include the transfer of the capability to third parties. 

 
Nevertheless, capability-based access control is an interesting solution in modern dis-
tributed systems where users move physically (or virtually) between nodes in a com-
puter network. Under such circumstances it is possible to save a storage space and 
communication if the access rights are stored with the clients (users) instead of each 
node the user connects to. 
 
When you decide to employ capabilities, you also have to spend some thought on their 
protection. Are the capabilities stored in a safe location? If capabilities are only used 
within a single computer system, then it is feasible to rely only on integrity protection 
by the operating system. But if capabilities travel over an unsafe network, crypto-
graphic protection is needed. Cryptographic protection of access control is examined 
closer in chapter 4. 

2.4.3 Access Control Lists 
On the contrary to capabilities, an access control list (ACL) stores the access rights to 
an object with the object itself. An ACL therefore corresponds to a column of the ac-
cess control matrix and states which subjects may access a given object. The access 
rights of our previous example, given in the form of ACLs, are showed in Table 4: 
 
Table 4: Access control lists (ACLs). 

ACL for bill.doc Bill: read, write 
ACL for edit.exe Alice: execute, Bill: execute 
ACL for fun.com Alice: execute, read; Bill: execute, read, write 

 
Management of access rights based only on individual subjects can be rather cumber-
some. It is therefore common to place users in groups and to derive access rights from 
the groups. In Unix, you find simple ACLs attached to files, which allow specifying 
basic access modes for three categories of subjects: user, group, and others. The cate-
gory others matches to everyone not specified in the first two categories. 
 
ACLs are a fitting concept for operating systems that are geared towards managing 
access to objects. One drawback of ACLs is the difficulty of getting an overview of a 
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subject’s access rights. To achieve that overview all objects’ ACLs has to be exam-
ined to see if the current subject is present. 

2.5 Intermediate Controls 
To improve management of access control we now examine alternatives to the access 
control matrix. It is difficult to manage a security policy expressed by such a matrix in 
large systems, no matter how you implement it. In particular, it is tedious and error-
prone to establish that all entries in such a matrix are as desired. Moreover, access 
control based only on subjects and objects support a rather limited range of security 
policies. Further conditions may be included in the access policy. And the reference 
monitor needs a way to represent those extra conditions. In section 4.1, a number of 
those conditions are presented.   

2.5.1 Groups and Negative Permissions 
Groups have already been mentioned as a mean of simplifying the definition of access 
control policies. Users with similar access rights are collected in groups and groups 
are given permission to access objects. Some security policies demand that a user can 
be the member of one group only, others allow membership in more than one group. 
Figure 3 shows an ideal world where all access permissions could be mediated 

through group membership. Often, security policies have special cases where it proves 
convenient to give some subject permission for an object directly, or to deny a subject 
a permission it normally would derive from its membership in some group. A negative 
permission is an entry in an access control structure that specifies the access opera-
tions a subject is not allowed to perform. In Figure 4, subject s1 is denied access to ob-
ject o1 and subject s3 is granted access to object o5.  

Objects 

Groups 

Subjects 

g2 

o6 o5 o4 o3 o2 o1 

s6 s5 s4 s3 s2 s1 

g1 

Figure 3: Groups as an intermediate layer of access control. 
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Objects 

Groups 

Subjects 

o5 o4 o3 o2 o1 

s3 s2 s1 

g1 

Figure 4: Access control with negative permissions. 

2.5.2 Abilities 
A somewhat refined mechanism is the capabilities in the VSTa microkernel [Valen-
cia]. They are related to capabilities so let us call them abilities. The abilities have 
more internal structure and also work for objects. They form a hierarchy in which up-
per levels dominate lower levels. As a result, abilities can also be viewed as an ex-
tended form of protection rings.  
 
Ability is a data structure that starts with a dot followed by a sequence of n integers, 
i.e. an ability is a string .i1. i2.. . . . in where i1, i2, ... , in are integers. There is no limit on 
the length n of such a sequence. Indeed, n may be equal to 0. Examples for abilities 
are .1.2.3, .4 or .10.0.0.5. Because of their internal structure, there exists a partial or-
dering on the set of abilities. 
 
Definition: A partial ordering ≤ on a set L is a relation on L×L which is 

reflexive   for all a∈L, a ≤ a holds 
transitive  for all a, b, c ∈L, if a ≤ b and b ≤ c, then a ≤ c 
antisymmetric for all a, b ∈L, if a ≤ b and b ≤ a, then a = b 

If two elements a, b ∈ L are not comparable, we write a/≤ b. 
 
Abilities can be ordered through the prefix relation. 
 

Ability a2 is a prefix of ability a1 if there exists another ability a3  so that we can 
write a1 = a2 a3 . In this case, we write a2 ≤ a1. 

 
With this prefix relation, you can compare abilities. You would get .1≤ .1.2≤ .1.2.3 
but .1/≤ .4. An access control policy could label both subjects and objects with abili-
ties and give access if the subject’s ability is a prefix of the object’s ability. In this 
case, the ability of a superuser1 who has access to all objects is the empty string ε. 
Thus, by not assigning an ability to a subject you would grant that subject access to all 
objects.  
 
                                              
1 Described further in section 2.6.1 
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Access control algorithms compare attributes of subjects and objects. It is important to 
check what happens if one of those attributes is missing. Fail-safe behavior would 
suggest that access should be denied. 

2.5.3 Privileges 
Privileges are very similar to grouping of subjects. However, they are worth mention-
ing because privilege is a common term in the literature and have a slightly different 
focus than user groups. Operations are central in privileges and the right to execute 
certain operations are collected in privileges. Even if it is the operations that are 
grouped, compared to subjects in user groups, the result is analogous as you can see 
from Figure 5. 

s5 

Operations 

Privileges 

Subjects 

pr2 

op6 op5 op4 op3 op2 op1 

s4 s3 s2 s1 

pr1 

Typically, privileges are associated with operating system functions and relate to 
activities like system administration, backup, mail access, or network access. To 
obtain two intermediate layers, user groups can be used together with privileges. The 
first layer would be subjects colleted in groups and the second would be operations 
collected in privileges. 

Figure 5: Privileges between subjects and operations. 

2.5.4 Role-based Access Control 
Role-Based Access Control (RBAC) is a sophisticated technology of grouping sub-
jects, in which subjects traditionally have been human users. The technology has 
evolved during a long period and is supported by NIST (National Institute of Stan-
dards and Technology). The concept of roles has been used in software applications 
for at least 25 years, but it is only within the past decade access control has emerged 
as a full-fledged mechanism as traditional mandatory and discretionary access control. 
The roots of RBAC include the use of roles in UNIX and other operating systems and 
privilege groupings in database management systems. The modern concept of RBAC 
embodies a single access control model in terms of roles and role hierarchies, role ac-
tivation, and constraints on user/role membership and role set activation. 
 
According to Ravi Sandhu [Sandhu 1997] the basic concept of RBAC is that permis-
sions are associated to roles, and users are made members of appropriate roles, 
thereby acquiring the role permissions. A user can be a member of several roles and a 
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role can have several members. The roles can be organized in a role hierarchy where 
permissions are assigned and can be inherited. 
 
The figure [Sandhu 1997] below, shows the model of RBAC. When a user logs in to a 
system, a session is started. A session is a dynamic connection between a user and the 
roles the user has access to. To regulate the organization of the access control struc-
ture there is a set of constraints; they restrict what is accepted to do in the structure. 
For example, a constraint may limit the number of members in a role. 
 
A group att George Manson University [Ferraiolo et al 2000] has proposed a standard 
for RBAC. We will examine the components that are included in the proposed stan-
dard and how these components are related to each other. 
 

Sessions 

Permission 
Assignment 

Role 
Assignment 

Role Hierarchy 

Constraints

Permissions Users Roles 

Roles 

Figure 6: Model of Role-Based Access Control (RBAC). 

 
The role concept is defined in the following way by [Sandhu 1997]: 
 
 A semantic construct around which the access control policy is formulated. 
 
One important thing that this description points out is that organizational security 
policies are important to look into when the roles are defined. A security policy is a 
document produced by the organization that owns the system. The policy contains a 
high level description of how the security should be governed and maintained2. 
 
Users are granted membership into roles based on their competences and responsibili-
ties in the organization. The operations that a user is permitted to perform are based 
on the user’s role. One way to construct roles can be to look at the user functions in 

                                              
2 For further information, look up security policy in the glossary (Appendix B). 
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the organization, for example which department the user works at. But this is not nec-
essarily the best way, sometimes it can be better to look at what task or responsibility 
the user has and define the roles from this. 
 
A major difference between most implementations of groups and the concept of roles 
is that groups are typically treated as a collection of users and not as a collection of 
permissions. A role is both a collection of users on one side and a collection of per-
missions on the other. The role serves as an intermediary to bring these two collec-
tions together. 
 
When there are many roles in an organization there is a probability that some of them 
have overlapping permissions, that is, users belonging to different roles need to per-
form common operations. To make role administration more efficient, RBAC includes 
role hierarchies. In the hierarchy the roles inherit permissions from each other. For 
example, roles can be organized to reflect authority, responsibility, and competence in 
an organization. 
 
Resources 
 
Resource in RBAC is a synonym for object, which was explained in section 2.1. 
 
Hierarchies of resources are normally not a part of the RBAC model. But [Johansen 
et al 2000] believe that with visualization of the resources in a hierarchy, the task of 
assigning the resources to roles become easier, which hopefully leads to fewer mis-
takes. 
 
There are different approaches to use when constructing a resource hierarchy. The re-
sources could for instance be organized after their physical location or after their area 
of use. But if the hierarchy should consist purely of resources that have permissions, 
i.e. a hierarchy where each node consists of another resource, the most natural relation 
is the “consists of”-relation. An example is an operating system consisting of pro-
grams, which in turn consists of files. 
 
Permissions 
 
[Sandhu 1997] labels permission as an approval of a particular mode of access to one 
or more objects (resources) in the system. The terms authorization, access right and 
privilege are also used to denote permission. Permissions are always positive and 
award the ability to the holder of the permission to perform some action(s) in the sys-
tem. The RBAC model permits a variety of interpretations for permissions, from 
coarse-grained, e.g. where access is permitted to an entire sub network, to fine-
grained, where the unit of access is a particular operation of a particular program. In 
the RBAC framework, negative permissions (which deny access), are modeled as con-
straints rather than negative permissions. 
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According to [Sandhu 1997] a general model of RBAC must treat permissions as un-
interpreted symbols to some extent. Each system protects objects of the abstraction it 
implements. Thus an operating system protects such entities as files, directories, de-
vices, and ports, with operations such as read, write, and execute. 
 
Constraints 
 
As described in [Chen et al 1995], the basic idea for applying constraints is to lay out 
higher-level organizational policies. An example of this is that of mutually exclusive 
roles, i.e. a user cannot be a member of two roles that are mutually exclusive. Once 
certain roles are declared to be mutually exclusive, there need not be much concern 
about the assignment of individual users to roles. The assignment can then be dele-
gated and decentralized without fear of compromising the higher-level policies of the 
organization. 
 
A common example of mutually exclusive roles is the purchasing manager and ac-
count payable manager. In most organizations the same individual will not be permit-
ted to be a member of both roles, because this creates a possibility for committing 
fraud. 
 
Some constraints can be applied both statically and dynamically. Statically applied 
constraints restrict the static structure of the RBAC system and dynamically applied 
constraints restrict the RBAC structure during a session. Static and dynamic properties 
of the constraints are discussed further below. 
 
Dynamic separation is more complicated than static separation because it must be en-
forced during a program session, but on the other hand it may make the system more 
flexible. Let us continue the example from above with the purchasing manager and 
account payable manager. A more flexible solution would be to allow a user member-
ship in both roles at the same time. The result is that no user can authorize a payment 
(in the role as account payable manager) that he or she initiated (in the role as pur-
chasing manager). 
 
Another example of a user assignment constraint is that a role can have a maximum 
number of members. For instance, there is only one person in the role of chairman of a 
department. Similarly, the number of roles to which an individual user can belong 
could also be limited. These constraints are called cardinality constraints. 
 
The last type of constraints to be mentioned here is related to the concept of prerequi-
site roles, which is based on competency and appropriateness. A user can only be as-
signed to role A if the user is already a member of role B. For example, only those us-
ers who are already members of the project role can be assigned to the testing task 
role within that project. 
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RBAC Summary 
 
In RBAC, maintaining of the access control structure is certainly easier than if the us-
ers were directly connected to the resources. This is due to that the collection of users 
and permissions in an enterprise is transitory but the role is more stable because an 
organization’s activities or functions usually change less frequently. The RBAC 
model simplifies the work of managing users’ access rights in a system. When an em-
ployee is hired, moves to a new position or quits the job, the administrator’s job is 
simply to reassign the role membership of that user. RBAC also gives direct insight 
into specific users permissions in the system. This helps to detect incorrectly assigned 
permissions. 
 
Although structured access control of this kind is highly desirable for many applica-
tions, it is not yet supported by many operating systems. Notable exceptions, identi-
fied by [Gollmann, 1999], are the user profiles in IBM’s AS/400 and the global 
groups and local groups in Windows NT. RBAC is more common in database man-
agement systems. 

2.6 Operating Systems 
Private networks are more homogenous compared to public networks. They are ho-
mogenous in the sense that they consist of one product-family from few manufactur-
ers. Thus, the need for standardization of access control in private networks is not as 
great as in public networks.  
 
A general pattern of security functionality can be determined in most operating sys-
tems. The following concepts are part of this pattern: 
 

• Accounts – contain information, e.g. privileges about users (subjects). 
• Identification and authentication – functionality used to verify a user’s iden-

tity, allowing the system to match the user’s privileges with any process started 
by the user. 

• Permissions – are set on resources (objects) by the system manager or the 
owner of a resource. When deciding whether to grant or deny an access re-
quest, the operating system may refer to the user’s identity, the user’s privi-
leges, and the permissions of the object. 

• Audit log (audit trial) – is a log of a user’s action kept in order to be able to 
make investigations of breaches happened earlier. 

• Installation and configuration – it is important to start the operating system 
in a secure state. Furthermore, an administrator has to be able to modify secu-
rity controls and therefore it is vital with configuration. 

• Default settings – can be a major security weakness if they are inadequate. 
 
In the following two subsections we look at how two operating systems implement 
access control in a private network. The purpose is to point out similarities and differ-
ences in how access control is achieved. Please note that what is stated might not be 
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valid for the last versions of the two operating systems. E.g., in the Unix-version So-
laris 8 there is support for RBAC, which is not dealt with in the next subsection. 

2.6.1 Unix 
In this section we will look at access control features common in most Unix versions.  
 
POSIX 1003 is a series of standards, produced by IEEE, regarding UNIX interfaces. 
The sub series POSIX 1003.6 deals with security mechanisms as a whole and access 
control as a part of that.  
 
In Unix, users are identified by user names and authenticated by passwords. Each user 
stores files and documents in accounts, which are located in personal home directo-
ries. User names are used together with userID to represent users. The username can 
be represented with up to eight characters and a userID consists of a 16-bit number. 
The userID is Unix’ counterpart of the role concept.  
 
An example is the userID 0, which is a role called super user or root and has special 
privileges. The root account is used by the operating system for essential tasks like 
login, recording the audit log, or access to I/O devices. Almost all security checks are 
turned off for the root role, which is generally used for administration purposes. 
 
The set of userIDs is limited. However, administrators can define unlimited numbers 
of user groups. Users in one group partly share the same access restrictions.   
 
Discretionary access control is obtained with a granularity of owner, group, and other 
(all users). Root users are not affected by any of these constellations. Unix treats all 
resources in a uniform manner and makes no distinction between files and devices 
(e.g. printers and disc drives). 
 
Files and directories are arranged in a tree-structured file system. Each file entry in the 
directory is a pointer to a data structure called inode. An inode contains different 
fields and for access control the most important field is the mode field. The mode field 
states the type of file and access rights for owner, group, and other. The access rights 
are represented by permission bits, which are grouped in three triples that define read, 
write, and execute access for owner, group, and world, respectively. 

2.6.2 Windows NT 
Windows NT is POSIX compliant as Unix and includes networking capabilities. An-
other similarity to Unix is the distinction between kernel mode and user mode. The 
core operating system services run in the kernel mode and user applications in user 
mode. 
 
Data is stored in proprietary formats and can be used by utilities to serve as an inter-
mediate layer of control. As mentioned above, in Unix everything is treated as a re-
source and has a uniform discretionary access control. However, Windows NT has an 
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object-oriented design, which results in various object types with the possibility of 
unique access control for each object type. 
 
The following components of the operating system are parts of the security subsystem: 
 

• Security Reference Monitor (SRM): in charge of access control. The SRM is 
an executive component, running in kernel mode. 

• Local Security Authority (LSA): a user mode component involved at login 
when it checks the user account and creates a system access token; the LSA is 
also responsible for auditing functions.  

 
Now we turn to access control features. Our first feature is domains, which are used to 
give a group of workstations the same access configuration. Without domains, the 
administrator would have to configure the access rules on each and every workstation. 
Furthermore, the domain facilitates single sign-on so that users are only prompted 
once for their passwords even if they access different resources (with different access 
rights) during one session. 
 
Local and global accounts are related to the domain concept. The local account is 
maintained by the workstation in an accounts database. Global accounts on the other 
hand, are maintained centrally in the domain database. One user can have a local and 
global account at the same time but will have two different security identifiers con-
taining separate access permissions. Similarly, resources can be managed globally or 
locally. Typically, a resource like a printer attached to a workstation would be man-
aged locally. 
 
A group is defined as a collection of user accounts. As in Unix, members in a group 
partly share the same access restrictions. In Windows NT exist local and global 
groups3, which provide two layers of control between subjects and objects. 
 

• The upper layer of global groups. Defined for the domain and contains only 
user accounts. 

• The lower layer of local groups. Defined for a workstation and contains both 
user accounts and global groups. 

 
Built-in accounts and built-in groups are similar to the userID concept in Unix be-
cause they have predefined user rights and permissions. There exist a few global built-
in groups like Domain Administrators, Domain Users, and Domain Guest. Most built-
in groups are however local groups like Administrators, Backup Operators, Users, or 
Guests. System managers are advised to stick to the built-in groups when implement-
ing their security policies and define groups with different permission patterns only if 
there are strong reasons for doing so. The Guest account does not require a password 
and can be used to give users access to resources that do not require authentication. 
However, permissions can be given to this account like to any other user account.  

                                              
3 Not to be confused with local and global accounts. 
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The user profile defines the user’s desktop environment, in particular the programs a 
user is able to invoke. The user cannot change mandatory profiles. Mandatory profiles 
are a security mechanism as they can limit the utilities offered in the user’s desktop 
environment. The administrator can set restrictions in the user profile, which define 
the features available in the user’s desktop environment. 
 
Unlike in Unix, administrators in Windows NT do not automatically have super user 
privileges that allow access to all files. Even in this finer granularity of management 
privileges, the Administration account is still in position to find a way around access 
restrictions imposed on it. 
 
Every user, group, and machine account has a unique security identification number 
(SID), which is used for discretionary access control. The SID is constructed when an 
account is created and is fixed for the lifetime of the account. As pseudo-random in-
puts (clock values) are used in its construction, you cannot expect to get the same SID 
if you delete an account and then recreate it with exactly the same parameters as be-
fore. Hence, the new account will not retain the access permission given to the old ac-
count. When a domain is created, a unique SID is constructed for the domain. When a 
workstation or a server joins a domain, it receives a SID that includes the domain’s 
SID. Machines use their SIDs to check whether they are in the same domain or not. 
 
The Windows NT design follows the object-oriented paradigm. Processes, user ac-
counts, resources, files, directories, etc., are all objects of a certain type. Discretionary 
access control on an object is predicated on the type of the object. For example, access 
control to a file differs from access control to a print queue. Each object has a security 
descriptor, giving: 
 

• The security ID of the owner of the object 
• A group security ID, used only by the POSIX subsystem 
• An access control list (ACL) 

 
When a subject requests access to an object, the Security Reference Monitor checks 
the object’s ACL to determine whether the requested access should be granted or not. 
If no ACL exists, no checks are performed and access is granted. If an ACL exists, 
then for each entry the subject’s SID is compared with the entry’s SID.  
 
The ACL contains entries for access control and auditing permissions. An ACL entry 
for a subject or group can be either: AccessDenied, AccessAllowed, or SystemAudit. 
The negative permission AccessDenied makes a difference from Unix, where all per-
missions are positive. AccessDenied entries are always listed first in an ACL. Each 
AccessAllowed entry is a list of access permissions. Access permissions are specific 
to the type of the object. 
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Access is denied if the search reaches the end of the ACL. Thus, access will always be 
denied if there is an empty ACL and access will always be granted if there exists no 
ACL. 

2.6.3 Notes 
This chapter ends with two notes from [Gollmann 1999] worth keeping in mind:  
 

• “Often, operating systems store information in different places. It is important 
to know in which order checks are performed. Sometimes, only the first match-
ing (access control) entry is consulted. Other times, more specific entries com-
ing later can overrule a previous entry. Finally you have to know how the oper-
ating system reacts if it finds no entry matching an access request.” 

 
• “Ideally, the security policy of an organization divides users with equivalent 

requirements into a manageable number of groups. In practice, there will al-
ways be exceptions. Therefore, mechanisms for defining exceptions, either by 
withdrawing or by adding permissions are useful tools, if applied with modera-
tion.” 

2.7 Summary 
The basic components of access control are subject, objects, operations, and a refer-
ence monitor that either grants or denies access. The access control matrix is an access 
control structure, which can be implemented either as capabilities or access control 
lists.  
 
Different means of intermediate access control are used to improve management. A 
simple way is to collect subjects into groups. The most sophisticated intermediate con-
trol we examined was RBAC, which focus on collections of permissions. These col-
lections are used to form roles that in a later step are connected to subjects. 
 
Both UNIX and Windows NT conform to the POSIX standard. In POSIX, access con-
trol is achieved through ACLs. In addition, both operating systems contain simple 
roles that give users predefined access rights and permissions. But the two operating 
systems differ in numerous ways. The most important ones are:  
 

• Permissions in UNIX are only positive whereas Windows NT embraces nega-
tive permissions as well.   

• All objects are treated equally in UNIX, while there exist various types of ob-
jects in Windows NT that are treated independently.  
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3 Security Concepts in Public Networks 
This chapter serves as a preparation before discussing access control in public net-
works in the next chapter.  
 
When discussing security in distributed systems, two categories of security can be 
identified. First we have computer security, which deals with the protection of re-
sources within a computer system. The other, network security deals with protection 
of information during transmission from one system to another. The former deals a lot 
with access restrictions, while the latter deals mainly with cryptographic protocols. 
 
Figure 7 illustrates network security. Two entities, A and B, communicate over an un-
secured channel. The antagonist is an intruder who has full control over this channel, 
being able to read their messages, delete messages, and insert messages. The two enti-
ties trust each other. They want protection from the intruder. Cryptography allows 
them to construct a secure logical channel over an insecure physical connection. 
 

insecure  
communication channel 

Intruder 

B A 

Figure 7: Public network security. 
Now our focus turns from computer security, the area where access control was first 
established, to network security. 
 
Access control is defined in the following way by IETF [RFC 2828]: 
 

Protection of system resources against unauthorized access; a process by 
which use of system resources is regulated according to a security policy and is 
permitted by only authorized entities. 

  
The following important topics of computer security are strongly related to access 
control: 
 

• Authentication – The process of verifying the identity of an individual through 
the use of a username and password, digital certificate, or other means. Authen-
tication always has to precede access control. In most solutions, the requesting 
subject is authenticated just before access control is performed on the object 
side. However, in other solutions a subject first authenticates to a third party in 
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order to obtain access privileges. Later, the subject only presents the privileges 
for the object. In this way objects do not need to be familiar with the identity of 
every requesting subject, only with the subject’s privileges. 

• Integrity – The property that data has not been changed, destroyed, or lost in 
an unauthorized or accidental manner. Continuing the previous example; it is 
important that the access privileges, sent from the third party (via the subject) 
to the object, are not tampered.   

• Availability – The property of being accessible and useable upon demand by 
an authorized entity. If a requested service is not available, access is conse-
quently not permitted. 

• Confidentiality – The property that information is not made available or dis-
closed to unauthorized individuals, entities, or processes.  

• Accountability – The property of a system that ensures that the actions of sys-
tem entities and users may be traced uniquely to that entity, which can be held 
responsible for its actions. Accountability is needed to store information about 
who performed a specific action on a specific object. The information can be 
used later when access control is investigated. 

 
As shown above, access control involves several issues. One mechanism that can be 
used to meet those issues is cryptography. In the following subsections, we will look 
at the basics of cryptography and see how cryptography can be used to achieve confi-
dentiality, data integrity and authentication. The last subsection describes how virtual 
private networks can be created with the help of cryptography. But first we examine a 
simple example of some of the issues above.  

3.1 Example of Security Issues  
Authentication, access control, and accounting happen in everyday life. For instance, 
when you go to an ATM4 to withdraw money, you must first insert your bankcard and 
enter your personal identification number (PIN). At this point you are now authenti-
cating yourself as someone who has the authority to withdraw money. If your card is 
valid, and your PIN is valid, you have been successfully authenticated and can now 
continue the task of withdrawing money. If you have entered an incorrect PIN, or your 
card has been damaged (or stolen) and the criteria cannot be validated, you will not be 
able to continue.  
 
Once authenticated you will be permitted to perform certain actions, such as with-
draw, deposit, check balances, and so on. Based on your identity (your bank card and 
your PIN), you have been preauthorized to access certain functions on your account, 
which include withdrawing money. Finally, once you have completed the tasks in 
which you are authorized to perform, you are then provided with a statement describ-
ing your transactions as well as the remaining balance of your account. The bank will 
also record your transactions for accounting purposes.   

                                              
4 The Swedish word for ATM is bankomat. 
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3.2 Cryptography 
People mean different things when they talk about cryptography. Children play with 
toy ciphers and secret languages. However, these have little to do with real security 
and strong encryption. Strong encryption can be used to protect information of real 
value against organized criminals, multinational corporations, and major governments. 
Strong encryption used to be only military business; however, in the information soci-
ety it has become one of the central tools for computer security. 

3.2.1 Terminology 
Suppose that someone wants to send a message to a receiver, and wants to be sure that 
no one else can read the message. If the message is sent over a public channel, there is 
a risk that someone else opens the letter or taps the electronic communication. 
 
In cryptographic terminology, the message is called plaintext or cleartext. Encoding 
the contents of the message in such a way that it hides its contents from outsiders is 
called encryption. The encrypted message is called the ciphertext. The process of 
retrieving the plaintext from the ciphertext is called decryption. Encryption and de-
cryption usually make use of a key, and the coding method is such that decryption can 
be performed only by knowing the proper key. Figure 8 illustrates the terms above. 
 

Transmitted 
ciphertext 

Key Key 

Encryption 
algorithm 

Plaintext 
output 

Plaintext 
input 

Decryption 
algorithm 

Figure 8: Model of encryption. 
Cryptography is the art or science of keeping messages secret. Cryptanalysis is the 
art of breaking ciphers, i.e. retrieving the plaintext without knowing the proper key. 
Cryptology is the family name for cryptography and cryptanalysis. People who do 
cryptography are cryptographers, and practitioners of cryptanalysis are cryptana-
lysts. 

3.2.2 Cryptographic Algorithms 
A method of encryption and decryption is called a cipher. Some cryptographic meth-
ods rely on the secrecy of the algorithms; such algorithms are only of historical inter-
est and are not adequate for real-world needs. All modern algorithms use a key to con-
trol encryption and decryption; a message can be decrypted only if the key matches 
the encryption key. 
 
There are two classes of key-based encryption algorithms, symmetric (or secret-key) 
and asymmetric (or public-key) algorithms. The difference is that symmetric algo-
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rithms use the same key for encryption and decryption (or the decryption key is easily 
derived from the encryption key), whereas asymmetric algorithms use two different 
keys for encryption and decryption, and the decryption key cannot be derived from the 
encryption key. 
 
Asymmetric ciphers permit the encryption key to be public, allowing anyone to en-
crypt with the key whereas only the proper recipient (who knows the decryption key) 
can decrypt the message. The encryption key is also called the public key and the de-
cryption key the private or secret key. 
 
Generally, symmetric algorithms are much faster to execute on a computer than 
asymmetric ones. In practice they are often used together, so that a public-key algo-
rithm is used to encrypt a randomly generated encryption key, and the random key is 
used to encrypt the actual message using a symmetric algorithm. This is sometimes 
called hybrid encryption.  

3.2.3 Public versus Symmetric Cryptography 
One drawback with symmetric cryptography is that possibly many people share the 
same secret. To illustrate, let us imagine a group of users that share a key to be able to 
obtain access to a server. Now one of these users stores his copy of the key in an inse-
cure place and an opponent copies the key. Thus, all communication among the clients 
that share the key is considered insecure since the opponent can disclose messages en-
crypted with the key. Furthermore, it is troublesome to first stop all clients from using 
the stolen key. Last but not least, a new key has to be securely distributed to all clients 
that previously used the stolen key.  
 
If public encryption was used, a stolen key does not have that deep impact. Consider a 
client, Alice, and an opponent who steals her private key. Then only Alice has to pro-
duce a new pair of keys. She keeps the private key in a secure location and publishes 
the public key. The next time someone wants to communicate with Alice there is no 
risk that the opponent will get the hands on the information because all clients that 
want to communicate with Alice will use the new public key that she has published. 
To make this system really secure the key updates have to be made on a regular basis. 
 
Let us compare the number of keys needed if N users want to communicate in pairs. If 
symmetric encryption is used every pair of users needs a key. The required number of 
keys is [N(N-1)]/2. If public key encryption is used every user needs a public and a 
private key. Thus, the number of keys is 2N. Thus, the number of keys that has to be 
generated depends significantly on who is communicating with whom and on which 
technique is used. 
 
Another disadvantage with symmetric encryption is that since encryption is presuma-
bly not available prior to key distribution, network-based key distribution is not a se-
cure option. Other options, such as a secure courier, are expensive and slow. In con-
trast, in public cryptography the public key can be transmitted unencrypted over inse-
cure lines, since it is not a secret. Thus, key distribution is greatly simplified using 
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public key encryption. One way to handle key distribution is through a public-key in-
frastructure, which is discussed in section 3.4. 
 
As mentioned earlier, symmetric encryption has the major advantage that it is 
computationally much faster than public-key encryption. Furthermore, symmetric 
encryption is handy if a message is going to be distributed to several recipients. Then 
the message only has to be encrypted once if all the recipients share the same key. 

                                             

3.2.4 Digital Signature 
In addition to use encryption with public key cryptography for obtaining confidential-
ity, it can also be used to create digital signatures. This is done by encrypting a mes-
sage with the sender’s private key. A digital signature authenticates the identity of the 
sender of a message or the signer of a document. Digital signatures are easily trans-
portable and cannot be imitated by someone else. The ability to ensure that the origi-
nally signed message arrived to the receiver means that the sender cannot deny that it  
was sent (repudiate). 
 
In this section we assume that the key pair, used to create and verify a signature, was 
created properly and that the public key is distributed without modification. Section 
3.4 deals with these problems that are by no means trivial. 
 
A digital signature can be used with any kind of message, whether it is encrypted or 
not, simply so that receiver can be sure of the sender’s identity and that the message 
arrived intact.  
 
In order to achieve data integrity and improve performance, a hash value5 based on the 
message, is signed instead of the whole message. A hash function is a function that 
takes an arbitrary message and transforms it into a hash value of fixed length. The 
value can be seen as a fingerprint of the message because it is radically smaller but 
still unique. By signing the fingerprint, the signing procedure takes less time and the 
signature takes less space. 
 
The following example is from [Wha] and shows how digital signatures are used. As-
sume you are going to send the draft of a contract to your lawyer in another town. You 
want to give your lawyer the assurance that it is unchanged from what you send and 
that it is really from you. 
 

1. Copy-and-paste the contract into an e-mail note. 
2. Obtain a message hash of the contract by using special software. 
3. Encrypt the hash code (not the plaintext message) using your private key. 
4. The encrypted hash becomes your digital signature of the message. Note that it 

is unique and thus will be different for every message you send. 
 
 

 
5 Further explained in the glossary (Appendix B)  
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At the other end, your lawyer receives the message. 
 

1. To make sure it is intact and from you, your lawyer makes a hash of the re-
ceived message. 

2. Your lawyer then uses your public key to decrypt the message hash. 
3. If the hashes match, the received message is valid. 

 
This verifies the data integrity of the message, by making it impossible to change the 
message without detection. The different uses of the keys in public key encryption are 
summed up in Table 5. 
 
Table 5: Key usage in public key cryptography. 

To do this Use whose Kind of key 
send an encrypted message use the receiver’s public key 
send a signature use the sender’s private key 
decrypt an encrypted mes-
sage 

use the receiver’s private key 

verify a signature  use the sender’s  public key 
 
Now its time to examine concepts of network security on a higher level. The first one, 
firewalls, has not so much to do with cryptography, but is a related topic to the follow-
ing concepts. 

3.3 Firewalls 
Firewalls are widely used to control and restrict the traffic between the private net-
work and the public network. The word firewall can be seen as a generic name for a 
network gateway6 protecting the boundary of a private network. Firewalls may be 
implemented in either hardware or software but is typically a combination of both. 

                                             

 
[Stallings 1999] lists the following design goals for a firewall: 
 

• All traffic between the private network and the public network must pass 
through the firewall. This is achieved by physically blocking all access to the 
private network except via the firewall. 

• Only authorized traffic, as defined in the local security policy, will be allowed 
to pass. 

 
6 Explained in the glossary (Appendix B) 
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The position of a firewall is showed in Figure 9. 

Security boundary 

Private network 

Firewall 

Public network 
(e.g. Internet) 

As the firewall is the only access point to the local network from outside, it can be 
used to hide internal information such as topology and IP-addresses of workstations.  

Figure 9: Position of a firewall in a network. 

  
[Stallings 1999] also points out the following techniques to enforce security by a fire-
wall: 
 

• Service control – Determines the type of services (resources) that can be ac-
cessed inbound or outbound. The firewall may filter traffic on the basis of IP 
address and TCP port number, provide proxy7 software that receives and inter-
prets each service request before passing it on, or host the server software it-
self, such as a Web or mail service. 

• Direction control – Determines the direction in which particular service re-
quests may be initiated and allowed to flow through the firewall. 

• User control – Controls access to a service according to which user is attempt-
ing to access it. This feature is typically applied to users inside the firewall se-
curity boundary (local users). It may also be applied to incoming traffic from 
external users. However, that requires some form of secure authentication tech-
nology8.  

• Behavior control – Controls how particular services are used. For example, 
the firewall may filter e-mail to eliminate spam, or it may enable external ac-
cess to only a portion of the information on a local Web server. 

 
Even if firewalls are used for access control they are rather limited. For example, at-
tacks can bypass a firewall if the internal system has dial-in capabilities to give access 
to traveling employees. Modem pools are typical dial-in capabilities. 
 
A potentially better way to achieve access control is public key infrastructure, which 
we will examine in the next section.  

  

                                              
7 Explained in glossary (Appendix B) 
8 Section 3.4 deals with authentication techniques. 
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3.4 Public-Key Infrastructure (PKI) 
One way of achieving fine-grained authentication (and in a later step, access control) 
is to use digital certificates. Public-key infrastructure (PKI) is a set of security ser-
vices that enable usage of public-key cryptography and certificates in a public net-
work. The focal point is to generate and distribute keys in a secure way. But before 
exploring PKI, we take a closer look at digital certificates. 

3.4.1 Digital Certificates 
A digital certificate is an electronic “credit card” that establishes your credentials 
when doing business or other transactions on the Web. The certificate is commonly 
used for authentication and secure exchange of information in public networks. A cer-
tificate securely binds a public key to the entity that holds the corresponding private 
key. Certificates are digitally signed by a Certification Authority (CA) and can be is-
sued for a user, a computer, or a service. The most widely accepted standard for cer-
tificates is X.5099, a standard defined by the ITU (International Telecommunication 
Union).  
 
A digital certificate contains holder’s name, a serial number, expiration dates, a copy 
of the certificate holder’s public key, and a digital signature produced by the CA so 
that a recipient can verify that the certificate is correct. 

3.4.2 Overview 
PKI is defined in the following way by IETF [RFC 2828]: 

A system of CAs (and optionally RAs) that performs some set of certificate 
management, archive management, key management functions for a community 
of users in an application of asymmetric cryptography. 

 
A PKI consists of the following five main components:  
 

• Users that the CA are issuing certificates for. 
• Applications (App.) that validate digital signatures and their certification paths 

from a known public key of a trusted CA. 
• Certification Authorities (CAs) that issue and revoke certificates. 
• Registration Authorities (RAs) that guarantees the binding between public keys 

and certificate holders’ identities and other attributes. 
• Repositories that store and publish certificates and certificate revocation lists 

(CRLs). 
 
The relation between the components is shown in Figure 10, which is from [Aronius 
et al 1999]. 

                                              
9 X.509 is further described in section 4.2.2 
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Figure 10: Architecture of public key infrastructure (PKI). 
 
The core PKI functions are: 
 

A. To register users and issue the public-key certificates. 
B. To revoke certificates when required. 
C. To archive data needed to validate certificates at a much later time. 

 
The quality of the keys used to create certificates is of great importance. Not all users 
of a PKI are capable of generating quality keys. Therefore, security policies might re-
quire the RA to generate the public and private keys. However, if a PKI client gener-
ates its own key pair, maintaining of the system integrity is simplified. The cause is 
that only the client possesses the private key it uses.  
 
IETF is the main organization working on standardization of PKI. The organization 
has several working groups concentrating on different parts of PKI. Standard docu-
ments produced by IETF are called RFC (Request for Comments). 

3.4.3 Certification Authority (CA) 
A PKI is an extension of a key distribution center (KDC). The KDC simply hands out 
users’ public keys to anyone who requests them. User A is not assured that the key is 
the authentic public key of user B. For instance, a malicious user attempting to steal 

  



Chapter 3: Security Concepts in Public Networks 32

private information could use a man-in-the-middle10 attack to intercept the real public 
key and replace it with his, allowing him to decipher the data. 
 
If users in a large community should be able to trust each other’s certificates, a trusted 
third party is needed. The trusted third party is called CA in PKI. 
 
The CA overcomes the weaknesses of KDC. Instead of handing out public keys, the 
CA issues certificates, which are distributed by a repository. The certificate is signed 
with the CA’s own private key, making it difficult for a malicious user to successfully 
execute a man-in-the-middle attack. 
 
The CA receives a certificate request from the RA, which has in turn been requested 
by a user (subject). The request contains the subject’s public key together with addi-
tional information needed to create a certificate. The CA creates the certificate and 
signs it with its private key. People and certificate-using applications can confirm the 
certificate by verifying the signature on the certificate with the CA’s public key. This 
only works if the entities in the community fully trust the CA. 
 
Another function of a CA is publishing certificate revocation lists (CRLs). A CRL 
contains a list of invalid certificates. Various circumstances may cause a certificate to 
become invalid before expiration of the validation period. One reason could be a 
compromised key. Other circumstances could be change of name and other certificate 
attributes or change of relationship between the user and the CA. For example, a user 
changes his/her employment and no longer is authorized to access company informa-
tion. A certificate must under such circumstances be revoked. 
 
As shown in Figure 10 different CAs can be connected to form a larger PKI. CAs do 
this by issuing certificates to each other. 

3.4.4 Repositories 
After a CA has issued a certificate it is placed and stored in a repository. This is where 
users send their requests when they want to confirm other users certificates. 
 
Repositories are used to make certificates and CRLs publicly available. Repositories 
are on-line entities that should have high availability requirements. However, in most 
cases they do not need to be trusted. A CA could operate the repository, or it could be 
a standalone service offered by some company. 
 
Depending on the certificate policy, repository contents may vary, but below is a list 
of items that normally are published in a repository. 
 

• User certificates – most user certificates should be openly available. In a big 
security domain including many different companies, some organizations may 
not wish to make the names of the employees openly available. 

                                              
10 For more information, see the glossary (Appendix B). 
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• CA certificates – these should be as widely available as possible. 
• CRLs – these should generally be openly available in the PKI.  

 
A widely adopted standard for repositories is LDAP (Lightweight Directory Access 
Protocol), which is specified by IETF in [RFC 2251]. 

3.4.5 Registration Authority (RA) 
The registration authority (RA) is a support function in the PKI, which can help the 
CA with different management tasks. For example, the RA handles the registration of 
new certificate subscribers and verifies their identities. This is a critical point in a PKI 
because it is important to prevent a malicious user from registering as another user.  
 
The RA is often a physical unit to which users present ID documents to prove their 
identity in order to obtain a certificate. After registering and perhaps generating a key 
pair for the new user the RA requests the CA to create and publish a certificate for the 
user.  

3.4.6 Summary PKI 
A PKI enables users of a public network such as the Internet to securely exchange 
data through the use of public-key cryptography.  
 
A number of products are offered that enable a company or a group of companies to 
implement a PKI. Although the components of a PKI are generally described in stan-
dards, vendors have developed a number of different approaches and services.  
 
Concepts related to PKI are VPN, described in the next section and IPsec (IP Security) 
standard, described in appendix D. 

3.5 Virtual Private Networks 
[Kosiur 1998] defines Virtual Private Networks (VPNs) as simple as follows - a Vir-
tual Private Network is a network of virtual circuits for carrying private traffic. A vir-
tual circuit is a connection set up on a network between a sender and a receiver in 
which both the route for the session and bandwidth is allocated dynamically. VPNs 
can be established between two or more private networks, or between remote users 
and a private network. 
 
A PKI can enable organizations to set up a VPN by establishing a trust relationship 
between their respective CAs. CAs establish the trust relationship by issuing certifi-
cates for each other. Each CA is then responsible for validating the users of its organi-
zation for participation within the VPN. 
 
Tunnels – the “virtual” in VPN. In VPNs, “virtual” implies that the network is dy-
namic, with connections set up according to the organizational needs. Unlike the 
leased-line links used in traditional private networks, Internet VPNs do not maintain 
permanent links between endpoints that make up the corporate network. Instead, a 
connection is created between two sites when it is needed. When the connection is no 
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longer needed, it is torn down, making the bandwidth and other network resources 
available for other users. Hiding the Internet service provider and Internet infrastruc-
ture from the VPN applications is made possible by a concept called tunneling. Tun-
neling creates a special connection between two endpoints. To create a tunnel, the 
source end encapsulates its packets in IP packets for transit across the public network. 
For VPNs, the encapsulation may include encrypting the original packet and adding a 
new IP header to the packet. At the receiving end, the gateway removes the IP header 
and decrypts the packet if necessary, forwarding the original packet to its destination. 
 
Security Services – the “private” in VPN.  Equally important to a VPN, if not more, 
is the issue of privacy or security. In its most basic use, the “private” in VPN means 
that a tunnel between two users on a VPN appears as a private link, even if it is run-
ning over a shared medium. But, for business use, especially for LAN-to-LAN links, 
private has to mean more than that; it has to mean protection from prying eyes and 
tampering. 
 
Although tunnels can ease the transmission of data across a public network, authenti-
cating users and maintaining the integrity of data depends on cryptographic proce-
dures, such as digital signatures and encryption. These procedures have to be managed 
and distributed with care. 

3.5.1 Building Blocks 
There are four main components of a VPN, the public network (e.g. Internet), security 
gateways, security policy servers, and certificate authorities. Not all of these compo-
nents are defined or used in every current VPN product but they are common. Figure 
11 shows how the components are related to each other. 
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Security gateways sit between public and private networks, preventing unauthorized 
intrusions into the private network. They also provide tunneling capabilities (i.e. en-

Figure 11: Components of a virtual private network (VPN). 
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cryption and decryption of transmitted data). In general, a security gateway fits into 
one of the following categories: routers, firewalls, integrated VPN hardware, and VPN 
software. Because routers have to examine and process every packet that leaves the 
private network, it is quite natural to include packet encryption on routers. 
 
Organizations can maintain their own database of digital certificates by setting up a 
certificate server inside the security boundary. Another solution is to use an external 
certificate authority that is highly specialized in managing digital certificates.    
 
The security policy server maintains the access control lists and other user-related in-
formation that the security gateway uses to determine which traffic is authorized. Sev-
eral protocols are defined for communication between gateways and policy servers. 
 
One of these protocols is RADIUS11 (Remote Authentication Dial-In User Service), 
which is defined for carrying dial-in users’ authentication information and configura-
tion information. A dial-in client sends authentication information to the gateway, 
which passes the information on the policy server. The server authenticates the client 
using a shared secret value and then returns to the gateway all authorization and con-
figuration information needed by the gateway to deliver (or deny) service to the client. 
 
The IPsec12 standard by IETF aims at covering the whole VPN concept. IPsec defines 
the overall IP packet structure and security associations relative to VPN communica-
tion. However, IPsec does not include any features for fine-grained access control, as 
far as I know. 
 
About 40 vendors of VPN products have unified in an organization called VPNC. The 
goal is to offer interoperable products. VPNC13 has developed a conformance test to 
determine if a product is interoperable or not.  

3.6 Summary 
There are many standards covering cryptography algorithms including symmetric and 
public techniques.  
 
Public key infrastructure has also been standardized in mayor parts but is still evolv-
ing. A great number of papers published during the recent months, for example by 
IETF, deal with PKI on a detailed level. These papers are most probably going to lead 
to new standardizations. 
 
Virtual private networks are less standardized due to the very broad concept. It is 
therefore difficult to point out any standard covering the whole concept. Nevertheless, 
IPsec is an evolving VPN standard and might in the future cover all aspects of VPNs.  
 

                                              
11 Further explained in Appendix D. 
12 Further explained in Appendix D. 
13 Further explained in Appendix D. 
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4 Access Control in Public Networks 
After the overview of security in public networks in the preceding chapter we return 
to access control. This time, our focal point is access control in public networks. As 
mentioned earlier new requirements are added in public networks and they are worth 
repeating: 
 

• Insecure communication channel 
• Heterogeneous environment 
• Huge number of entities (subjects and objects) 

 
The second point, heterogeneous environment, is the reason why we look for a stan-
dard solution. A standard offers products by different suppliers a way to collaborate 
and to be interoperable.  
 
This chapter starts off with an introduction to the current SMC by Sectra. After that, 
conditions introduced by the insecure communication channel are pointed out. Then 
we examine different techniques to achieve access control under these new conditions. 
The chapter ends by identifying access control mechanisms in three proprietary prod-
ucts. 

4.1 Security Management Center (SMC) 
To be able to see what is needed in Sectra’s Security Management Center (SMC) this 
section gives a brief description of the current product. 
 
To use our previous knowledge we can describe the SMC as a counterpart to a certifi-
cation authority in PKI because the SMC also works as a trusted third party. Neverthe-
less, a great difference is that symmetric cryptography is used. Hence, the SMC does 
not issue certificates. Its main purposes are to generate and distribute keys and tickets 
to the clients. 
 
As shown in Figure 12, an administrator is located inside the local network. Commu-
nication with clients and other SMCs is done through external network connections 
based on the IP protocol. 

Key Server 
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Master SMC 

Clients 
SMC 
MSt 

Administrator 

Figure 12:  Environment of the SMC. 
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The SMC consists of a management station (MSt) and a key server. The management 
station contains user interfaces for configuration and management of the SMC. Ad-
ministrators use the MSt to configure the key server and its database containing in-
formation about clients. 
 
The key server contains all cryptographic functions together with databases of keys, 
clients, groups of clients and access rules. A client group consists of clients and possi-
ble other client groups. The access rules are not very detailed, they only specify who 
is allowed to communicate with whom. Hence, they do not specify any details of what 
is actually accessed on the object side. 

4.2 Access Conditions 
In our scope access conditions can be arbitrary. However, they have to be formulated 
in a structured way so an access provider can determine if they are fulfilled or not.  In 
most organizations, access conditions are specified in a security policy document to-
gether with other security mechanisms, which provide services to protect sensitive and 
critical system resources. 
  
I formed the following list of eight conditions with the inspiration of literature and 
discussions with my supervisors. Conditions 1) to 3) always have to be treated, inde-
pendent of internal or external communication. 
 
1) Is the client valid? 
First of all the user has to be authenticated as someone who has access rights to the 
current resource. There are several standardized ways to implement the authentication 
process, e.g. as it is done in Kerberos14. The users do not have to be granted access 
individually. They could also be collected into groups and be given common access 
rights. 
 
2) Which resource is requested? 
The access permission is depending on which resource the user is asking for at the 
server. Different resources on the same server can have various restrictions regarding 
access. 
 
3) Which operation is requested? 
The access control depends on what operation the user wishes to perform on the re-
source. (E.g. start, stop, read, and write) 
 
The insecure communication channels in public networks cause conditions 4) to 7). 
However, it is possible that the outcome of the previous conditions makes these new 
conditions superfluous. For example, if the requested resource is a homepage without 
any security restrictions there is no need to check if the user is securely authenticated 

                                              
14 Described in Appendix D.2.3 
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or communicating through an encrypted channel. Then the following conditions might 
be skipped. 
 
4) Does the client reside inside or outside the private network? 
The location affects the access decision in the following way. If the user is located in-
side the corporate network an encrypted channel perhaps is not needed. On the con-
trary, if the user calls from outside it might be important to establish an encrypted 
channel. 
 
5) Is the communication channel encrypted? 
The communication channel through which the client tries to establish a connection 
with the server is not encrypted. The server denies access because it would be unsuit-
able to send sensitive information in a way that eavesdroppers could access it. 
 
6) Which authentication method is used? 
Whether a password or a PKI certificate authenticates the user has an impact on the 
access verdict because they are not equally secure. 
 
7) How secure is the client’s environment? 
If for example the operating system at the client side is less secure than on the server 
side, the server should not let the client download any sensitive data that might be 
tampered with by unauthorized users on the client side. Quite obvious, the data at a 
secure node in a network is not secure any more if the data is transferred to another 
node which cannot protect it properly. The IP address can be controlled and determine 
access. 
 
Another condition that might be interesting in both private and public networks is: 
 
8) What time of day is it? 
Perhaps the organization wants to restrict the access to certain time periods. For ex-
ample, an officer in the military should obtain access to sensitive data only at the 
working hours and not when he is off duty. 

4.2.1 Grouping of access conditions 
Some of the access conditions are related. I will try to determine which ones are pos-
sible to group together and executed in similar ways. A pattern can be recognized if 
we consider the access conditions from a physical client/server15 point of view.  
 
To start with, conditions 2 and 3 are located at the server side. Furthermore, condition 
3 is depending on condition 2 because without a corresponding resource, the operation 
does not make sense. 
 

                                              
15 For an explanation, see the glossary (Appendix B) 
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Conditions 1, 4, 6, 7, and to some extent also condition 5 are related to the client side. 
Thus, they can be grouped together. In addition, they are varyingly detailed, more or 
less in the following order: 1, 4, 5, 6, and 7.  
  
Finally, condition 8 is not physically related to any other condition since time adds 
another dimension. However, the server "decides" what times access is permitted to 
clients. Hence, condition 8 can be grouped with conditions 2 and 3.          

4.3  Standardization Work 
No standard has been found that satisfies all our requirements, i.e. checks all the con-
ditions described above. However, some products satisfy them all. These products are 
using related standards, which each satisfies a subset of the requirements. In this sec-
tion we take a look at the related standards.  

4.3.1 LDAP 
Lightweight Directory Access Protocol (LDAP) is a software protocol for enabling 
anyone to locate organizations, individuals, and other resources such as files and de-
vices in a network. LDAP in its current version does not support access control. How-
ever, LDAP Extension (an IETF working group) is developing access control for 
LDAP and has collected requirements in [RFC 2820].  
 
LDAP is a “lightweight” (smaller amount of code) version of Directory Access Proto-
col (DAP), which is a part of X.500, a standard for directory services16 in a network. 
LDAP is lighter because in its initial version it did not include security features. 
LDAP originated at the University of Michigan and has been endorsed by at least 40 
companies. Netscape includes it in its latest Communicator suite of products. Micro-
soft includes it as part of what they call Active Directory in a number of products, in-
cluding Outlook Express. Novell’s NetWare Directory Service interoperates with 
LDAP. Cisco also supports it in its networking products. 
 
In a network, a directory tells you where in the network something is located. On 
TCP/IP networks (including the Internet), the domain name system (DNS) is the 
directory system used to relate the domain name to a specific network address (a 
unique location on the network). However, you may not know the domain name. 
LDAP allows you to search for individuals without knowing where they are located 
(although additional information will help with the search). 

                                             

 
An LDAP directory is organized in a simple tree hierarchy consisting of the following 
levels: 
 

• The root directory (the starting place or the source of the tree), which branches 
out to 

• countries, each which branches out to 
• organizations, which branch to  

 
16 Explained in the glossary (Appendix B). 
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• organizational units (divisions, departments, and so forth), which branches out 
to (includes an entry for) 

• individuals (which includes people, files, and shared resources such as printers) 
 
An LDAP directory can be distributed among many servers. Each server has a repli-
cated version of the total directory that is synchronized periodically. An LDAP server 
is called a Directory System Agent (DSA). An LDAP server that receives a request 
from a user takes responsibility for the request, passing it to other DSAs if necessary, 
but ensuring a single coordinated response for the user. 

4.3.2 X.509 – Digital Certificate  
X.509 is an International Telecommunication Union (ITU) recommendation and is 
part of the X.500 series. X.509 defines the most recognized public-key certificate. 
 
X.500 is a directory service, which is a server or distributed set of servers that main-
tain a database of information about users. The information includes mapping from 
user name to network address, as well as other user attributes. X.500 is often substi-
tuted for LDAP because of efficiency reasons. LDAP is less complex since it has left 
out some parts of X.500 that are rarely used.  
 
X.509 prescribes also a framework for authentication services, which are using the 
X.500 directory. The directory may serve as a repository of public-key certificates. 
Each certificate contains the public key of a user and is signed with the private key of 
a trusted certification authority. 
 
X.509 was initially issued in 1988 and is based on the use of public-key cryptography 
and digital signatures. The standard does not dictate the use of a specific algorithm but 
recommends RSA. The digital signature scheme is assumed to require the use of a 
hash function. Again, the standard does not dictate a specific hash algorithm.  
 
The heart of the X.509 scheme is the public-key certificate associated to each user. 
Some trusted Certification Authority is assumed to create the user certificates and 
place them in a directory. The directory server itself is not responsible for the creation 
of public keys or for the certification functions; it merely provides an easily accessible 
location for users to obtain certificates.  
 
A X.509 certificate consists of the following fields: 
 

• Version – differentiates among successive versions of the certificate format. 
• Serial number – an integer value, unique within the issuing CA that is unam-

biguously associated with this certificate. 
• Signature algorithm identifier – the algorithm used to sign the certificate, to-

gether with any associated parameters. Because this information is repeated in 
the signature field at the end of the certificate, this field has little, if any, utility. 

• Issuer name – X.500 name of the CA that created and signed this certificate. 
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• Period of validity – consists of two dates: the first and last dates on which the 
certificate is valid. 

• Subject name – the name of the user to whom this certificate refers. That is, 
the certificate certifies the public key of the subject who holds the correspond-
ing private key. 

• Subject’s public-key information – the public key of the subject, plus an 
identifier of the algorithm for which this key is to be used, together with any 
associated parameters. 

• Signature – covers all of the other fields of the certificate; it contains the hash 
code of the other fields, encrypted with the CA’s private key. This field in-
cludes the signature algorithm identifier. 

 
Like user identities, certificates are used for two purposes. They can identify an entity 
associated with a cryptographic key or they can specify the access rights for the holder 
of a cryptographic key (possibly without identifying the holder’s identity). Experi-
ments have been conducted with X.509 certificates that have been extended to include 
fine-grained access rules. Two examples are found below – Role-Based Access Con-
trol and Trust Management.  

4.3.3 Role-Based Access Control 
The Role-Based Access Control model, described in section 2.5.4, was not con-
structed with a public computer network in mind. However, to show that the model is 
adaptable to a public network an experiment has been performed by a group of re-
searchers, see [Park et al 2000]. The work was partially supported by the National Se-
curity Agency in the US and one of the members in the research-group was Ravi 
Sandhu who is an influential person in the area of RBAC. The experiment integrated 
and extended well-known network technologies, such as X.509, SSL17, and LDAP, 
providing compatibility with current Web technologies. Access control was added to 
X.509 certificates by using available extension fields.   
 
Different architectures were developed and made to work, which shows that RBAC is 
a possible solution to our problem. 

4.3.4 Trust Management 
A traditional system-security approach to the processing of a signed request for action 
treats the task as a combination of authentication and access control. 
 
The receiving system first determines who signed the request and then queries an in-
ternal database to decide whether the signer should be granted access to the resources 
needed to perform the requested action. [Blaze et al 1999] believe that this is the 
wrong approach for today’s dynamic, internetworked world. In a large, heterogene-
ous, distributed system, there is a huge set of people (and other entities) who may 
make requests, as well as a huge set of requests that may be made. These sets change 
often and cannot be known in advance. Even if the question “who signed this re-

                                              
17 Described in Appendix D. 
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quest?” could be answered reliably, it would not help in deciding whether or not to 
take the requested action if the requester is someone from whom the recipient is hear-
ing from the first time. 
 
The right question in a scattered, rapidly changing network becomes “is the key that 
signed this request authorized to take this action?” 
 
In the area of Trust Management, policy is used for access control. IPsec18 is the stan-
dard suite of protocols for network-layer confidentiality and authentication of Internet 
traffic. The IPsec protocols, however, do not address the policies for how protected 
traffic should be handled at security endpoints. Trust management introduces an effi-
cient policy management scheme for IPsec according to [Blaze et al 2001]. 
 
IPsec does not address the problem of managing the policies governing the handling 
of traffic entering or leaving a host running the protocol. By itself, the IPsec protocol 
can protect packets from external tampering and eavesdropping, but it does nothing to 
control which hosts are authorized for particular kinds of sessions or to exchange par-
ticular kinds of traffic. In many configurations, especially when network-layer secu-
rity is used to build firewalls and VPNs, such policies may necessarily be quite com-
plex. There is no standard interface or protocol for controlling IPsec tunnel creation, 
and most IPsec implementations provide only rudimentary, packet-filter-based and 
ACL-based policy mechanisms. 
 
The crudeness of IPsec policy control, in turn, means that in spite of the availability of 
network-layer security, many applications are forced to duplicate at the application or 
transport layer cryptographic functions already provided at the network layer. 
 
The notion of trust management is introduced in [Blaze et al 2001] as a system, which 
provides a standard interface that applications can use to test whether potentially dan-
gerous actions comply with local security policies. More formally, trust-management 
systems are characterized by: 
 

• A method for describing actions, which are operations with security conse-
quences that are to be controlled by the system. 

• A mechanism for identifying principals, which are entities that can be author-
ized to perform actions. 

• A language for specifying application policies, which governs the actions that 
principals are authorized to perform.  

• A language for specifying credentials, which allow principals to delegate au-
thorization to other principals. 

 
The trust-management approach to distributed-system security was developed as an 
answer to the inadequacy of traditional authorization mechanisms. Trust-management 

                                              
18 Described in Appendix D. 
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engines avoid the need to resolve ”identities” in an authorization decision. Instead, 
they express privileges and restrictions in a programming language. 
 
According to [Blaze et al 1999] there are a number of fundamental reasons that ACLs 
are inadequate for distributed-system security: 
 

• Authentication 
• Delegation 
• Expressibility and extensibility 
• Local trust policy 

 
[Blaze et al 1999] believes that these points constitute a forceful argument that X.509 
and generally the use of identity-based public-key systems in conjunction with ACLs 
are inadequate solutions to distributed security problems. Even modern ACL-based 
systems like DCE19 fall somewhat short of satisfyingly addressing the extensibility, 
expressibility, and delegation issues. 
 
The KeyNote Language 
 
KeyNote is a trust-management system and has been developed since 1997 and has 
evolved to the point of supporting a wide variety of applications, ranging from IPsec 
policy control to electronic payment systems. The current version of the KeyNote lan-
guage is described in [RFC 2704]. 
 
KeyNote provides a simple language for describing and implementing security poli-
cies trust relationships, and digitally signed credentials. KeyNote allows the creation 
of sophisticated security policies and credentials in which entities (which can be iden-
tified by cryptographic public keys) can be granted limited authorization to perform 
specific kinds of trusted actions. When a “dangerous” action is requested of a Key-
Note-based application, the application submits a description of the action along with 
a copy of its local security policy to the KeyNote interpreter. KeyNote then “ap-
proves” or “rejects” the action according to the rules given in the application’s secu-
rity policy. 
 
Thus, the access decision depends on the key that signed the privileges and not the 
identity of the key-owner. This is the goal of trust management – to trust the privilege-
signing key. Therefore determining the identity of the subject is needless.   

4.4 Products 
This will be a case study of three example products20 that implement access control 
mechanisms. They are chosen arbitrarily, the only requirements being that they offer 
fine-grained access control and are aimed for public networks. The products are exam-
ined from these points of view: 

                                              
19 Described in section 4.3.2 and in Appendix E. 
20 Each of the three products is further described in Appendix E. 
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• Q1: What kind of access control is available? 
• Q2: How is access control obtained? 
• Q3: Which standards are used in the products? 

4.4.1 DCE by the Open Group 
• A1: Individual and group-based access control. Objects can inherit ACLs 

from superior objects. Time condition is available.  
• A2: Inheritance of ACLs is achieved through a tree-hierarchy called Sparse 

ACLs. The time condition is achieved by time-stamped tickets that clients re-
ceive from a Ticket Server. The client sends the ticket to the requested re-
source. 

• A3: Kerberos, LDAP, POSIX, SSL, X.509.  
 
DCE takes a very broad approach and is therefore somewhat difficult to analyze. 
From the standards used, we see that both symmetric (in Kerberos) and public-key 
cryptography (in X.509) can be used. POSIX render a possibility to form access rules 
in a standardized manner. LDAP and X.509 are cornerstones in the authentication 
mechanisms.   

4.4.2 SelectAccess by Baltimore Technologies 
• A1: Offers role-based access control together with these conditions: authenti-

cation method, encrypted channel, and inside/outside private network. Access 
control is administrated with a graphic access control matrix. It is a scalable 
matrix since it is implemented as a two-dimensional tree. 

• A2: The Policy Validator (similar to a firewall) performs the access control. 
The Policy Validator calls a Directory Server (similar to repository in PKI) in 
order to find rules corresponding to the current object.  

• A3: LDAP, RADIUS, X.509. 
 
As in DCE, LDAP and X.509 are used as authentication mechanisms. The access con-
trol and hierarchy of user roles is implemented in a proprietary manner.  

4.4.3 VPN-1 by Check Point 
• A1: Offers individual and group-based access control with several of the de-

sired conditions. E.g. encrypted communication channel, authentication 
method, and time-of-day. 

• A2: A security policy is defined centrally and is distributed to multiple en-
forcement points throughout the network. A management server maintains 
databases located at a firewall. The databases include security policy, acces-
sible objects, and user definitions. 

• A3: IPsec, LDAP, RADIUS, X.509 
 
Once again, LDAP and X.509 are cornerstones in the authentication mechanisms. The 
access control functionality is solved in a proprietary way. 
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4.5 Summary 
I have not been able to find any standard that matches all the conditions on access 
control listed in section 4.2. However, techniques supporting access control have been 
standardized. In addition, various products implement access control that fulfills most 
parts of our requirements.  
 
LDAP and X.509 constitute important standards of an authentication service. X.509 
can be extended to include access control as in the experiment with RBAC. Trust 
Management takes a step further and omits the authentication part and focus on access 
privileges. However, some authentication is still needed and is performed at an early 
phase of the procedure. 
 
To compare the three products (SelectAccess, DCE, and VPN-1) was a difficult task 
since they use different terminologies. In addition, I have only read the companies 
own information, which naturally never contain any revolutionary details about their 
implementations. Hence, my knowledge base is rather limited. However, the papers 
revealed that the products have much in common with PKI, such as a trusted third 
party like a CA with the ability to issue X.509 certificates. User information is stored 
in LDAP-servers, which correspond to repositories in PKI. Although all the three 
products offer fine-grained access control they have implemented the functionality in 
different ways. None of them have chosen extended X.509 certificates as in the RBAC 
experiment. Neither have they used the Trust Management approach.   
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5 Prototype 
Now we take a look at the prototype, which was developed during the last part of the 
thesis. The goal of the prototype was to examine how access rules could be defined 
through a graphical user interface (GUI). The produced GUI is definitely not an ulti-
mate solution but lead to a deeper understanding of the difficulties involved in setting 
up access rules. An evaluation was performed to see how users experience the proto-
type.  

5.1 Background  
The motivation for developing this prototype is the importance of defining access 
rules in an intuitive and flexible way. If an administrator is mislead into defining in-
correct access permissions by an ambiguous GUI, security might be suffering. To start 
with, the whole range of possible access rules and conditions have to be considered. 
The next question is how to computerize the rules so they can be interpreted and 
maintained by a system on its own. 
  
The concepts introduced in section 2.1 (subjects, objects, and operations) form a basis 
for the prototype. Added to those are conditions, which where described in section 
4.2. As new conditions might show up, the prototype has to allow new conditions to 
be defined. 
 
Role-based access control, showed in section 2.5.4, is a sophisticated way to improve 
subject management and is definitely desired a real product. However, due to time 
limits, the prototype is restricted to a simplified version of roles.  
 
There is a need for verifying defined rules. Hence, a test tool is desirable. The test tool 
should take defined rules and fulfilled conditions as input and determine if access is 
permitted as output. A necessary simplification is that no underlaying functionality is 
used to control if conditions are fulfilled. Thus, neither certificates nor any network 
implementation is developed. The focus is on central administration of access rules. 
 
My supervisors at Sectra proposed VB (Visual Basic) to be the implementation 
environment. Additionally, I have decided to use a Microsoft Access database to store 
the different entities and their attributes. 
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5.2 Design 
As mentioned earlier the entities subject, object, operation, and condition are central 
in the prototype. They are components of each rule and are depicted in Figure 13. 

Conditions 

Object Subject 
Access request 

 
(Operation) 

Subjects are categorized into individuals and roles. Roles are defined in a tree hierar-
chy where every level inherits permissions from superior roles. The roles are mainly 
incorporated in order to decrease the number of rules that has to be defined. 

Figure 13: Components of a rule. 

 
Another feature, which also reduces the number of rules, is negative rules. For exam-
ple, consider a role that is granted access to a number of objects and one of the indi-
viduals in the role is not supposed to get access to one of those objects. Then a nega-
tive rule is defined, which denies access to the object, for the specified individual. 
 
Objects are organized in a tree structure similar to subjects. However, nodes in the ob-
ject tree do not inherit permissions from superior nodes in the tree. This restriction is 
also due to time constraints and reduces the complexity but unfortunately also the 
flexibility of the system. In order to identify the nodes in the subject and object trees, 
they are given unique ID-numbers based on their location in the tree. This is similar to 
abilities, described in section 2.5.2. An example of a small tree of nodes and corre-
sponding ID-numbers is given in Figure 14. 

Project member [r] 

Programmer [r.2] Designer [r.1] 

Erik [r.2.3] Ceasar [r.2.1] David [r.2.2] Bertil [r.1.2] Adam [r.1.1] 

 

Figure 14: A tree sample with nodes and corresponding ID-numbers. 
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Operations and conditions are collected in separate lists. In section 4.2.1, conditions 
are grouped together from a physical point of view. However, that feature is not con-
sidered in the design of this prototype with reference to time bounds. Operations and 
conditions are distinguished through their unique names.  
 
In the Access database there are tables for subjects, objects, operations, conditions, 
and rules. A separate table is used for determining which operations can be performed 
on each object. The window used for editing the separate entities and connecting op-
erations to objects is showed in Figure 15. 

Rules are defined in a separate window where the user selects which entities that 
should be included and then chooses to create a positive or a negative rule. Each rule 
contains only one condition. This window also contains the test tool. The test tool 
works similar to defining new rules with the exception that the user presses a “Run 
Test” button instead of adding a rule. A test is performed in the following way. The 
test tool starts to look for rules matching the selected subject. If no rule matched, an-
other search is performed, but this time on the role that the subject belongs to. If still 
no rule is found, the searching goes on with superior roles until the top node (i.e. the 
root) is reached. There are two options in the test tool: 

Figure 15: Managing subjects, objects, operations, and conditions. 

 
• Inheritance – determines if the test tool should omit rules defined for subjects 

superior to the selected one. 
• Multiple conditions – this feature only affect the result if multiple conditions 

are selected as input to the test tool.  
o If ‘OR’ is chosen, the test tool will permit access if at least one positive 

rule matches one of the input conditions and no negative rule blocks the 
matching positive rule. 

o If ‘AND’ is chosen, the test tool will permit access if all the positive 
rules matching the selected subject, object, and operation are fulfilled 
by the set of selected conditions and no negative rule blocks any of the 
matching positive rules. 
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The inheritance switch option is only included for experimental usage. But the second 
option with multiple conditions is highly desirable because it makes the rules more 
specific. Obviously, in a real system this option should be available when the rules are 
defined and not only at the point of verification, as in our test tool. The window con-
taining the test tool and positive and negative rules is depicted in Figure 16. 
 

 
Figure 16: Managing positive and negative rules and a test tool. 

5.3 Evaluation 
Only employees at Sectra were involved in the evaluation of the prototype. Among 
them were people who developed the current SMC and a corporate administrator who 
deals with access control frequently. They found the prototype easy to use and a good 
way to experiment with different scenarios. During the evaluation several issues and 
ideas of improvements came up. The most important comments are summarized in the 
following list. 
 

• An individual should be able to belong to several roles. In the current solution, 
an individual is restricted to membership of one role (and superior roles, if ex-
isting). 

• The test tool should contain a feature in which it is possible to see all rules af-
fecting a selected subject, independent of objects, operations, and conditions.  

• It is desirable that a rule can contain multiple conditions, which are combined 
by ‘AND’ and ‘OR’ separators. 

• Inheritance in the object tree is attractive although it leads to immense com-
plexity. 
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The complexity introduced by inheritance in the object tree is due to the combination 
of positive and negative rules together with inheritance in the subject tree. Consider 
the following example, which is showed in Figure 17. The role programmer is denied 
access to a file called secret.txt through a negative rule but David (who belongs the 
role programmer) is granted access to the directory public (in which secret.txt is lo-
cated) through a positive rule.  
 

: negative rule 
: positive rule 

David * 

programmer 

* * 

public 

* * * secret.txt 

This is an ambiguous situation if the rules are not given different priorities. One point 
of view is to focus on the security of the objects. Then access is denied to an object if 
there exists any negative rule including the current object and subject. On the other 
hand, if the possibility to give individuals extra privileges is considered valuable, then 
crossing positive rules are given higher priority than negative ones.  

Figure 17: Crossing positive and negative rules. 

5.4 Summary 
The prototype was successful in the way that it resulted in intensive discussions how 
access rules can be set up. Several new topics came up during the evaluation. When 
you have a user interface it is much easier to find new topics, which otherwise are 
hard to notice. 
 
It is important to remember that this prototype only dealt with administration and as-
sumes that other functions assure that the access rules are managed correctly. 
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6 Conclusion 
Some general conclusions open this chapter. After that, the current version of SMC is 
evaluated. We finish off by a look into the future of access control. 

6.1 General Conclusions 
The basic components of access control are subject, objects, operations, and condi-
tions. Role-based access control is the most sophisticated method found, for improv-
ing subject management.  
 
The operating systems UNIX and Windows NT include various efficient access con-
trol mechanisms. Both operating systems conform to the POSIX standard, which uses 
ACLs as an intermediate level of access control. In addition, the operating systems 
contain simple counterparts to roles. 
 
Several security issues are related to access control. Cryptography serves as a mecha-
nism to meet those issues. Public key cryptography is a convenient technique to 
achieve confidentiality, authentication, and data integrity. The IETF has standardized 
the usage of identity certificates in a public-key infrastructure (PKI). PKI can be used 
to fulfill the three issues mentioned earlier. Experiments using attribute certificates 
have attained fine-grained access control.    
 
The insecure communication channels of a public network introduce new access con-
ditions. These were exemplified in section 4.2. An ultimate model is not limited to 
these conditions but should be flexible enough to undertake arbitrary conditions. No 
standard has been found that fulfils arbitrary conditions. One reason is that it is very 
hard to implement such flexible systems. Techniques supporting access control have 
been standardized and in addition, various products implement access control that ful-
fills most parts of our requirements. 
 
I consider fine-granular access control in a distributed environment to be a matter of 
scaling. The amount of subjects and objects in a public network is much larger than in 
a private network. The directory service LDAP is a widely spread standard and fits 
into our requirements of scalability. I find the directory structure to be a good way of 
separating different layers of information. 
 
LDAP together with X.509 constitute important standards of an authentication ser-
vice. X.509 can be extended to include access control as in the experiment with 
RBAC. Trust Management takes a step further and omits the authentication part and 
focus on access privileges. This is perhaps the best solution in a public network where 
objects are frequently requested by new and unrecognized subjects.  
 
The prototype fulfilled its requirements as an administrative tool for access control. It 
was successful because it revealed many new ideas and during the evaluation several 

  



Chapter 6: Conclusion 54

new topics came up. The prototype only covered an administration GUI. Hence, other 
functions are assumed to manage the access rules correctly. 
From the security point of view, I prefer focus on resources instead of users, thus re-
sources are easier to protect that way. I believe that it is convenient to store informa-
tion about users and resources in distributed directory servers together with 
corresponding access rules. This is similar to how CAs and repositories work in PKI.  

6.2 Conclusions concerning the SMC in LWK 
For detailed information of the SMC, see section 4.1 and appendix C. 
 
The current implementation of LWK has the following advantages that can be used as 
a platform in future projects when fine-granular access control is performed. 
 

• Provides authentication, data integrity and confidentiality. 
• Provides all-or-nothing access control. If the user is authorized every request is 

accepted but if the user is not authorized all requests are denied. 
• The SMC constitutes a trusted third party. 
• Several SMCs can be connected to form an infrastructure similar to CAs in 

PKI. 
• The possibility to form groups from a set of clients. It makes it easier to scale 

the system when it grows. 
• Auditing functionality. 

 
The following properties have to be added in order to achieve fine-grained access con-
trol of the resources. 
 

• A way to separate resources at a server in order to be able to specify fine-
grained access rules for them. 

• Access control mechanisms either on the server side or on the SMC. 
• Administration tool for the access control mechanisms. 

6.3 A look into the future 
Most probably, the IETF is going to form standards for access control in the future, as 
they have written standards for authentication up to now. It is a natural order because 
a user has to be authenticated before access is granted. However, to some extent it is 
possible that standard organizations do not put much effort into access control, as they 
may not consider it to be a critical issue. 
 
The following list presents some suggestions for future investigations of access con-
trol. They all have to be considered before a system of access control can be imple-
mented. 
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• How to distribute the access rules to server nodes? 
• What is the impact on applications that are using the access control service? 
• How do applications have to be adjusted in order to be included in the access 

control? 
• Where should the access control be performed, at the server node or at the 

SMC? 
• How to maintain the access control system? 

 
I recommend the homepages of IETF21 and VPNC22 to keep up-to-date with the latest 
improvements of the standardization work concerning access control in public net-
works. 

                                              
21 http://www.ietf.org 
22 http://www.vpnc.org 
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Appendix A Acronyms 
All acronyms listed below are used in the report. They are written out in clear at least 
on the first occurrence in the text, but except that, only the acronym is used. 
 
ACL Access Control List 
ATM Automatic Teller Machine 
CA Certification Authority 
DAC Discretionary Access Control 
DSA Digital Signature Algorithm 
FTP File Transfer Protocol 
HTTP Hypertext Transfer Protocol 
IEEE Institute of Electrical and Electronics Engineers 
IETF Internet Engineering Task Force 
IKE Internet Key Exchange 
IP Internet Protocol 
ISAKMP Internet Security Association Key Management Protocol 
ISP Internet Service Provider 
ITU-T International Telecommunication Union-Telecommunication 
KDC Key Distribution Center 
LAN Local Area Network 
LDAP Lightweight Directory Access Protocol 
LWK LAN/WAN Krypto 
MAC Mandatory Access Control 
NSA National Security Agency 
OS Operating System 
PGP Pretty Good Privacy 
PKI Public Key Infrastructure 
POSIX Portable Operating System Interface for Unix 
RADUIS Remote Authentication Dial-In User Service 
RFC Request For Comment 
SA Security Association 
SMC Security Management Center 
SSL Secure Sockets Layer 
TCP/IP Transmission Control Protocol / Internet Protocol 
VPN Virtual Private Network 
WAN Wide Area Network 
WG Working Group 
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Appendix B Glossary 
 
Many explanations in this glossary are from IETF’s Internet Security Glossary [RFC 
2828] and Whatis.com [Wha]. Whatis.com is an online dictionary of information tech-
nology. 
 
access control  

Protection of system resources against unauthorized access. Access control is a 
process by which use of system resources is regulated according to a security pol-
icy. Access is permitted only to entities (users, programs, processes) that are au-
thorized according to that policy. 

 
accounting  

Accounting is a method that records who, what, when and where an action has 
taken place. (See audit service) 

 
audit service  

A security service that records information needed to establish accountability for 
system events and for the actions of system entities that cause them. 

 
authentication 

Ensuring that the data is coming from the source from which it claims to come. 
 

authorization 
The action of granting access to a security object. 

  
certificate  

See digital certificate. 
 
certification authority (CA)  

An entity responsible for establishing and vouching for the authenticity of public 
keys belonging to users or other CAs. Activities of a CA can include binding pub-
lic keys to distinguished names through signed certificates, managing certificate se-
rial numbers, and certificate revocation. See section 3.4.1. 

 
client/server relation 

Client/server is a relationship between two computer programs in which one pro-
gram, the client, makes a service request to another program, the server, which ful-
fils the request. Although programs within a single computer can use the cli-
ent/server idea, it is a more important idea in a network. In a network, the cli-
ent/server model provides a convenient way to interconnect programs that are dis-
tributed efficiently across different locations. Relative to the Internet, a Web 
browser can be the client program that requests services, e.g. sending of Web 
pages, from a Web server somewhere on the Internet. Similarly, a computer with  
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TCP/IP installed allows you to make client requests for files from FTP (File Trans-
fer Protocol) servers on the Internet. 
 

confidentiality  
Preventing unauthorized users from reading or copying data as it travels across a 
public network. 

 
credentials  

Data that is transferred or presented to establish either a claimed identity or the au-
thorizations of a system entity. 
 

data integrity  
Ensuring that no one tampers with data as it travels across a public network. 

 
digital certificate 

A document constituting a certificate in the form of a digital data object used by a 
computer) to which is appended a computed digital signature value that depends on 
the data object. For more information, see section 3.4.1. 

 
digital signature  

A digital signature is an electronic signature that can be used to authenticate the 
identity of the sender of a message or the signer of a document. Furthermore, the 
signature can be used to ensure that the original content of the message or docu-
ment is unchanged after it has been sent. See section 3.2.4 

 
directory service 

A directory is similar to a database, but typically contains more information that is 
generally read more often than it is written. Also, directories are designed to con-
tain data that is concise and strictly relevant to the entry. In contrast, databases are 
designed to hold large amounts of data per entry that may or may not be directly 
relevant to the entry. For this reason, directories do not usually implement the 
transaction or rollback schemes that regular databases require. If they are permitted 
at all, directory updates are typically simple all-or-nothing changes. Directories are 
tuned to respond quickly to high-volume lookup or search operations. 
 
A lookup is an operation that targets a specific, unique entry, such as a domain 
name. A search is an operation that targets data common to multiple entries, such 
as the information collected by an Internet search engine on a topic. Directories 
may replicate information widely, in order to increase availability and reliability, 
and thus reduce response time. 

 
extranet 

An extranet is a private network that uses the Internet protocol (IP) and the public 
telecommunication system to securely share parts of a business’s information or 
operations with suppliers, vendors, partners, customers, or other businesses. An ex-
tranet can be viewed as part of a company’s intranet that is extended to users out-
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side the company. It has also been described as a “state of mind” in which the 
Internet is perceived as a way to do business with other companies as well as to sell 
products to customers. 
 

gateway 
A gateway is a network point that acts as an entrance to another network. On the 
Internet, a node or stopping point can be either a gateway node or a host (end-
point) node. Both the computers of Internet users and the computers that serve 
pages to users are host nodes. The computers that control traffic within the com-
pany’s network or at your local Internet service provider (ISP) are gateway nodes. 
 
In the network, a gateway node is often also acting as a proxy server and a firewall 
server. A gateway is often associated with both a router, which knows where to di-
rect a given packet of data that arrives at the gateway, and a switch, which fur-
nishes the actual path in and out of the gateway for a given packet. 

 
hashing 

Hashing is the transformation of a string of characters into a hash value or key that 
represents the original string. The hash value is of fixed length and usually shorter 
than the original string. Hashing is used to index and retrieve items, e.g. in a data-
base, because it is faster to find the item using the shorter key than to find it using 
the original value. It is also used in many signature algorithms. However, the re-
quirements for database hashes and cryptographic hashes are completely different. 
 
The hashing algorithm is also called hash function. In addition to faster data re-
trieval, hashing is also used for digital signatures. The message is transformed with 
the hash function , which is then encrypted into a digital signature. Both the mes-
sage and the signature are sent to the receiver. Using the same hash function as the 
sender, the receiver derives a message-digest from the message and compares it 
with the message-digest created by decrypting the signature. They should be the 
same. 
 

inode 
In a Unix-based operating system, an inode is a computer-stored description of an 
individual file in a Unix file system. 

 
Internet Protocol (IP) 

The Internet Protocol is a method or protocol by which data is sent from one com-
puter to another on the Internet. Each computer (known as a host) on the Internet 
has at least one IP-address that uniquely identifies it from all other computers on 
the Internet. When sending or receiving data (e.g. an e-mail note or a Web page), 
the message is divided into little chunks called packets. Each of these packets con-
tains both the sender’s Internet address and the receiver’s address. Any packet is 
sent first to a gateway computer that understands a small part of the Internet. The 
gateway computer reads the destination address and forwards the packet to an adja-
cent gateway that in turn reads the destination address and so forth across the Inter-
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net until one  gateway recognizes the packet as belonging to a computer within its 
immediate neighborhood or domain. That gateway forwards the packet directly to 
the computer whose address is specified. 

 
intranet 

An intranet is a private network that is contained within an enterprise. It may con-
sist of many interlinked local area networks and also use leased lines in a WAN 
(Wide Area Network). Typically, an intranet includes connections through one or 
more gateway computers to the outside Internet. The main purpose of an intranet is 
to share company information and computing resources among employees. 

 
ISAKMP 

Internet Security Association and Key Management Protocol (ISAKMP) is an 
Internet IPsec protocol to negotiate, establish, modify, and delete security associa-
tions, and to exchange key generation and authentication data, independent of the 
details of any specific key generation technique, key establishment protocol, en-
cryption algorithm, or authentication mechanism. 
 
ISAKMP provides a framework for authentication and key exchange but does not 
define them. ISAKMP is designed to be key exchange independent; that is, it is de-
signed to support many different key exchanges. 

 
key escrow 

A key recovery technique for storing knowledge of a cryptographic key or parts 
thereof in the custody of one or more third parties called “escrow agents”, so that 
the key can be recovered and used in specified circumstances. 
 

man-in-the-middle-attack 
A form of active wiretapping attack in which the attacker intercepts and selectively 
modifies communicated data in order to masquerade as one or more of the entities 
involved in a communication association. 
 
For example, suppose Alice and Bob try to establish a session key without authen-
tication of the data origin. A “man in the middle” could block direct communica-
tion between Alice and Bob and then masquerade as Alice sending data to Bob as 
well as masquerade as Bob sending data to Alice. 
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network reference models 
     Table 6: The OSI and TCP/IP reference models. 

 OSI TCP/IP 
7 Application Application 
6 Presentation (not present in the model) 
5 Session (not present in the model) 
4 Transport Transport 
3 Network Internet 
2 Data-Link 
1 Physical Host-to-network 

 
Oakley 

Oakley is a key establishment protocol, which describes a series of key-exchanges 
called “modes”, and details the services provided by each (e.g. identity protection 
and authentication). 

 
Pretty Good Privacy (PGP) 

Pretty Good Privacy (PGP) is a popular program used to encrypt and decrypt e-
mail over the Internet. It can also be used to send an encrypted digital signature that 
lets the receiver verify the sender’s identity and know that the message was not 
changed while transmitted. Available both as freeware and in a low-cost commer-
cial version, PGP is the most widely used privacy-ensuring program by individuals 
and is also used by many corporations. PGP has become a de facto standard for e-
mail security. 
 

protocol  
A set of rules (i.e. formats and procedures) to implement and control some type of 
association (e.g. communication) between systems. In particular, a series of or-
dered steps involving computing and communication that are performed by two or 
more system entities to achieve a joint objective. 

 
proxy server 

In a computer system with connection to the Internet, a proxy server is a server that 
acts as an intermediary between a workstation user and the Internet so that the sys-
tem can ensure security, administrative control, and possibly caching service. A 
proxy server is associated with or part of a gateway server that separates the inner 
network from the outside network and a firewall server that protects the inner net-
work from outside intrusion. 
 
A proxy server receives a request for an Internet service (such as a Web page re-
quest) from a user. If it passes filtering mechanisms, the proxy server (assuming it 
is also a cache server) looks in its local cache for previously downloaded Web 
pages. If it finds the page, it returns it to the user without needing to forward the 
request to the Internet. If the page is not in the cache, the proxy server, acting as a 
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client on behalf of the user, uses one of its own IP addresses to request the page 
from the server out on the Internet. When the page is returned, the proxy server re-
lates it to the original request and forwards it on to the user. 
 

reference monitor 
An access control concept that refers to an abstract machine that mediates all ac-
cesses to objects by subjects. 

 
router 

On the Internet, a router is a device or, in some cases, software in a computer, that 
determines the next network point to which a packet should be forwarded towards 
its destination. The router is connected to at least two networks and decides which 
way to send each information packet based on its current understanding of the state 
of the networks it is connected to. A router is located at any gateway where one 
network meets another. A router is often included as a part of a network switch.  

 
RSA (Rivest, Shamir, and Adleman) 

RSA is an encryption and authentication system that uses an algorithm developed 
in 1977 by Ron Rivest, Adi Shamir, and Leonard Adleman. The RSA algorithm is 
among the most commonly used encryption and authentication algorithm and is in-
cluded as a part of the Web browsers from Netscape and Microsoft. RSA Security 
owns the encryption system. The company licenses the algorithm technologies and 
also sells development kits. The technologies are part of existing or proposed Web, 
Internet, and computing standards. 

 
Security Association 

Security Association (SA) is concept used in IPsec, which describes the relation-
ship established between two or more entities to enable them to protect data they 
exchange. The relationship is used to negotiate characteristics of protection mecha-
nisms, but does not include the mechanisms themselves. 
 
A SA describes how entities will use security services. The relationship is repre-
sented by a set of information that is shared between the entities and is agreed upon 
and considered a contract between them. 

 
Security Policy 

A set of rules and practices that specify or regulate how a system or organization 
provides security services to protect sensitive and critical system resources. 
 
An identity-based security policy is based on the identities and/or attributes of us-
ers, a group of users, or entities acting on behalf of the users and the re-
sources/objects being accessed. 
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On the other hand, a rule-based security policy is based on global rules imposed 
for all users. These  rules usually rely on comparison of the sensitivity of the re-
source being accessed and the possession of corresponding attributes of users, a 
group of users, or entities acting on behalf of users.  

How are security services 
implemented? 

What security services 
should be provided? 

Security Mechanism 

Security Architecture 

Security Model 

Security Policy 

The security policy is one of four layers of the security engineering process (as 
shown in Figure 18). Each layer provides a different view of security, ranging from 
what services are needed to how services are implemented. 

Figure 18: Four layers of security engineering. 

 
TCP/IP 

TCP/IP (Transmission Control Protocol / Internet Protocol) is the basic communi-
cation language or protocol of the Internet. It can also be used as a communications 
protocol in a private network (either an intranet or an extranet). Computers with di-
rect access to the Internet are provided with a copy of the TCP/IP program just as 
every other computer that you may send messages to or get information from. 
 
TCP/IP is a two-layer program. The higher layer, TCP, manages the assembling of 
a message or file into smaller packets that are transmitted over the Internet and re-
ceived by a TCP layer that reassembles the packets into the original message. The 
lower layer is the IP layer and is described separately.  TCP/IP uses the cli-
ent/server model of communication in which a computer user (a client) requests 
and is provided a service (such as sending a Web page) by another computer (a 
server) in the network. TCP/IP communication is primarily point-to-point, meaning 
each communication is from one point (or host computer) in the network to another 
point or host computer. 



Appendix B: Glossary 70



Appendix C: Security Management Center (SMC) 
 

71

 

Appendix C Security Management Center (SMC) 
The objective of this appendix is to explain how SMC (Security Management Center) 
in LWK works. The SMC system is used together with both a secure GSM system and 
the LWK system. The SMC is a common part for the two systems because it solves a 
task that is shared by the both systems. However, in this appendix, only the LWK-part 
of the SMC is covered. The sources for this appendix are [Karlsson 1999], [Alsterlid 
1999], and [Alsterlid 1999b]. 

C.1 Purpose 
The main purpose of the SMC is to generate and distribute keys and tickets to the cli-
ents. This is done on requests from the clients. The major services of the SMC are: 
 

• Generation of session tickets on client requests. 
• Generation of multi-user keys and distribution on client request (optional). 
• Directory services (optional). 
• Communication with cooperating SMCs. 
• Distribution of alarms to specific alarm receivers. 

 
Then last two services are typical for the LWK system. 

C.2 Environment of the SMC 
An administrator manages the SMC with the local management console. The SMC 
connects to its users (clients) and master SMC through external network connections. 
Communication on the external network is based on IP. The SMC environment is de-
picted in Figure 19. 

Local External 

master SMC 

Clients 

SMC 

Administrator 

Figure 19: Environment of the SMC. 

C.3 Design 
The SMC consists of three subsystems connected by two networks (see Figure 20). We 
are only going to look at two of the subsystem (MSt and KS) because the third (GW) 
is not an issue for access control. 
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ISDN connections 

WANOuter network
MSt: Management Station 
KS: Key Server 
R: Router 
GW: GSM Gateway 

Inner network 

GW 

R 

KS MSt 

Figure 20: Overall structure of the SMC. 
The managements station (MSt) and key server (KS) are connected via the inner net-
work. Together they handle and store all security relevant data in the system, such as 
keys, access tables and catalogues. They shall therefore be considered sensitive/secret 
and kept in a secure location as indicated by the gray field in the figure. All the clients 
attach to the SMC via the outer network. 

C.3.1 Management Station 
The management station (MSt) contains user interfaces for configuration and man-
agement of the SMC. Furthermore, the MSt receives and stores log messages from the 
key server. The communication between the MSt and the key server goes over the in-
ner network and uses the key server management protocol. The management station is 
implemented as software running on a PC under Windows NT 4.0. 
 
The MSt is positioned in a physical secure area together with the key server. The MSt 
is used by the administrator to configure the key server and its database containing in-
formation about clients, domains etc.  
 
Functional Behavior. Configuration and management of the key server and other ad-
ministrative tasks are performed on the management station. The MSt provides the fol-
lowing services. 
 

• Setting of clients, client groups and access rules in the key server database. 
• Backup of the KS database. 
• Key management. 
• Loading of keys. Keys are either read from diskette by the MSt, or from bar 

code or smart card by the key server. 
• Local configuration of the key server. This includes things like setting of IP-

addresses. 
• Testing of the key server hardware. 
• Access to and management of the key server logs. 
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Cooperation with the key server. The key server contains three databases, one with 
administrators, one with keys and one with clients, groups and access rules. The key 
and administrator databases always reside in the key server. The MSt can, however, 
give commands that affect these databases. These commands are for loading new keys 
etc. The other database also always resides in the key server, but it is managed in the 
MSt. When the MSt is started, this database is copied to the MSt. If the administrator 
makes any changes in the database it has to be copied back to the key server, in order 
for the changes to have effect.  

C.3.2 Key Server 
The key server (KS) contains all cryptographic functions and manages all plaintext 
keys. The KS also stores all the databases needed to perform access control and ses-
sion ticket generation. The KS communicates with the MSt via the inner network and 
with its clients via the outer network. The key server is the only connection between 
the inner and the outer network and is responsible for the separation of the two sides.  
 
The key server uses public-key algorithms to authenticate administrators of the SMC 
but symmetric algorithms to authenticate clients. Dedicated hardware is used to im-
plement the key server. 

C.4 Internal System Interfaces 
In this section we take a closer look at databases and one protocol that are part of the 
internal structure of the SMC. 

C.4.1 SMC Databases 
Information about clients and access rules are stored in a database in the key server. 
The key server uses this information to determine how to answer requests for session 
tickets. The SMC database information is communicated between the management sta-
tion and the key server using the key server management protocol. 
 
The SMC database is structured into clients, client groups, and rules.  
 
LAN/WAN Clients. A LAN/WAN client is an application (or group of applications) 
running on a host with LAN/WAN software and hardware installed. The following in-
formation is stored about LAN/WAN clients in the SMC. 
 

• Name. Unique identifier within this SMC system (domain). 
• Name of the domain to which the client belong. 
• Name of the system to which the client belong. 
• Current master key. 
• Master key for next period. 
• Zero or more “aliases”. 
• Logging rules. 
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An alias can be either an Internet style email address (RFC 822), a DNS-name or some 
free-form text. Aliases are the type of client identifier that a user is most likely to pro-
vide at a client. Logging rules are used to determine what logging (if any) shall be per-
formed for accesses to this client. 
 
Client Groups. A client group consists of zero or more other client groups and clients. 
A client group can be seen as a convenient way of selecting several clients at the same 
time. For every client group the following information is stored. 
 

• Group name. 
• Names of all member clients. 
• Names of all member client groups. 

 
Note that both clients and client groups can be members of several client groups at the 
same time. 
 
Access rules. Access rules are used to express who is allowed to communicate with 
whom. Hence, they do not specify any details of what is accessed on the object side. 
The access rules are based on the unique names given to each client in the system. The 
only parameters of an access rule, except identifiers for subject and object (client A 
and client B), are restrictions on the generated session key.  
 
The following information is stored about LAN/WAN access rues: 
 

• A client identifier. Can be either a client name or the name of a group. 
• B client identifier. Can be either a client name or the name of a group. 
• Usage information. Specifies the maximal amount of data to be encrypted by a 

session key generated from this rule. 
• Parameters for generating session keys. Lifetime of generated keys etc. 
• Information about which logging (if any) that should be done for this rule. 

 
LAN/WAN access rules are not automatically symmetrical. That is: client A may con-
tact client B but not the other way around. 

C.4.2 Key Server Management Protocol 
The key server management protocol is used on the inner network of the SMC. It is 
used to communicate user management actions and configuration data from the man-
agement station to the key server. 
 
The key server management protocol is used only within the protected area of the 
SMC and is not encrypted or otherwise protected against malicious actions. 
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C.5 External System Interfaces 
In this section we gleam at a protocol that is a part of the SMC’s external system inter-
faces.  

C.5.1 Key Server Access Protocol 
The key server access protocol is used on the outer network of the SMC. LAN/WAN 
clients and the GSM gateway use the protocol to communicate session tickets and 
management data with the key server. It is also used for communication between co-
operating key servers. 
 
The key server access protocol is encrypted and provides confidentiality, integrity and 
authentication.  
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“The nice thing about standards it that there are so many to choose from.”   
Andrew S. Tanenbaum 
 

Appendix D Standardization 
The first part of this appendix describes different standardization organizations. In the 
second part, some standards related to access control are given. Most of the standards 
treat authentication issues. 

D.1 Standardization Organizations 
The next sections introduce a number of organizations that are more or less involved in 
the access control area.  

D.1.1 Internet Engineering Task Force (IETF) 
The Internet Engineering Task Force (IETF) is a large open international community 
of network designers, operators, vendors, and researchers concerned with the evolution 
of the Internet architecture and the smooth operation of the Internet. It is open to any 
interested individual. It is the principal body engaged in the development of the new 
Internet standard specifications.  
 
The actual technical work of the IETF is done in its working groups (WGs), which are 
organized by topic into several areas (e.g. routing, transport, security, etc.). Much of 
the work is handled via mailing lists. RFC (Request For Comments) is the humble 
name for documents produced by the working groups. The IETF holds meetings three 
times per year. 
 
The IETF meetings are not conferences, although there are technical presentations. 
The IETF is not a traditional standards organization, although many specifications are 
produces that become standards. The IETF is made up of volunteers who meet three 
times a year to fulfill the IETF mission. 
 
There is no membership in the IETF. Anyone may register for and attend any meeting. 
The closest thing there is to being an IETF member is being on the IETF working 
group mailing lists. The mailing lists contain the best information about current IETF 
activities. [Malkin 1994] 

AAC (Authorization and Access Control) Working Group 
This working group was concluded in March 1995. However, the purpose of the WG 
is still interesting to examine because it is almost perfectly cover the scope of this the-
sis. I have not found any reason to why it was concluded because the WG's goal is still 
not fulfilled. I have tried to reach IETF to ask for the reason but without success. Per-
haps the reason to why no RFCs were produced was that supporting standards at that 
time were mature enough. 
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The goal of the Authorization and Access Control working group is to develop guide-
lines and an API through which network accessible applications can uniformly specify 
access control information. This API will allow applications to make access control 
decisions when clients are not local users, might not be members of a common organi-
zation, and often not known to the service or application in advance. 
  
Several authentication mechanisms are in place on the Internet, but most applications 
are written with local application and access control based on the output of such au-
thentication mechanisms. 
 
A second, longer-term purpose of the working group is to examine evolving mecha-
nisms and architectures for authorization in distributed systems and to establish crite-
ria, which enable internetworking of confidence and trust across systems. 

IPsec (Internet Protocol Security) Working Group 
The IPsec (Internet Protocol Security) working group develops standards for security 
at the network or packet-processing layer of network communication. Earlier security 
approaches have inserted security at the application layer of the communication model. 
IPsec will be especially useful for implementing VPNs and for remote user access 
through dial-up connection to private networks. A big advantage of IPsec is that secu-
rity arrangements can be handled without requiring changes to individual user com-
puters. Cisco has been a leader in proposing IPsec as a standard (or combination of 
standards and technologies) and has included support for it in its network routers. 
[whatis.com] 

IPSP (IP Security Policy) Working Group 
The rapid growth of the Internet and the need to control access to network resources 
(bandwidth, routers, hosts etc.) has quickly generated the need for representing and 
managing the policies that control access to these resources in a scalable, secured and 
reliable fashion. 
 
Current IP security protocols and algorithms can exchange keying material using IKE 
and protect data flows using the AH and/or ESP protocols. The scope of IKE limits the 
protocol to the authenticated exchange of keying materials and associated policy in-
formation between the end-points of a security association. 
 
However, along the path of communication, there may be administrative entities that 
need to impose policy constraints on entities such as security gateways and router fil-
ters. There also is a need for endpoints of a security association and/or, for their re-
spective administrative entities, to securely discover and negotiate access control in-
formation for the end hosts and for the policy enforcement points (security gateways, 
routers, etc.) along the path of the communication. 
 
To address these problems the IPSP Working Group will among other things: 
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• Develop or adopt an extensible policy specification language. The language 
should be generic enough to support policies in other protocol domains, but 
must provide the necessary security mechanisms that are vital to IPsec. 

• Provide guidelines for the provisioning of IPsec policies using existing policy 
distribution protocols. This includes profiles for distributing IPsec policies over 
protocols such as LDAP and FTP. 

• Adopt or develop a policy exchange and negotiation protocol. 
 
This group will also coordinate with other IETF WGs on specifying policies and pol-
icy schemas in order to maintain compatibility and interoperability. In particular, this 
working group will work closely with the Policy Framework WG to ensure that the 
IPsec Policy Information and data model fits and can be supported within the general 
Policy Framework.23 

IPSRA (IP Security Remote Access) Working Group 
The goals of this working group are: 

 
• To define a remote access architecture. The entities participating in the remote 

access and their relationships will be defined in a framework document. 
• To define a standard mechanism to accomplish human user authentication to an 

IPsec device running IKE, using legacy authentication mechanisms. 
 
The working group strongly prefers mechanisms that require no changes to AH, ESP 
or IKE protocols. For an explanation of AH, ESP, please see section D.2.2. 

PKIX (Public-Key Infrastructure X.509) Working Group 
The PKIX working group was established in the fall of 1995 with the intent of devel-
oping Internet standards needed to support an X.509-based PKI. Several information 
and standard track documents in support of the original goals of the WG have been 
approved by the IESG. The standards, among other things, profiles the X.509 version 
3 certificates and version 2 CRLs for use in the Internet. Work continues on a second 
certificate management protocol, CMC, closely aligned with the PKCS publications 
and with the cryptographic message syntax (CMS). A roadmap, providing a guide to 
the growing set of PKIX documents, is also being developed as an informational RFC. 
 
The working group is now embarking on additional standards work to develop proto-
cols that are either integral to PKI management, or that are otherwise closely related to 
PKI use. Work is ongoing on alternative certificate revocation methods. 

Policy Framework Working Group 
There is a need to represent, manage, share, and reuse policies and policy information 
in a vendor-independent, interoperable, and scalable manner. This working group has 
three main goals. Firstly, to provide a framework that will meet these needs. Secondly, 
                                              
23 The working group has up to now produced four Internet-Drafts and zero RFCs.   
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to define an extensible information model and specific schemata compliant with that 
framework that can be used for general policy representation (called the core informa-
tion model and schema). For now, only a directory schema will be defined. Thirdly, to 
extend the core information model and schema to address the needs of QoS traffic 
management.24 

D.1.2 VPNC 
VPNC stands for Virtual Private Network Consortium and is an organization working 
for interoperability among VPN products. Members of VPNC span the range from 
large to small manufacturers of VPN hardware and software. Among the members are 
Microsoft, Cisco, RSA Technology, Baltimore Technologies, and Check Point Soft-
ware.  
 
In order to determine if a product is VPN-interoperable VPNC has developed a con-
formance test. The primary goals of VPNC are: 
 

• Promote the products of its members to the press and to potential customers. 
• Increase interoperability between members showing where the products inter-

operate. 
• Server as the forum for the VPN manufacturers throughout the world. 
• Help the press and potential customers understand VPN technologies and stan-

dards. 
• Provide publicity and support for interoperability testing events. 

 
It should be noted that VPNC do not create standards; instead, it strongly supports the 
current and future IETF standards. [VPNC 2001] 

D.1.3 OPSEC 
The OPSEC (Open Platform for Security) Alliance was founded in 1997 by Check 
Point Software25 to provide complete, integrated multi-vendor security solutions. Us-
ing the OPSEC software development kit (SDK) and industry standards, vendors have 
been developing products over the last three years, delivering complimentary security 
applications defined and driven by a single, central, enterprise-wide security policy. 
 
Today the OPSEC platform boasts the broadest operating system and network infra-
structure support and its Internet security integration interfaces have been adopted by 
more third parties than any other security platform in the industry. With over 150 part-
ners, OPSEC try to offer customers the broadest choice of integrated applications and 
services that support Check Point’s Secure Virtual Network Architecture. [OPSEC 
2000] 
 
 

                                              
24 Up to now the working group has produced five Internet-Drafts and one RFC. 
25 Check Point has developed VPN-1, which is described in Appendix E.  
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D.1.4 Open Group 
The Open Group is a software standards organization that is sponsored by a number of 
major software vendors. The Open Group develops and fosters industry standards for 
software interfaces, often using technologies developed by one of the sponsoring com-
panies. The Open Group originated by combining two previous organizations, X/Open 
and the Open Software Foundation (OSF). Standards that the Open Group maintains 
include the standard Unix program interfaces and LDAP.26 Open Group is also devel-
oping a product, DCE, which is described in Appendix E. 

D.1.5 IEEE 
The IEEE (Institute of electrical and Electronics Engineers) describes itself as “the 
world’s largest technical professional society – promoting the development and appli-
cation of electro technology and allied sciences for the benefit of humanity, the ad-
vancement of the profession, and the well-being of our members.” 
 
The IEEE fosters the development of standards that often become national and interna-
tional standards. The organization publishes a number of journals, has many local 
chapters, and several large societies in special areas, such as the IEEE Computer Soci-
ety.27 From our point of view, IEEE's most interesting standard series is POSIX 
1003.6. 

D.2 Standards and Products 
The following sections describe a number of standardized products that involve access 
control in one way or another. 

D.2.1 IKE (Internet Key Exchange) 
IKE is the key management protocol used in IPsec. It combine two protocols: 
ISAKMP and Oakley. IKE is used to dynamically create encryption keys and Security 
Associations. It provides four capabilities: 
 

• Agreement between parties on proper protocols, algorithms, and keys  
• Authentication of communicating parties 
• Secure exchange of keys 
• Management of keys after they have been exchanged 

 
There are modes in IKE, two of which are initial communications used to define se-
cure communications for future key exchanges (Phase 1) and one that is used for sub-
sequent key exchanges (Phase 2). 
 

• Main Mode – A six step (three round trips) Phase 1 exchanges that protects the 
identities of both communicating parties. Used to generate the security rules 
for a Phase 2 exchange. 

                                              
26 For more information, see http://www.opengroup.org 
27 For more information, see http://www.ieee.org 
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• Aggressive Mode – A three step Phase 1 exchange that is quicker that Main 
Mode, but does not protect the identities of the communicating parties. Used to 
generate the security rules for a Phase 2 exchange. 

• Quick Mode – A three step Phase 2 exchange that is used to generate the secu-
rity rules (Security Association) for general IPsec communications and creating 
new keys when needed. 

 
IKE is an industry VPN standard protocol that simplifies key management by automat-
ing the key exchange process. This automation has allowed the development of large-
scale extranet projects, such as the Automotive Network Exchange (ANX). 

D.2.2 IETF IPsec 
As mentioned earlier, IETF has a working group called IP Security (IPsec). One of the 
most important aspects of the IPsec WG is the IPsec standard itself, which is defining 
the overall IP packet structure and security associations relative to VPN communica-
tions. There are two major concepts in IPsec: Authentication Header and Encapsulated 
Security Payload. They are defined as follows: 
 

• Authentication Header (AH) is used to provide connectionless integrity and 
data origin authentication for an entire IP datagram (hereafter referred to as 
“authentication”). 

• Encapsulating Security Payload (ESP) provides authentication and encryption 
for IP datagrams with the encryption algorithm determined by the user. In ESP 
authentication, the actual message digest is now inserted at the end of the 
packet (whereas in AH the message digest is inside the packet). 
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The SA contains all the information required for execution of various network security 
services such as the IP layer services (header authentication and payload encapsula-
tion), transport or application layer services, and self-protection of negotiation traffic. 
These formats provide a consistent framework for transferring key and authentication 
data which is independent of the key generation technique, encryption algorithm and 
authentication mechanism. 
 
One of the major benefits of the IPsec efforts is that interoperability with third party 
VPN solutions is facilitated. However, it does not provide an automatic mechanism to 
exchange the encryption and data authentication keys needed to establish the en-
crypted session, which introduces the second major benefit of the IPsec standard: key 
management infrastructure or PKI. 

IPsec PKI and Key Management 
Part of the IETF IPsec standard is the definition of an automated key management 
scheme, which includes the concept of a Public Key Infrastructure (PKI), which is an 
open community of Certificate Authorities, which in most cases uses a hierarchical 
model to construct trust associations where none had existed before. A PKI is impor-
tant when setting up a VPN between a corporate network and a business partner or 
supplier because it requires a secure key exchange from a third party CA that is trusted 
by both VPN nodes. The mandatory automated key management scheme defined by 
IETF IPsec for IPv6 is ISAKMP/Oakley (Internet Security Association and Key Man-
agement) with SKIP (Simple Key management for IP) defined as optional.  

D.2.3 Kerberos 
Kerberos is a secure method for authenticating a request for a service in a computer 
network. Kerberos was originally developed at the Massachusetts Institute of Technol-
ogy (MIT). Later, improvements have been done by the IETF in [RFC 1510]. The 
name is taken from Greek mythology; Kerberos was a three-headed dog that guarded 
the gates of Hades. Kerberos lets a user request an encrypted “ticket” from an authen-
tication process that can then be used to request a service from a server. The user’s 
password does not have to pass through the network. A trial version of Kerberos (cli-
ent and server) can be downloaded from MIT or you can buy a commercial version. 
 
Briefly and approximately, here is how Kerberos works: 

1. Suppose you want to access a server on another computer (which you may get 
to by sending a Telnet or similar login request). You know that this server re-
quires a Kerberos “ticket” before it will honor your request. 

2. To get your ticket, you first request authentication from the Authentication 
Server (AS). The AS creates a “session key” (which is also an encryption key) 
basing it on your password (which it can get from your user name) and a ran-
dom value that represents the requested service. The session key is effectively a 
“ticket-granting ticket”. 

3. Next, you send your ticket-granting ticket to a ticket-granting server (TGS). 
The TGS may be physically the same server as the AS, but it is now performing 
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a different service. The TGS returns the ticket that can be sent to the server for 
the requested service. 

4. The service either rejects the ticket or accepts it and performs the service. 
5. Because the ticket you received from the TGS is time-stamped, it allows you to 

make additional requests using the same ticket within a certain time period 
(typically, eight hours) without having to be reauthenticated. Making the ticket 
valid for a limited time period make it less likely that someone else will be able 
to use it later. 

 
The actual process is much more complicated than just described. The user procedure 
may vary somewhat according to implementation. 

D.2.4 Secure Sockets Layer / Transport Layer Security (SSL/TLS)  
The Secure Sockets Layer (SSL) is a commonly used protocol for setting up an en-
crypted tunnel through a public network. SSL has recently been succeeded by Trans-
port Layer Security (TLS), which is based on SSL. SSL uses a program layer located 
between the Internet’s HTTP and TCP layers. SSL is included as part of both the Net-
scape and Microsoft browsers and most Web server products. Developed by Netscape, 
SSL also gained the support of Microsoft and other Internet client/server developers as 
well and become the de facto standard until evolving into Transport Layer Security. 
The “sockets” part of the term refers to the sockets method of passing data back and 
forth between a client and a server in a network or between program layers in the same 
computer. SSL uses the public-and-private key encryption system from RSA, which 
also includes the use of a digital certificate. 
 
TLS and SSL are an integral part of most Web browsers (clients) and Web servers. If a 
Web site is on a server that supports SSL, SSL can be enabled and specific Web pages 
can be identified as requiring SSL access. 
 
TSL and SSL are not interoperable. However, a client that handles SSL but not TLS 
can handle a message sent with TLS. 

D.2.5  POSIX 
POSIX (Portable Operating System Interface for Unix) is a set of standard operating 
system interfaces based on the Unix operating system. They include mechanisms for 
access control by ACLs and capabilities. The need for standardization arose because 
enterprises using computers wanted to be able to develop programs that could be 
moved among different manufacturers’ computer systems without having to be re-
coded. Unix was selected as the basis for a standard system interface partly because it 
was “manufacturer-neutral”. However, several major versions of Unix existed so there 
was a need to develop a common denominator system. 
 
POSIX.1 and POSIX.2 interfaces are included in a somewhat larger interface known 
as the X/Open Programming Guide 4.2.  
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The POSIX interfaces were developed with guidance of the IEEE. The document of 
POSIX 1003.6, which contains specifications for access control, is not freely available 
but is sold by IEEE. 

D.2.6 Digital Signature Standard (DSS) 
Digital Signature Standard (DSS) is the digital signature algorithm (DSA) developed 
by the U.S. National Security Agency (NSA) to generate a digital signature for the au-
thentication of electronic documents. DSS was put forth by National Institute of Stan-
dards and Technology in 1994, and has become the U.S. government standard for au-
thentication of electronic documents. DSS is specified in Federal Information Process-
ing Standard 186. [Wha] 

D.2.7 Public-Key Cryptography Standards (PKCS) 
The Public-Key Cryptography Standards (PKCS) are a set of inter-vendor standard 
protocols for making possible secure information exchange on the Internet using a 
public key infrastructure (PKI). The standards include RSA encryption, password-
based encryption, extended certificate syntax, and cryptographic message syntax for 
S/MIME, RSA’s proposed standard for secure e-mail. RSA Laboratories in coopera-
tion with a consortium that include Apple, Microsoft, DEC, Lotus, Sun, and MIT de-
veloped the standards. [Wha] 

D.2.8 RADIUS 
RADIUS (Remote Authentication Dial-In User Service) is a client/server protocol and 
software that enables remote access servers to communicate with a central server to 
authenticate dial-in users and authorize their access to the requested system or service. 
RADIUS allows an organization to maintain user profiles in a central database that all 
remote servers can share. It provides security, allowing a company to set up a policy 
that can be applied at a single administrated network point. Having a central service 
also means that it is easier to track usage for billing and for keeping network statistics. 
Created by Livingston (now owned by Lucent), RADIUS is a de facto industry stan-
dard used by Ascend and other network product companies and is a proposed IETF 
standard. [RFC 2058] 
 
RADIUS is a system that secures private networks against unauthorized access. RA-
DIUS includes two pieces: an authentication server and client protocols. The server is 
installed on a central computer in the private network. RADIUS is designed to sim-
plify the security process by separating security technology from communications 
technology. All user authentication and network service access information is located 
on the authentication, or RADIUS, server. This information is contained in a variety of 
formats suitable to the customer’s requirements. RADIUS in its generic form will au-
thenticate users against a Unix password file, Network Information Service (NIS), as 
well as a separately maintained RADIUS database. Communication servers operate as 
RADIUS clients. The RADIUS client sends authentication requests to the RADIUS 
server and acts on responses sent back by the server. [Lucent 2000] 
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Appendix E External Products 
In this appendix three external products are introduced. They all involve mechanisms 
for access control but they are implemented differently. 

E.1 DCE by Open Group 
According to [Wha], DCE (Distributed Computing Environment) is an industry-
standard software technology for setting up and managing computing and data ex-
change in a system of distributed computers. DCE is typically used in a larger network 
that include different size servers scattered geographically. DCE uses the client/server 
model. Using DCE, application users can use applications and data at remote servers. 
Application programmers need not to be aware of where their programs will run or 
where the data will be located. 
 
Much of DCE setup requires preparation of distributed directories so that the DCE ap-
plication and related data can be located when they are being used. DCE includes se-
curity support and some implementations providing support for access to databases. 
 
DCE was developed by the Open Software Foundation (OSF), which nowadays is 
incorporated into The Open Group.  

                                             

E.1.1 Privilege Server 
The DCE Security Service provides the mechanism for global identity. The mecha-
nism is based on Kerberos28 authentication, which is a private or symmetric key 
scheme (as opposed to a public or asymmetric key scheme). A private key scheme re-
quires some trusted third-party node to act as a distribution center for encryption key 
or credentials. Each node or user has a key that is known only to the user and the dis-
tribution center. In DCE Security, the distribution center is known as a privilege 
server.   
 
The following is a simplified description of the encryption key protocol between the 
privilege server and a client. The actual key exchange protocol, which uses three ex-
changes and conversion keys, results in a Privilege Access Certificate (PAC) in the 
possession of a client. The PAC, which is appended to each request, contains the au-
thorization information to be compared with the access control information stored with 
the application server. 
 
When a client wishes to communicate with a server, each must acquire a time-stamped 
session key for secure communication. The session key is protected in several ways. 
The time stamp means that the key is only valid for a limited time, which protects 
against brute-force-attempts to break the key and reuse it. Also, each key is host-

 
28 Described in Appendix D.2.3 
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specific and can only be used from the node for which it is issued. Finally, the session 
key is never sent over the network in unencrypted from. [Parodi & Burgher] 

E.1.2 Access Control Mechanisms 
In DCE, the information required to make the authorization decision is contained in an 
Access Control List (ACL). The ACL contains a list of entries describing either ex-
plicit users or groups of users and a set of access permissions for each. By allowing 
users to be organized in groups having the same access rights and requirements, DCE 
makes administration of a complete information environment much easier, especially 
when scaled to very large sizes. New users can simply be put into appropriate groups, 
minimizing the need to set individual ACLs for specific users (although explicit per-
user ACL entries can always be made for exceptional situations.)  
 
DCE access control lists are a superset of the access lists specified in the POSIX 
1003.6 standard. POSIX ACLs were designed to control the file access of users shar-
ing a single computer. The extension of DCE ACLs allows them to be useful in a dis-
tributed computing environment. 
 
DCE allows lists of users to have ownership and administrative rights to distributed 
resources. This allows more than one individual to control the types of access other 
users may have to these resources. In addition, DCE allows ACLs to contain names of 
individuals from organizations other than the one that administers the resources the 
ACLs protect. For instance, a user from a company in Boston can be given individual 
access to a laser printer at a different company in Munich. POSIX ACLs, on the other 
hand, limit inclusion to members within one organization, and are applicable only to 
files. [Open Group 1998, p149]   

Components of an ACL 
In DCE an ACL consists of the following [Open Group 1998]: 
 

• An ACL manager type identifier, which identifies the manager type of the ACL. 
• A default cell identifier, which specifies the cell of which a principal or group 

identified as local is assumed to be a member.  
• At least  one ACL entry. 

 
The ACL manager is that portion of a server that handles ACLs. One ACL manager 
can support several different types of ACLs. From a more abstract point or view, a 
corresponding ACL manager type supports each ACL type. 
 
When a principal requests access to a DCE object associated with an ACL, the object’s 
ACL manager compares the UUIDs of the principal and any groups of which the prin-
cipal is a member (the principal’s privilege attributes) with the UUIDs of the princi-
pals and groups listed in the ACL entry. It does this simply by reading through the list 
of ACL entries. The manager grants the access permissions in the first ACL entry (or 
entries in the case of groups) it finds that match any of the principal’s privilege attrib-
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utes. If the permissions in the matching entry allow the requested mode of access, the 
principal gains access; if not, access is denied. 
 
The ACL authorization mechanism is used to control access to DCE objects. ACLs are 
associated with files, directories, CDS entries, and registry objects. They can be im-
plemented also by arbitrary applications to control access to their internal data objects. 
Each ACL consists of multiple ACL entries that define who is authorized to do what to 
the object, specifically [Open Group 1998]: 
 

• Who can access the object. 
• What kinds of access those principals or groups have to the object. 
• What kind of access is allowed to unauthenticated users. 

 
Please note that in this paragraph the term user is analogous to principal. A principal 
can be a human user, server, or a machine. 

Sparse ACLs 
The authorization model implemented by WebCrusader extends the standard DCE 
ACL model by the use of sparse ACLs. In a sparse ACL model not every object in the 
hierarchy has to have an explicit ACL. If an object does not have a real ACL it is said 
to have an inherited ACL; that is, it inherits the ACL of the next superior object in the 
hierarchy that has a real ACL. Many ACL models include the idea of inheriting a de-
fault ACL at the time the ACL is created, but once ACLs exist they don’t change even 
if ACLs superior to them do. With a sparse ACL model, ACLs must be created only at 
those relatively few points in the hierarchy where access control differs. This can sig-
nificantly reduce the number of ACLs the administrator must track and maintain, 
which makes the authorization model much more manageable, especially for large and 
complex hierarchies of objects. [Open Group 1998, p156] 

Authorization 
DCE supports two authorization mechanisms: named-based and ACL authorization. 
The client specifies which of these two mechanisms to use when the client uses au-
thenticated RPC or GSS to authenticate to the server. In our case the ACL mechanism 
seem most appropriate because of the following advantages: [Open Group 1998, p215]  
 

• Granular configuration 
• Considered superior by many security authorities  

 
If the client specifies ACL-based authorization when authenticating to the server, the 
client obtains credentials to the server containing the client’s Privilege Attribute Cer-
tificate (PAC) and passes these credentials to the server. PAC contains the client’s user 
identity as well as the identity of each group of which the client is a member. Then, 
when the client requests access to an object protected by the server, the server deter-
mines whether the client is authorized by obtaining the client’s user and group identi-
ties from the client PAC and comparing with the identities and permissions that are 
listed in an ACL previously configured for the object.  
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An example of ACL in DCE 
For example, assume Alice uses GSS-API (a security interface) to authenticate with 
the payroll server and specifies ACL-based authorization. Using GSS-API, Alice ob-
tains credentials containing Alice’s PAC and then passes these credentials, encapsu-
lated in a GSS-API token, to the payroll server. The PAC contains Alice’s identity and 
the identity of each group of which Alice is a member. Then, assume that Alice re-
quests to read Bob’s payroll record and an administrator previously configured an 
ACL for Bob’s record. The payroll server retrieves Alice’s PAC from the credentials; 
then determining whether Alice is authorized to access Bob’s payroll record by com-
paring the identities in Alice’s PAC with the list of identities and permissions in the 
ACL that are allowed for each identity. If the ACL reveals that any of the identities in 
Alice’s PAC are allowed read permission on Bob’s payroll records, the server deter-
mines that Alice is authorized to read Bob’s payroll record. [Open Group 1998, p214]  
 

user: cell_admin: rwc 
group: managers: r 
group: payroll:rw 
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Figure 22: Example of ACL-based authorization. 

File systems are frequently designed to provide access permissions for file system ob-
jects, such as files and directories. ACLs in DCE are more extensive. In DCE, many 
objects can have ACLs and be assigned permissions. DCE ACLs control access to ob-
jects managed by DCE components, like the Distributed File Service, the DCE Secu-
rity Service, and the DCE Directory Service. 
 
ACLs for the security service (the component that controls accounts) can, for example, 
authorize certain principals to change all of the information associated with an ac-
count, authorize other principals to change only a subset of the information associated 
with accounts, restrict other principals from changing any of the information associ-
ated with accounts. 
 
DCE can support particular sets of permissions that correspond to particular types of 
objects. This extensive usage of ACLs is in contrast to that of POSIX systems, where 
only file system objects are protected with a standard set of permissions (read, write, 
and execute). 
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E.2 SelectAccess by Baltimore Technologies 
SelectAccess is an authorization management solution that provides Privilege Man-
agement Infrastructure (PMI), allowing the administration and enforcement of user 
privileges and transaction entitlements to e-commerce and Enterprise resource. In an 
extranet environment, SelectAccess provides role-based authorization to Web-based 
resources, which allows enterprises to provide security and rich user experiences for 
their customers, suppliers and partners. [Baltimore 2001b] 
 
Privilege Management Infrastructure (PMI) provides the framework to apply policy-
based authorization to applications and resources based on a user’s business role or re-
lationship to a given organization. Using PMI, an enterprise can be assured that em-
ployees, customers, suppliers and partners get the access and transaction authority they 
need to enable e-business. 
 
One important component of PMI is the Security Policy. The policy defines an 
organization’s top-level direction on information security, including principles for 
sharing data over the public Internet. The security policy includes statements on how 
the organization will segment data according to its sensitivity, parties requiring access, 
and the levels of control (including strength of authentication and encryption) required 
to match the levels of risk. [Baltimore 2001b] 

E.2.1 Component Architecture 
Baltimore SelectAccess consists of six core technical components creating a consistent 
architecture. A secure audit server is also incorporated to track communications be-
tween components and/or administrative transactions. By leveraging current pro-
gramming languages, industry adopted standards, and state-of-the-art security meth-
ods, SelectAccess adapts to any existing network infrastructure and can be extended to 
meet the needs of future security requirements. [Baltimore 2001] 
 
Policy Builder – A graphical user interface used to configure all aspects of SelectAc-
cess. From this central administration point, users and groups are displayed; authoriza-
tion policies are created; delegated administration is employed; authentication and en-
cryption requirements are defined; and audit and reporting is managed. 
 
Directory Server – Used as a repository for user profiles, resource information and 
associated policy data. SelectAccess uses any LDAP compliant directory server to in-
terface with existing corporate user data. 
 
Validator – The point at which access requests are accepted and evaluated on behalf 
of SelectAccess-enabled applications. When a query is received, the Validator ac-
cesses the required information from the directory server, interprets the policy logic 
and conditions are surrounding the request, and returns the decisions to the application. 
The Validator also determines the administrator’s authority over delegated administra-
tion. 
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Figure 23: Component Architecture in SelectAccess. 

Enforcer Plug-In – The plug-in, or agents, installed inside an application. When a 
user makes an access or transition request, the Enforcer Plug-in queries the Validator 
for authorization and enforces the returned decision. SelectAccess’s open API frame-
work allows it to be extended in almost every capacity. With API’s, the system can be 
plugged into any service or application; resource discovery capabilities can be ex-
tended; decision criteria on which policy rules are based can be added, as can addi-
tional authentication methods. 
 
Delegated Administration GUI – Used to delegate administration of some or all of 
the user profiles and policy to additional administrators, managed by a web-based in-
terface. Delegated administrators only see those parts of the user and resource space 
for which they have permission to manage. 
 
Secure Audit Server – A server dedicated to tracking communications between cer-
tain components of SelectAccess. All access and authorization requests and responses 
that are passed to the Validator are logged, and the audit server timestamps and digi-
tally signs the entries. The audit server also reports all policy and administrative 
changes made to the Policy Builder and Delegated Administration GUI. 
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E.2.2 Access Control Mechanisms 
SelectAccess has the following mechanisms for access control. 

Dynamic Role-Based Authorization 
SelectAccess provides support for role-based authorization, sometimes referred to as 
RBAC (Role-Based Access Control). Roles are dynamic groups for which the mem-
bership is determined based on changing information. Roles in SelectAccess are de-
fined in the Policy Builder and are displayed in the matrix just as user and group en-
tries would be. Expanding a role triggers the Policy Builder to dynamically determine 
all the users who are currently a member, and display the membership to the adminis-
trator. When the Validator sets its policy cache, it also executes the role queries and 
dynamically caches the users of that role. 
 
Roles are based on any user information stored as LDAP attributes, and expressed as 
LDAP queries. The queries can include multiple attributes incorporating Boolean 
(and/or) logic. For example a “High Spending Customer” role could be defined if a 
customer has a total monthly spending average or more than $10 000, and either more 
than $10 000, in their pre-paid account or a $25 000, or greater credit limit. [Baltimore 
2001b] 

Matrix instead of ACL 
In order to scale an interface to the needs of large networks, the ability to easily view, 
understand and modify policy must be assessed. Most products require users to set 
policies using ACLs, which execute policy rules in first matching order. In order to 
understand and update the policy, each rule in the list must be accounted for and un-
derstood. Large sites quickly grow of thousands of access rules. Difficulty in determin-
ing a resource’s policies can result in configuration errors. These problems hold back 
policy management and can lead to serious security holes.   
 
SelectAccess provides a visual representation of a company’s access and authorization 
policy. Users, resources and associated policy rules are displayed in a scalable matrix. 
This hierarchical matrix not only makes it easy to understand the overall policy, but 
also makes it easy to see the specific policy for a particular network resource for a 
given person. Questions like “who can access this URL” are easily answered at a 
glance. 
 
Unlike access lists, which apply authorization based on the first matching rule in the 
list, the matrix layout in SelectAccess removes the first matching requirement. The na-
ture of the matrix allows administrators to concentrate on their areas of concern, with-
out having to account for every access rule. The visual nature makes it easy to under-
stand the policy set by other authorized administrators and the management authority 
delegated to sub-administrators. [Baltimore 2001b] 
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Authentication and PKI Integration 
SelectAccess supports multiple authentication types, including user self-registration, 
passwords, X.509 certificates, RSA SecurID, two factor tokens, RADIUS, etc. This 
allows flexibility in the strength of user identification to meet current and future secu-
rity needs. Passwords are currently the authentication method of choice for extranets, 
with digital certificates the best solution for scalable authentication. Tight integration 
with PKI technologies allows authentication of users both inside and outside organiza-
tions, without the need to deploy specific hardware-based security solutions. [Balti-
more 2001b] 

E.3 VPN-1 by Check Point 
Check Point’s Secure Virtual Network (SVN) architecture meets the Internet security 
challenges  facing companies in the age of E-business. The SVN approach provides 
secure and seamless Internet connectivity between networks, systems, applications and 
users across the Internet, intranets and extranets. 
 
The VPN-1 family of products has been developed by Check Point to meet the de-
manding requirements of enterprise VPNs providing secure Internet-based connec-
tivity to corporate networks, remote and mobile users, satellite offices, and partner 
sites. Based on Check Point’s FireWall-1 security suite and  the company’s VPN tech-
nology, the VPN-1 solutions integrate advanced virtual private networking as a core 
component of an overall enterprise security policy. [Check Point 2001] 

E.3.1 Component Architecture 
FireWall-1 – Firewall-1 has a scalable, modular architecture that enables an organiza-
tion to define and implement a single, centrally managed Security Policy. The enter-
prise Security Policy is defined at a central management console and downloaded to 
multiple enforcement points throughout the network.  
 
FireWall-1 consists of the following components: 
 

• FireWall-1 Firewall Module 
• Graphical User Interface (GUI) 
• Management Server 

 
FireWall-1 Firewall Module – It is deployed on Internet gateways and other network 
access points. The management server downloads the security policy to the firewall 
module, which protects the network. Within the firewall module, an inspection module 
examines every packet passing through key locations in your network (gateways, serv-
ers, workstations, routers, or switches), promptly blocking all unwanted communica-
tion attempts. Packets do not enter the network unless they comply with the enterprise 
security policy. [Check Point 2000] 
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GUI – An enterprise-wide security policy is defined and managed using an intuitive 
graphical user interface. The security policy is defined in terms of network objects 
(e.g. hosts, networks, gateways) and security rules. The GUI also includes a log viewer 
and system status viewer. 
 
Management Server – The security policy is defined using the GUI and saved on the 
management server. The management server maintains the FireWall-1 databases, in-
cluding network object definitions, user definitions, the Security Policy, and log files 
for any number of firewall enforcement points. User information can also be stored in 
LDAP-enabled directories. The GUI and the management server can be deployed on 
the same machine or in a client/ server configuration.  
 
VPN-1 Certificate Manager – Integrates best-of-breed technologies into a complete 
turnkey public key infrastructure (PKI) and user management solution for Check Point 
IPsec/IKE-compliant VPNs. The Certificate Authority (CA) from Entrust Technolo-
gies provides comprehensive key lifecycle management. The LDAP-compliant direc-
tory from Netscape Communications stores the X.509 digital certificates for all VPN 
nodes, as well as the Certification Revocation Lists (CRLs). Check Point Software has 
pre-configured these industry-leading technologies specifically for VPN-1, and inte-
grated them with a unified installation and management interface. [Check Point 2000] 

E.3.2 Access Control Mechanisms 
The security server provides authentication for users of FTP, HTTP, TELNET, and 
RLOGIN. If the security policy specifies authentication for any of these services, the 
inspection module diverts the connection to the appropriate security server. The secu-
rity server performs the required authentication. If the authentication is successful, the 
connection proceeds to the specified destination. 
 
A concept called content security describes access control that is application specific. 
Content security is available for HTTP, FTP, and SMTP. 
 

• HTTP – The HTTP security server provides content security based on schemes 
(HTTP, FTP, GOPHER, etc.) methods (GET, POST, etc.), hosts (for example 
“*.com”), paths and queries. A file containing a list of IP addresses and paths to 
which access will be denied or allowed can be used. 

• FTP – The FTP security server provides content security based on FTP com-
mands (PUT/GET), file name restrictions, and anti-virus checking for files 
transferred. 

• SMTP – The SMTP security server provides content security based on “From” 
and “To” fields in the mail envelope, header, and attachment types. In addition, 
it provides a secure e-mail application that prevents direct online connection at-
tacks. The SMTP security server also serves as an SMTP address translator, that 
is, it can hide real user names from the outside world by rewriting the “From” 
field, while maintaining connectivity by restoring the correct addresses in the 
response. 



          

  

 
På svenska 
 
Detta dokument hålls tillgängligt på Internet – eller dess framtida ersättare – under en 
längre tid från publiceringsdatum under förutsättning att inga extraordinära omstän-
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forskning och för undervisning. Överföring av upphovsrätten vid en senare tidpunkt 
kan inte upphäva detta tillstånd. All annan användning av dokumentet kräver upp-
hovsmannens medgivande. För att garantera äktheten, säkerheten och tillgängligheten 
finns det lösningar av teknisk och administrativ art. 
 
Upphovsmannens ideella rätt innefattar rätt att bli nämnd som upphovsman i den om-
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