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ABSTRACT 

Optical microscopy imaging methods are today invaluable tools for studies in life 

sciences as they allow visualization of biological systems, tissues, cells, and sub-

cellular compartments from millimetres down to nanometres. The invention and 

development of nanoscopy in the past 20 years has pushed fluorescence microscopy 

down to the nanoscale, reaching beyond the natural diffraction limit of light that 

does not allow focusing of visible light below sizes of around 200 nm, and into the 

realm of what was previously only thought possible with electron microscopy. The 

superior spatial resolution does however come at a price, including complex sample 

preparation, prolonged recording times, increased illumination doses, and limited 

fields of view. Stimulated emission depletion (STED) microscopy is one of the 

techniques that can deliver nanoscale resolution in a range of biological systems, but 

with all the above-mentioned costs. However, with the right sample the technique 

can deliver single nanometre spatial resolution, and with the right considerations 

live-cell imaging is more than possible. 

In this thesis I present the development of a flexible STED microscope with 

methodological advancements in a range of directions that aim at facilitating the use 

of STED microscopy in life sciences and optimising the information extraction from 

the image data. The developments firstly focused on automation of the data 

acquisition, to allow the recording of imaging data both with a higher throughput 

and correlated with fast dynamic processes. I also implemented improved image 

analysis, both in terms of high throughput and precision as well as in connection 

with the data acquisition. Furthermore, I worked on control software development, 

with novel strategies to unify the control software of microscopes and to allow 

development and implementation of novel acquisition schemes. I also utilized novel 

fluorophores, to improve live-cell and multicolour possibilities and allow a wider 

range of applications in STED microscopy. Lastly, I developed a novel concept that 

takes advantage of STED. Additionally, I present applications of the microscope and 

image analysis in diverse biological samples such as mammalian cells, tissue 

sections, and bacteria. Altogether, this work aims at presenting new tools for an 

imaging technique that is already well-established, to contribute to further 

development, facilitation of novel experiments, and expansion of the range of 

applications. 



  



 

 

SAMMANFATTNING 

Ljusmikroskopi är idag ovärdeligt för forskare inom livsvetenskap för att visualisera 

och studera biologiska system, vävnader, celler, och beståndsdelar av celler på 

längdskalor från millimeter ner till nanometer. Uppfinnandet av nanoskopi och dess 

utveckling de senaste decennenierna har möjliggjort för fluorescensmikroskopi att 

nå den undre gränsen som tidigare var inom räckhåll endast med 

elektonmikroskopi. Anledningen till detta är diffraktionsgränsen som dikterar hur 

väl man kan fokusera elektromagnetisk strålning, och som i praktiken inte tillåter 

fokusering av synligt ljus till områden mindre än 200 nm i diameter. Nanoskopins 

överlägsna upplösning kommer däremot inte gratis, utan komplicerad förberedning 

av prover, förlängda inspelningstider, högre belysningsintensiteter, och begränsade 

synfält är några av de extra svårigheter som man måste ta hänsyn till. Stimulated 

emission depletion (STED) mikroskopi är en av dessa metoder som kan avbilda 

prover från biologiska system med nanometerupplösning, men med alla svårigheter 

som nämnts ovan. Men med rätt prov så kan metoden leverera en upplösning under 

10 nm, och med rätt hänsyn tagen till cellöverlevnad så kan levande celler avbildas.  

I denna avhandling presenterar jag utvecklingen av ett STED-mikroskop med en rad 

tekniska framsteg som fokuserar på att underlätta användningen av STED-

mikroskopi i livsvetenskap och optimera utvinningen av information från bilderna. 

Utvecklingen har fokuserat på automatisering, med möjligheten att samla in 

bilddata med både högre genomströmning och i samband med snabba processer i de 

biologiska systemen, men också förbättrad bildanalys både i form av högre 

genomströmning och precision samt i samband med datainsamlingen. Jag har också 

utvecklat kontrollmjukvara med nya strategier för att tillåta fortsatt utveckling och 

implementering av nya datainsamlingssätt för liknande mikroskop. Dessutom har 

jag utnyttjat nya fluorescenta molekyler för att förbättra möjligheten att använda 

tekniken i levande celler och med fler inspelningskanaler samt tillåta fler 

tillämpningssområden. Slutligen har jag utvecklat ett nytt koncept som tar hjälp av 

STED, och tillämpat mikroskopet och bildanalys på diverse biologiska system såsom 

däggdjursceller, vävnader och bakterier. Sammantaget siktar mitt arbete på att 

presentera nya verktyg för en redan etablerad mikroskopiteknik, för att bidra till 

fortsatt utveckling, underlätta nya typer av experiment och utöka bredden av 

tillämpningsområden.  

  



  



 

 

PREFACE 

The work presented in this thesis was conducted from 2016 to 2021 in the group of 

Ilaria Testa at the unit of Biophysics, located at SciLifeLab in Solna, Sweden, and 

belonging to the department of Applied Physics at KTH Royal Institute of 

Technology, Stockholm, Sweden. The focus of my work has been on stimulated 

emission depletion (STED) microscopy and the development of multiple aspects 

thereof: automation, control software, fluorophores, image analysis, and 

applications in diverse biological systems. All work has been revolving around one 

homebuilt microscope setup that I designed and actively developed throughout the 

work of this thesis. I hope that the reader, whether already an expert of the field or 

an enthusiastic beginner, can gain an understanding about my work, and both the 

theoretical and technical aspects that lie behind it.  

This compilation thesis is structured in the following way: in chapter 1 I give a brief 

introduction to fluorescence, fluorescence microscopy, and nanoscopy, and then I 

provide a comprehensive background on STED microscopy, the fluorophores used, 

image analysis, and microscopy automation. In chapter 2 I start by presenting the 

motivation for the work in this thesis, discuss the design and construction of the 

STED microscope, and then go on to describe the original research work that is the 

foundation for this thesis, including implemented automation methods and control 

software, novel fluorophores for STED microscopy, image analysis, and applications. 

In chapter 3 I give brief summaries of my published papers and manuscripts, 

including my author contributions. In chapter 4 I conclude by discussing the results 

and putting them in a larger context, and further describe what are the future 

challenges to reach further in the research fields of STED microscopy and 

microscopy automation and where I believe those fields are going. At the end the 

published papers and manuscripts are attached, for the reader that wants to go 

deeper into the technical details of the automation and image analysis developments, 

fluorophore advancements, or are interested in the specific results of the biological 

studies where the microscope was applied. 
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1 INTRODUCTION AND BACKGROUND 

With this chapter I aim at introducing the background and foundation needed to 

understand and place the work in this thesis into a broader context. That includes 

fluorescence as a concept, fluorescence microscopy, and more specifically the 

technique that this thesis revolves around: STED microscopy. Other topics 

introduced are fluorophores, image analysis, and microscopy automation. All 

together I aim at providing the reader with information about current challenges 

and limitations, and state-of-art developments to overcome them, to better 

understand the motivation for the research work presented. 

1.1 Fluorescence 

Fluorescence is a phenomenon where certain molecules, called fluorophores, can 

absorb light and subsequently emit light, by undergoing several electronic state 

transitions. The process starts when a molecule residing in the electronic ground 

state (��) absorbs a photon which has enough energy to excite the molecule and 

force an electron from the ground state to an excited electronic state (��), as 

illustrated in Figure 1.1. After the excitation, the electron in the excited state 

undergoes a series of fast, picosecond non-radiative vibrational relaxation steps 

that brings the molecule to the lowest excited state. From here, a nanosecond 

radiative transition down to the ground state can take place, emission, where the 

electron falls down to one of the vibrational states in the ground state and in doing 

so emits a photon of a matching energy. Most commonly, the emitted photon will 

have a lower energy than the absorbed photon due to the vibrational energy loss, 

a shift in energy and thus wavelength that is called Stokes shift and is 

Figure 1.1: Fluorescence. Schematic Jablonski diagram of state transitions in a 

fluorophore, with excitation (blue) and emission (red), and the vibrational relaxation (grey 

arrows) inside the electronic states. 
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characteristic for each molecule. As each state contains multiple vibrational 

levels, there are ranges of photon energies that can be absorbed and emitted, 

which in turn widens the so-called absorption and emission spectra: the 

wavelengths that a molecule can absorb and emit respectively. These spectra and 

the Stokes shift between them are crucial features when using fluorophores as 

contrasting agents in fluorescence microscopy, as they allow spectral separation 

of excitation and emission light using spectral filters, also called band-pass filters.  

1.2 Conventional fluorescence microscopy and 

microscopy basics 

Conventional fluorescence microscopy methods were first introduced in the early 

1900s, when living organisms were stained with a fluorescent substance to appear 

fluorescent in the microscope. However, it was only in the 1940s, when 

fluorescent labelling in biological samples was first developed1, that fluorescence 

microscopy as we know it today started to be developed. Fluorescent labelling of 

specific proteins of interest in organisms, tissues, and cells is what gives the 

powerful contrast between protein species that can be achieved in fluorescence 

microscopy, differentiating it from other techniques such as bright-field or 

electron microscopy where all the contents of a cell are viewed at once. An early 

fluorescence microscopy method was epifluorescence or widefield (WF) 

microscopy. It is built on a two-step process: using light to excite fluorescent 

molecules in a simple manner, where the whole sample is illuminated at once, 

and subsequently detecting emission from all the fluorophores, by viewing the 

sample through an ocular or record an image on a camera. Methods like WF 

microscopy are inherently limited by the diffraction limit – a limit which dictates 

how tightly a beam of light can be focused due to diffraction2. In WF microscopy 

this limit comes into play in the image formation: a single fluorophore emitting 

fluorescence necessarily cannot be imaged onto the eye or a sensor in a smaller 

spot than the diffraction limit. The diffraction limit equals roughly half the 

wavelength of the light in the lateral plane, and as such the images of fluorophores 

too close to each other will seemingly be overlapping and not be distinguishable. 

Using visible light in fluorescence microscopy, this means a lateral resolution 

limit of ~200 nm at best, according to the formula of the Abbe diffraction limit2: 
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 d � λ
2NA (1) 

where λ is the wavelength of the light and NA is the numerical aperture of the 

employed focusing lens. The axial resolution instead scales with 1/NA� and is thus 

lower at ~500 nm using the same wavelength. The fluorescence concept was 

taken to a revolutionary point with the invention of confocal microscopy, 

patented in 19573.  

1.2.1 Confocal microscopy 

Confocal microscopy focuses on preparing the spatial extent of excited molecules 

allowed to emit fluorescence in a different way as compared to WF microscopy, 

which generates signal from all parts of the sample at once. In confocal 

microscopy, instead a focused beam of light is used to excite just a small portion 

of the molecules in the sample, a spot which will be diffraction limited. The 

focused beam of light will additionally have higher intensity in the focal plane, 

thus exciting more molecules in this sample plane than anywhere else. 

Additionally, a pinhole in the detection path is used to reject out-of-focus light, 

as with correct alignment it only allows light from the focal plane to pass, as 

illustrated in Figure 1.2. 

By using a confocal microscope, as illustrated in Figure 1.3, a tightly confined 

three-dimensional volume of the sample can be imaged with minimal background 

from elsewhere. The focused beam can subsequently be scanned across the 

sample in what is referred to as point-scanning, and an image can be built up by 

summing the fluorescent signal at each position and thus building up an image 

pixel-by-pixel. According to the theory outlined above, the resolution in a 

confocal image will be ~200 nm laterally and ~500 nm axially. This imaging 

technique has been widely used across diverse fields of biology and life sciences 

Figure 1.2: Pinhole to reject background light. Schematic showing how using a 

pinhole can reject out of focus light and only let light from the focal plane pass through. 
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thanks to its powerful way of excluding background thus generating a sharp 

contrast even in intact tissues and thicker samples. Up until 35 years after its 

invention, many thought this to be the ultimate limit of fluorescence microscopy. 

The invention of nanoscopy and the breaking of the diffraction limit would prove 

that wrong.  

1.2.2 Optical aberrations 

Optical aberration in an optical system is introduced by every optical element at 

a different magnitude and causes misfocusing of the light beams. In a system with 

many optical elements, such as a microscope of high complexity, aberrations will 

be added up along the beam paths. On top of that, if the optical system includes 

a sample to be observed that sample will also effectively act as an optical element 

Figure 1.3: Confocal microscopy. (a) Schematic of a confocal microscope, where an 

objective is used to focus an incoming excitation laser beam onto a point in the sample. 

The fluorescence is also collected using the same objective and focused onto a point-

detector through a pinhole. (b) Example of a labelled filament structure in a cell, and the 

resulting confocal image (orange) where the individual filaments look larger than their 

physical size due to the diffraction limit. 
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and induce aberrations. In the end, an aberrated beam can take many shapes and 

forms, but all have in common that a focal point in any aberrated system is not as 

small as it could be. Aberrations can be split up into monochromatic and 

chromatic aberrations, and examples of the two types are illustrated for a focused 

beam in Figure 1.4. 

Monochromatic aberrations are those that affect the focusing of a single 

wavelength of light, ultimately leading to distortions and loss of signal and 

resolution in the final image. These aberrations can take many forms, but among 

the most common are spherical aberration, coma, and astigmatism, as illustrated 

in Figure 1.4b–d. Spherical aberration is when light rays at different radial 

distances from the centre of the lens are focused at different axial distances. Coma 

is instead when off-axis sources are focused into distorted spots appearing to have 

a comet-like tail. Lastly, astigmatism is when light rays in different perpendicular 

planes are focused at different axial distances. The monochromatic aberrations 

can be modelled using an orthogonal-polynomial-based theory developed by 

Zernike4, allowing to break down individual types of aberrations into individual 

and additive polynomials. Chromatic aberrations instead cause beams of 

different wavelengths to behave differently throughout the system due to 

Figure 1.4: Optical aberrations in a focused beam. The effect of common optical 

aberrations on the shape of the focal volume, in (a) an ideally focused beam, and in the 

presence of: (b) spherical aberration, (c) coma aberration, (d) astigmatism, and (e) axial 

chromatic aberration. 
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differences in the index of refraction, effectively causing axial or lateral 

misalignment between different wavelengths both in illumination and detection 

paths in microscopes, as illustrated in Figure 1.4e.  

Both types of aberrations can be minimized by choosing the correct optics for the 

task at hand, especially chromatic aberrations as for example lenses are 

manufactured to focus a specific wavelength range equally, but also by proper 

alignment of an optical system, as off-axis and tilted incoming beams with 

respected to the normal of optical elements induces monochromatic aberrations. 

Additionally, monochromatic aberrations are correctable by using adaptive 

optical elements in the optical system, a method that has been heavily used in 

astronomy and only recently adapted to microscopy5. Using adaptive optical 

elements and Zernike polynomials, wavefronts can be corrected both before 

reaching the sample and before being detected, effectively cancelling out 

aberrations in the microscope at the cost of describing what aberrations to cancel. 

In my work I encountered and corrected microscope-induced monochromatic 

aberrations using an adaptive optical element, as explained in section 2.2.4; 

sample-induced monochromatic aberrations where necessary by using a 

correction collar, as explained in 2.5.3; as well as minimized chromatic 

aberrations by design choices of the optical elements, as explained in sections 

2.2.2 and 2.3.2.  

1.3 Nanoscopy 

Nanoscopy, or super-resolution microscopy, is a family of microscopy techniques 

that all break the diffraction limit and provides, in theory, unlimited resolution6–

11. While the range of techniques is wide, all of them build on one common 

concept: an increase in resolution is generated by separating the fluorescent 

molecules inside a diffraction limited volume using different molecular states, 

therefore not allowing them to emit fluorescence at the same time. The separation 

can be performed spatially or temporally, but all methods exploit the possibility 

to actively control state transitions between molecular states. Generally, two 

subfamilies are recognized: stochastic and deterministic methods. The stochastic 

methods work in the temporal dimension, while the deterministic methods work 

in the spatial dimension. While theoretically unlimited, the resolution in 

nanoscopy has realistically been limited to a 10-fold increase from conventional 
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fluorescence microscopy, meaning 20–30 nm, in biological samples, with most 

limitations coming from the properties of the fluorescent molecules such as 

brightness and photobleaching. However, in the last few years, techniques that 

combine ideas from the stochastic and deterministic methods and further 

optimize the information content of the photons we can get from a fluorescent 

label before it bleaches have been developed12, nearing true molecular resolution. 

For a further discussion on the different nanoscopy methods, focused on their 

latest methodological developments and biological applications, I made a 

comprehensive review on the topic that can be found in paper XI. In this thesis I 

will focus on one of the deterministic nanoscopy methods that was one of the first 

to be proposed, in 19948, and implemented, in 199913: stimulated emission 

depletion (STED) nanoscopy.  

1.4 Stimulated emission and STED microscopy 

STED microscopy14,15 is generally implemented in a similar fashion as confocal 

microscopy but critically introduces a way to further minimize the spatial extent 

of fluorescent molecules residing in a state from which we can detect 

fluorescence. It does so by introducing a secondary laser beam which acts to 

separate excited fluorescent molecules inside the diffraction limited focal volume 

using a molecular transition called stimulated emission. This transition is almost 

universal to fluorescent molecules and can be explained as a process where an 

incoming photon with a specific energy from a laser beam, that matches that of 

an excited electron in the fluorescent molecule, interacts with the electron and 

causes it to fall back to the ground state. As illustrated in Figure 1.5, the transition 

releases energy in the form of a photon identical to the incoming photon, and thus 

forces the molecule to return to the non-excited state without releasing a photon 

by spontaneous emission. As the stimulated and spontaneous emission are two 

competing processes, it is important in STED microscopy to force stimulated 

emission before spontaneous emission has time to occur. To cause efficient 

stimulated emission we need to use incoming photons that have energies 

matching the electron energy gaps of the fluorescent molecule. As the energy of a 

photon is inversely proportional to the wavelength, this can be translated into 

using a depletion laser wavelength that overlaps with the emission spectrum. 

Furthermore, to not detect the photons from the stimulated emission, that carry 
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the low-resolution information in the periphery of our focal volume, we further 

use a spectral filter in front of our detector that only allows certain wavelengths 

to pass. Such a filter is called a band-pass filter and is used to separate the 

fluorescence of a specific fluorophore from other incoming light.  

1.4.1 Image formation 

For the principle of STED microscopy to function, the depletion laser beam must 

be shaped into a shape with a central zero, traditionally in the form of a donut, 

Figure 1.5: Confocal and STED microscopy. (a) Confocal microscopy: electronic 

transitions of excitation and spontaneous emission (top); pulse scheme of excitation and 

effective point spread function separated by the fluorescence lifetime (middle); labelled 

structure imaged with confocal (bottom). (b) STED microscopy: electronic transitions of 

excitation and stimulated emission (top); pulse scheme of excitation, depletion, and 

effective point spread function, separated by picoseconds and the fluorescence lifetime 

respectively (middle); labelled structure imaged with STED (bottom). 
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and be overlapped with the excitation beam. Assuming this for the moment, the 

excited fluorescent molecules in the periphery of the excited focal volume will be 

depleted, while those in the centre of the volume will be left excited and able to 

emit fluorescence. Thus, at any scanning position, we know that the fluorescence 

photons we detect and assign to the scanning position must come from a smaller 

volume than the diffraction-limited excitation volume, and the sample can be 

imaged with a higher resolution. To put this into a more rigorous context, the 

image we get after raster scanning the full sample can be seen as a convolution 

between the effective point spread function (PSF) of the action of our combined 

excitation and depletion laser beams and the fluorescent molecule distribution in 

the sample, as shown in Figure 1.5. The achievable resolution is the same as the 

width of the effective PSF at any given point in time and can be modelled from a 

few characteristic parameters of the microscope and fluorescent species in use. If 

we know the numerical aperture of our microscope, NA, the maximum intensity 

in the crest of the depletion beam donut, I���, and the saturation intensity of the 

fluorescent species, i.e., the intensity at which the probability of fluorescence 

emission is reduced in half, I���, we can express the width of the effective PSF and 

thus the resolution d as16,17: 

 d � λ
2NA�1 + I���I���

 
(2) 

Equation (2) can be seen as an extension of the Abbe diffraction limit formula in 

equation (1), with the addition of a square root term which lowers d as the 

depletion beam intensity I��� increases. This means that the higher depletion 

laser power we use, the higher is the probability that an excited fluorescent 

molecule increasingly close to the central zero of the depletion pattern is depleted, 

and thus the better our resolution becomes. This is illustrated in Figure 1.6. 

Technically, equation (2) implies infinitely small d as I��� I���⁄ → ∞, however due 

to practical limitations of fluorophores, such as photostability, and microscopes, 

where the central zero of the depletion pattern is never a true zero due to optical 

aberrations, the realistic limit is rarely below 20 nm for a given experiment. An 

example of a typical STED image is shown in Figure 1.7.  
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Figure 1.7: Confocal and STED microscopy images. (a,b) Confocal (a) and STED 

(b) microscopy images of a U2OS cell, where the nuclear pore complex protein Nup153 has 

been labelled with STAR635P (top). Zoomed in area (bottom). Scale bars, 5 µm (top), 1 µm 

(bottom). 

Figure 1.6: Excitation, depletion, and emission. The emission probability (orange) 

can be calculated from the excitation intensity (green) and increasing depletion intensity 

(red). 
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1.4.2 Laser requirements 

For stimulated emission to take place before spontaneous emission occurs, we 

must act on the excited molecule within the fluorescence lifetime. To achieve the 

increase in resolution we also need this process to take place with near certainty, 

and as the process is stochastically happening with a certain probability, we must 

for every fluorescent molecule act with many photons from the depletion laser 

beam to optimize our chances of a stimulated emission event taking place. As the 

fluorescence lifetime is very short, on the order of nanoseconds for commonly 

used fluorescent molecules18, it means that we must use relatively high depletion 

laser power for the method to work.  

While continuous wave (CW) lasers can be and traditionally were used for the 

technique, recent developments in laser technology have made pulsed laser 

sources a better alternative19. The reason pulsed lasers are beneficial is that a 

lower average laser power is required to achieve the same depletion efficiency as 

in CW-STED if we prepare the excited state in synchronicity and then act with a 

depletion beam immediately thereafter. The surmountable drawback is that to 

achieve that depletion efficiency the pulsed laser sources need to be 

synchronized20: if the excitation of the molecule happens at a certain point in time 

with a certain frequency, we can be efficient in depleting the excited molecules by 

acting with a depletion beam immediately after the excitation, inside the 

fluorescence lifetime and before any of the molecules have had the chance to emit 

spontaneous emission. Excitation normally brings the fluorophore to a higher 

excited state, from which it transitions to the ground excited state through 

vibrational relaxation processes inside picoseconds. This lowest excited state, 

closest in energy to the ground state, is from where depletion normally occurs. 

Normally, an excitation pulse length on the order of 10 ps and a depletion pulse 

arriving shortly thereafter with a pulse length on the order of 100 ps are used. 

This is explained by the fact that we want to simultaneously prepare all the 

fluorophores in similar excited states before acting with the depletion beam. 

Then, many factors go into the consideration of a depletion pulse length, 

including efficient depletion after vibrational relaxation; lowering the chances for 

inadvertent re-excitation, excitation to higher states, and multiphoton 

excitation21; lowering photobleaching19,22; and suppressing polarization effects23. 
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Fine differences in the pulse length have proven to affect these factors 

significantly. 

1.4.3 Depletion beam shaping 

As mentioned, a donut-shaped beam is traditionally used to deplete the 

fluorescent molecules. Such a beam shape can be created by using what is called 

a vortex phase plate. A phase plate is an optical device which phase-shifts a beam 

of light. The vortex phase plate does so in a spatially non-uniform manner across 

the cross-section of the beam with the imprinting of an azimuthally increasing 

phase shift around the circle with a topological charge of 1, i.e., one 2� phase shift 

cycle in 360°, as illustrated in Figure 1.8. As the phase shift at every angle has a 

+� phase-shifted opposing angle, the central point will experience phase 

cancellation from every direction at once, resulting in a central zero singularity of 

the beam shape. For this interference to take place the polarization of the light 

additionally must be circular with a direction matching that of the vortex phase 

plate24. Phase plates were traditionally physical pieces of crystal with spatially 

varying thickness, but lately the use of spatial light modulators (SLM) has become 

an electrically controllable alternative. They simplify alignment25,26, 

Figure 1.8: STED microscopy. (a) Schematic of a STED microscope, where and 

objective is used to focus incoming Gaussian-shaped excitation and donut-shaped 

depletion laser beams onto a point in the sample. The fluorescence is collected using the 

same objective and focused onto a point-detector through a pinhole. (b) Phase patterns 

(left) used to generate a donut depletion beam (top) and tophat depletion beam (bottom), 

and their experimentally measured respective point spread functions in the XY (middle) 

and XZ (right) plane. Scale bars, 500 nm. 
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reproducibility, experimentation with new patterns, and allow for aberration 

correction25,27–29, all while keeping the same quality of the final beam shape 

providing enough resolution of the individual elements in the pixelated SLM.  

1.4.4 3D STED 

STED is mostly implemented with the donut-shaped depletion beam discussed 

above. In Figure 1.8b we see that this depletion beam forms a donut with a central 

zero in the lateral image plane, however the PSF also extends along the optical z-

dimension as a tube with the narrowest point in the focal plane, thus not 

providing any depletion along the optical axis. However, most nanoscopy 

techniques has extended into 3D imaging including increased axial resolution, 

including STED21,29–32. To do so, a depletion pattern which depletes the signal 

along the optical axis, with a central zero in the focal plane, must be used. The 

most popular way of doing this is combining the donut depletion beam, to ensure 

lateral depletion in the focal plane, with a secondary beam called a top hat, as 

illustrated in Figure 1.8b. The top hat beam is created using a top hat phase 

pattern, which consists of an inner circle and an outer ring with a phase shift 

difference of �, where the radius of the inner ring should be as big as to catch 

~50% of the area of the incoming beam. This leads to a ring-shaped singularity 

where the phases cancel each other, and the resulting beam most importantly has 

zero intensity in the centre of the focal plane and two strong lobes of light along 

the optical axis. 

Generating two separate beams, one donut and one top hat, and overlapping 

them spatially in the focal plane generates the pattern commonly used in 3D 

STED, with depletion taking place both laterally with the donut and axially with 

the top hat. The resulting effective emission PSF that remains after depletion is 

down towards 30 × 30 × 100 nm3 in the three spatial dimensions, as 

experimentally shown in Figure 1.9. Alternatively, only a top hat can be used to 

generate mostly an axial resolution increase, often called z STED. In my work I 

have developed the microscope to allow flexible change between 2D and 3D STED 

with a combined donut and top hat depletion pattern, and the 3D STED 

capabilities are mainly demonstrated in papers I and VIII.  
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1.4.5 Multicolour STED 

Multicolour microscopy has been and will remain important for years to come 

due to its capability to image multiple molecular species together and capture 

their spatial relationship. This allows colocalization and correlation studies not 

possible by imaging multiple targets in separate samples. As in other microscopy 

methods there are multiple different ways of performing multicolour STED 

imaging, each with their own benefits and drawbacks. The first implementation 

was performed using complete spectral separation of fluorophore spectra, 

excitation wavelengths, depletion wavelengths, and detection wavelength 

ranges33,34. This meant that for two-colour STED imaging, four laser beams 

spread far in the spectral window were required to be co-aligned: 470 nm, 603 

nm, 635 nm, and 780 nm. This puts high requirements on the spectral properties 

of the setup. The perfect co-alignment of the two donut beams is further required 

to realize good co-localization studies. This is since any misalignment directly 

influences where the labelled structure is imaged as this is entirely determined by 

the position of the depletion beam zero and not necessarily the position of the 

excitation beam maximum. Another way to perform multicolour imaging is to use 

fluorophores with a difference in fluorescence lifetime, explained in section 1.5.3, 

time-correlate the detection of the photons, and separate them post-acquisition 

based on the arrival time of the photons. This has also been implemented in 

STED, and even in addition to spectral separation to reach three-colour 

imaging35. Using a different type of fluorophore with photoswitching behaviour 

Figure 1.9: Confocal, 2D, and 3D STED imaging. (a) Confocal, 2D STED, z STED, 

and 3D STED images of one end of an origami nanoruler. Scale bars, 300 nm. (b) Line 

profiles across the images of the nanoruler, in x for confocal (gray, FWHM = 212 nm) and 

2D STED (black, left, 64 nm), and in z for confocal (gray, 499 nm) and z STED (black, 

right, 167 nm). The line profiles are fitted with Lorentzian (solid lines) and Gaussian 

(dashed lines) functions. 
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and an additional non-fluorescent state, as explained further in section 1.4.7, has 

been shown to avoid the co-alignment issues. Fluorophores with similar spectra 

but opposite switching behaviour can be used with the same excitation and 

depletion wavelength36, however with the requirement of two additional lasers 

for the photoswitching. The breakthrough implementations however have come 

with the advent of multicolour STED using a single depletion wavelength37–39, as 

this minimizes the potential misalignment effects on the final images. This is 

realized with separate excitation beams for multiple spectrally dissimilar 

fluorophores, but that all have a far tail in the emission spectrum that can be 

intersected with the depletion beam. While most implementations today focus on 

two-colour imaging with pure spectral separation in excitation and emission 

detection37,38, as experimentally shown in Figure 1.10, there are implementations 

that with additional calibration-requiring separation mechanisms post-

acquisition, such as spectral unmixing, can reach up to four colours with a single 

depletion beam and four detection channels39. In this thesis I will present work 

that has focused on allowing multicolour STED with novel approaches, such as 

two-colour live-cell STED imaging with fluorescent proteins as presented in 

paper IV, and spectrally separated three-colour STED imaging using near-

infrared fluorescent nanoparticles as presented in paper V.  

1.4.6 Current limitations 

As explained in section 1.4.2, a high depletion laser power is needed to combat 

the short fluorescence lifetime. While the depletion laser illumination intensities 

Figure 1.10: Multicolour STED imaging. (a) Two-colour confocal and STED image 

of an origami nanoruler with a length of 180 nm, labelled with ATTO594 (green) and 

ATTO647N (magenta). Scale bars, 300 nm. (b) Confocal (light gray, dark gray) and STED 

(magenta, green) line profiles over the nanoruler as marked in (a), with single (green) and 

double (magenta) Lorentzian (solid) fits, and single Gaussian (dashed) fits. 
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needed17, on the order of 10-1000 MW/cm2, are achievable with commercial 

lasers today, this potentially introduces other issues in the imaging, mainly 

photobleaching and phototoxicity. Photobleaching has to do with the properties 

of the fluorophore in use and describes how the fluorophores can lose the ability 

to absorb and emit light when certain molecular states are reached, often long-

lived triplet states as described further in section 1.5.2. A photostable fluorophore 

is required for high-quality STED imaging, and more what this entails will be 

discussed in section 1.5.2. In addition to high-quality images, a more photostable 

fluorophore also allows longer time-lapse imaging as well as better 3D imaging, 

both types of imaging that cycles the fluorophores in the sample many times40,41. 

Phototoxicity on the other hand is mainly, but not exclusively, caused by reactive 

oxygen species that are produced by fluorophores during excitation and 

emission42. They are unstable and short-lived compounds that can influence both 

the structure and function of molecules in cells. A potential strong adverse effect 

of STED microscopy on the viability of cells due to this phototoxic effect and the 

involved high laser intensities has been long discussed42,43, and while it has 

proven to be partially true, there are several considerations one can make in order 

to minimize the effect44. The wavelengths used in the microscope are among the 

most important parameters, as it is known that shorter wavelengths generally 

cause increased photodamage as compared to longer42–44. This can be explained 

by the fact that individual photons of shorter wavelengths have a higher energy 

and thus are more potent in inducing various potentially harmful effects upon 

interaction with the fluorophores and cell directly. As also discussed in paper XI, 

using longer wavelengths is generally beneficial, and this, combined with a 

developed laser and fluorophore library, is why most modern STED microscopes 

use 775 nm as the depletion laser wavelength. Additionally, using as low power as 

possible is also beneficial, and therefore fluorophores with lower saturation 

intensity are highly sought after in continued development of fluorophores, as 

they allow reaching a similar resolution with a lower depletion power. Another 

constraint when it comes to live-cell compatibility of STED imaging are the 

labelling mechanisms and choice of fluorophores, where antibody labelling is not 

applicable, and fluorophores must be cell permeable unless only the outer cell 

membrane is of interest. A further discussion on the requirements of the 

fluorophores is found in section 1.5. However, with the right considerations, 

STED microscopy can be a powerful imaging technique also for live experiments 
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without any greater noticeable short-term or even long-term cell or tissue damage 

effects.  

Another limitation often experienced in STED microscopy are optical aberrations 

and their detrimental effect on the acquired images. These can be both optics-

induced and sample-induced, where the former are always present and needs to 

be taken care of for optimal performance in any experiment, but the latter are 

present mainly in thicker samples such as tissue. The aberrations affect all three 

of the excitation beam, depletion beam, and the fluorescence light coming back 

from the sample5. The aberrations affecting the depletion beam are generally the 

most crucial to consider as any disruptions to the central zero of the depletion 

pattern will quickly generate a loss of contrast and resolution, while an otherwise 

malformed depletion pattern can cause asymmetric and incomplete depletion. 

Aberrations affecting the excitation beam and fluorescence to any commonly 

occurring degree will instead solely cause a loss of signal as the beam foci are 

spread out and thus not hitting the depletion zero or the detection pinhole 

optimally.  

Various types of background are also present in STED microscopy 

measurements, both in 2D and 3D STED implementations45. Excitation by the 

depletion beam, due to too high overlap with the emission spectrum as discussed 

further in section 1.5.1, is one potential issue. I further discuss fixes to this in 

paper V and section 2.4.2. In both 2D and 3D STED, background from incomplete 

depletion is an issue that needs consideration. As the three-dimensional shape of 

the depletion patterns do not perfectly cover the out-of-focus side lobes of the 

excitation beam, some excited molecules often fail to be depleted. In 2D STED 

this is rarely a big issue, but in 3D STED of denser samples, which often is where 

you need the three-dimensional resolution, there can be out-of-focus background 

caused by this effect45,46. Early emission fluorescence background is another 

potential background source, mainly encountered in CW implementations of the 

technique since in pulsed implementations the depletion acts immediately after 

excitation. 

The temporal performance of STED is additionally important to consider, as its 

usual point-scanning implementation inherently introduces an inverse 

relationship between image size and frame rate. Additionally, as STED images 

offer higher spatial resolution than conventional microscopy, a smaller pixel size 
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needs to be used to properly sample the imaged structures and thus also a slower 

imaging speed as compared to confocal imaging is inevitable. This scales 

particularly poorly for 3D STED imaging, as the same effect will apply in all three 

dimensions.  

1.4.7 Overcoming current limitations 

Conceptually novel ideas for STED microscopy imaging and labelling have been 

proposed to overcome some of the limitations mentioned, mainly 

photobleaching. As discussed further in section 1.5.2, considerable effort is being 

put into the most straightforward idea of dealing with this limitation: developing 

more photostable fluorophores. While it rarely grants even one order of 

magnitude better performance, it generates very accessible improvements 

applicable to any system. Special considerations on the laser sources used is 

additionally important to minimize photobleaching, like in pulsed 

implementations where longer depletion pulses have been proven to generate less 

photobleaching19,47, but with a compromise as they also lower the STED 

efficiency. Using depletion wavelengths closer to the emission maximum of the 

fluorophore is another explored approach which requires lower depletion 

intensities, as discussed further in section 1.5.1, and thus reduces photobleaching. 

As discussed in paper XI, conceptually novel imaging approaches have also been 

developed with considerable performance increases. However, they often come 

at the lack of accessibility as they require specific hardware, labelling, or 

acquisition schemes which are not always possible to use. Nevertheless, in the 

situations where they are usable, they have potential to be impactful. Examples 

of these methods include protected STED48, RESCue-STED49, DyMIN adaptive-

illumination STED50, SUSHI imaging of extracellular space51, resonant-scanning 

STED52, and STED with exchangeable fluorophores41. Protected STED borrows 

ideas from RESOLFT microscopy, where reversibly photoswitchable fluorescent 

proteins with an additional molecular state are used. In RESOLFT, a laser beam 

is used to activate molecules by bringing them from the OFF state to the ON state, 

both non-fluorescent, a second donut-shaped laser beam is used to deactivate 

some of the molecules back to the OFF state, and a third excitation beam is used 

to excite the remaining portion of molecules in the ON state9. In protected STED 

fluorescent proteins of the same type are used with a four-laser-beam 

configuration: two donut-shaped beams, for deactivation and depletion, and two 
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gaussian-shaped beams, for activation and excitation. A considerable decrease in 

photobleaching is reported as the fluorophores are not subjected to the high crest 

intensities of the depletion beam thanks to being deactivated, but it comes at the 

cost of a complicated labelling and imaging process. RESCue-STED reduces the 

number of state transition cycles and thus photobleaching by using the high 

depletion intensities only when there is a fluorescent feature that one wants to 

record in the currently scanned pixel. DyMIN also tries to accomplish avoidance 

of exposure to crest intensities but does so by instead demanding fast online 

control of the setup. It works by keeping the depletion beam off during most of 

the scanning, and only activating it in a stepwise manner depending on how close 

to a detected structure the scanning position is. In SUSHI imaging the labelling 

process is unique, as not a specific protein is labelled but instead the whole 

extracellular fluid in live brain slices is filled with a fluorophore species. 

Essentially bleaching-free STED images can then be captured of the constantly 

moving fluorophores in whole sample regions where all cells are imaged as 

negative imprints in the constant fluorescence level background. STED imaging 

with resonant scanning reduces photobleaching by minimizing the population of 

fluorophores in the triplet state. It can do so by probing the same pixel multiple 

times with very short dwell time, allowing milliseconds-long relaxation from the 

triplet state before probing the same fluorophores again. STED with 

exchangeable fluorophores also uses the concept of refreshing labelling 

molecules, but in this case, it is fluorophores that reversibly bind to the target 

structure. The constant refreshing ensures that any bleached fluorophores are 

quickly exchanged with new ones, and thus STED imaging can continue almost 

indefinitely of the structure of interest. Clearly this technique puts strong 

constraints on the labelling architecture, and currently the number of structures 

that can be imaged with such labels is limited.  

Overcoming monochromatic optical aberrations is performed, as previously 

mentioned in section 1.2.2, both through proper choice of optical elements and 

alignment, and the use of adaptive optics. Adaptive optical elements include the 

SLM and deformable mirror, which both have successfully been used in STED 

microscopes to correct optical aberrations with similar performance5,27,53. The 

SLM is additionally commonly used to generate the depletion pattern itself, as 

described in section 1.4.3, while the deformable mirror lacks the ability to create 

the phase jumps needed for that. The phase masks needed for depletion pattern 
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creation and aberration correction using Zernike polynomials are fully additive, 

and thus the same SLM can simultaneously be used for both tasks. To correct 

sample-induced aberrations a way to measure them is however needed. This can 

be done in many different ways, including calibration of depth-induced 

aberrations54, systematic optimization using image-based metrices such as 

brightness and sharpness31,55, and direct wavefront sensing using devices such as 

Shack-Hartman sensors29. Using these approaches, STED microscopes have 

successfully been used to image inside or behind tissue and living mice up to a 

depth of 160 μm29,31,54,55. Simpler but less powerful approaches to combat 

spherical aberration in tissue samples, one of the most induced aberrations, is to 

use objective lenses that better matches the refractive index of the sample such as 

water immersion objectives56, as well as using a correction collar on the objective 

for direct spherical aberration correction57.  

When it comes to the issue of background as discussed above, there has been 

development towards overcoming these limitations as well. For the incomplete 

depletion in 3D STED, subtraction methods46,58 and different depletion patterns59 

have been suggested as effective fixes.  

For the early emission photons in CW-STED, temporal gating60–62 or phasor plot 

analysis63 of the detected signal are the most prevalent methods for limiting its 

effect and increasing the spatial resolution, as the unwanted photons away from 

the centre of the PSF on average arrive earlier than the wanted60,61. The 

applicability in pulsed STED depends on the comparison between the 

fluorescence lifetime of the fluorophore used and the temporal pulse width of the 

depletion laser: the biggest performance increase can be seen when using 

fluorophores with fluorescence lifetimes comparable to the pulse width of the 

depletion laser61. However, current pulsed STED imaging often employs 

depletion pulse widths on the order of 100 ps and fluorophores with fluorescence 

lifetimes on the order of 1 ns, minimizing the effect. Using time gating has 

additionally proven to be effective for decreasing photobleaching in pulsed STED, 

by enabling the use of longer depletion pulses and thus reducing the peak 

intensity19. 

Throughout this thesis I will present work that regards overcoming limitations in 

STED imaging in multiple aspects: optical aberrations are corrected for using an 

adaptive optical element as discussed in section 2.2.4, temporal limitations and 
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photobleaching are overcome by sample-adaptive scanning as shown in paper II, 

further automation of the imaging is also presented in paper I, and multicolour 

and live-cell aspects are circumvented in various ways as presented in papers IV 

and V.  

1.5 Fluorophores in STED microscopy 

Fluorophores, compounds that can be excited and upon excitation emit light, 

come in many shapes and forms, and are an integral part of fluorescence 

microscopy. With the invention of nanoscopy techniques that pushes resolution 

and other properties of the imaging to the limit, fluorophores themselves are now 

playing a bigger role than ever before. Without a stable and bright fluorophore 

with the right properties for the technique at hand acquiring a high-resolution 

and high-contrast nanoscopy image is near impossible. As such, great devotion is 

put in developing an understanding of every state transition mechanism and 

every photophysical property of the fluorophores and utilizing that knowledge in 

the chemical development of the fluorophores. 

STED microscopy is a microscopy technique that puts relatively high demands on 

the fluorophores to use, as are all nanoscopy techniques as they focus on taking 

advantage of certain molecular states and state transitions in the fluorophores. 

For building a successful STED microscope and performing a STED experiment 

it is important to consider spectral aspects of the fluorophores and how they tie 

into the microscope properties; the photostability and brightness of the 

fluorophore to ensure control of photobleaching and having enough contrast and 

resolution; as well as the temporal characteristics of the fluorophore such as the 

fluorescence lifetime to know what lasers to use and how to acquire the signal. 

All-in-all, the characteristics of a fluorophore tell you how well it is suited for 

STED microscopy and for a specific experiment. Despite the high demands, a 

multitude of fluorophore types have been successfully used in STED microscopy, 

as also discussed in paper XI.   

The fluorophore types relevant to this thesis are organic dyes, the smallest 

fluorophores with < 100 atoms; fluorescent proteins, derived from naturally 

occurring fluorescent proteins in various animals, plants, or bacteria; and 

nanoparticles, synthetic particles with optimized fluorescent abilities typically 

made from inorganic crystalline compounds. These have all been successfully 
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used in STED microscopy previously. Organic dyes are a vast family and are often 

preferred mainly due to a combination of their high brightness, small size, and 

applicability to many labelling schemes. Fluorescent proteins are instead, as the 

name suggests, proteins that can be found naturally occurring in fluorescent and 

often marine animals and plants. Green fluorescent protein (GFP) was the first to 

be discovered, and considerable effort has been put in improving its properties 

for microscopy, leading to a family of GFP-like variants. Nanoparticles are 

synthetic crystalline compounds that often have optimized fluorescent abilities 

such as very high brightness. An example is quantum dots (QDs)64, 

semiconductor nanoparticles a few nanometres in size that characteristically have 

discrete energy states, just like atoms or molecules. They furthermore have 

tuneable optical properties depending on their size and material65,66. The 

properties and applicability in biological samples of each fluorophore family are 

discussed below.  

1.5.1 Spectral properties 

As introduced in section 1.1, all fluorophores have a specific spectral footprint 

consisting of an excitation spectrum and an emission spectrum. These reveal 

what wavelengths can be used to excite the fluorophore, what wavelengths the 

fluorophore will emit, and to what degree of efficiency these processes happen. 

While these spectra have peaks at certain wavelengths, another important aspect, 

for multicolour imaging especially, is the width of these spectra. Due to the nature 

of the electronic states of the molecules the excitation and emission does not take 

place at one exact energy and wavelength. Instead, as illustrated in Figure 1.11, 

the vibrational states present additional possible transitions for the electrons, and 

photons of a whole energy range can be absorbed and emitted. Depending on the 

molecular structure the size of the span of wavelengths can vary from narrow to 

broad, and the biggest changes are often seen between various families of 

fluorophores.  

1.5.1.1 Spectral peak and depletion wavelength 

For STED microscopy the spectral properties mentioned above are important to 

consider. When it comes to the spectral properties the most important 

consideration for STED is that the depletion wavelength must overlap with the 

emission spectra. As we know that stimulated emission will occur from a 

vibrational state of the excited state to a vibrational state in the ground state, this 
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is also naturally two levels between which spontaneous emission can occur. 

Additionally, the higher the emission probability at the overlapping wavelength, 

the higher the stimulated emission probability will be. However, as we also want 

to detect the rare spontaneous emission events from the fluorophore as 

fluorescence, the only way to separate the two in the microscope is spectrally. We 

also do not want to excite the fluorophore with the depletion beam and thus we 

must use a depletion beam with a longer wavelength on the tail of the emission 

spectra. It is possible to use depletion wavelengths closer to the emission 

maximum of the fluorophores, but the direct excitation this causes, called anti-

Stokes excitation, and illustrated in Figure 1.11b, is high due to the high power of 

the depletion laser and often detrimental to the image quality and must be taken 

care of for successful imaging. This can be through subtraction of an image with 

only the anti-Stokes excitation67,68. As shown in paper V and discussed in section 

Figure 1.11: Spectral fluorophore properties. (a) Jablonski diagram of a 

fluorophore, with photon-induced excitation (orange), vibrational relaxation (grey 

arrows), and spontaneous emission (reds). (b) Anti-Stokes excitation and emission 

spectra. (c) Absorption (dashed line) and emission (solid line) spectra for Abberior 

STAR635P, showing the spectral width in absorption and emission bands. 
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2.4.2, I use this approach to expand multicolour imaging possibilities in STED 

imaging. All things considered, the more efficient the stimulated emission can 

take place the lower power we can use, which is of importance as further 

discussed in section 1.4.6 and section 1.5.2.  

Additionally, the spectral considerations of a fluorophore are important not only 

to optimize the methodological part of the imaging method, but also to know how 

it performs in a biological sample. This is especially important when considering 

live-cell imaging or in vivo imaging. Blue-shifted wavelengths are often strongly 

absorbed and scattered in cells and tissues, while red-shifted and near-infrared 

wavelengths are less so and thus fluorophores in those part of the visible 

spectrum enable less signal loss and deeper tissue imaging69. Autofluorescence 

can additionally be an issue in the blue-green spectrum, where many plant and 

animal tissues show natural fluorescence when excited with ultraviolet-blue light. 

Lastly, the phototoxic effect of blue-shifted wavelengths is an issue that can be 

solved by moving to further red-shifted wavelengths42. These considerations were 

made when developing and using near-infrared fluorescent proteins for STED 

imaging, as shown in paper IV, and discussed in section 2.4.1. 

1.5.1.2 Spectral width 

For multicolour purposes the width of the spectrum is a variable that must be 

considered. As discussed in section 1.4.5, direct spectrally separated multicolour 

STED is optimally performed using multiple fluorophores and for them a 

common depletion wavelength, separate excitation wavelengths, and separate 

emission channels. Thus, the combination of fluorophores that we use must all 

have emission spectra with a tail stretching to the depletion wavelength of choice. 

Naturally, the more blue-shifted fluorophores used will often have a lower 

stimulated emission probability at that wavelength, and thus to reach equal 

resolution in the various detection channels the possibility to modulate the 

depletion power during the recording is favourable. The emission spectra must 

further not overlap among the fluorophores, as that would create considerable 

crosstalk between the channels. In the end, for performing two- or three-colour 

STED, there is a fine balance of many properties to match. For optimal 

performance, it is necessary to not only match the choice of fluorophores to the 

microscope, but also to modify the spectral properties of the microscope after 

what are the optimal fluorophores for STED. These considerations are taken in 
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the work of this thesis by considering novel fluorophore types in unused parts of 

the visible spectra, as presented in paper V.  

1.5.2 Photostability and brightness 

Only considering the spectral properties of a fluorophore is not enough to acquire 

STED images with a high resolution and a high contrast. Photostability and 

brightness are equally important properties and considerable effort is put in the 

development of stabler and brighter fluorophores40. Weighed with the spectral 

properties they define how well a fluorophore will work in a STED microscope. 

Molecular brightness is a property that can be inferred as the product of two 

directly measurable properties in the two-step process of fluorescence of a dye: 

extinction coefficient and quantum yield. The extinction coefficient describes 

how well the fluorophore absorbs the light at a certain wavelength, while the 

quantum yield describes the ratio of emitted photons to absorbed photons. 

Photostability is not as easy to measure, but nonetheless plays a big role and is 

extremely important in STED microscopy. This is due to the high illumination 

intensities involved and intentional stimulated-emission-based cycling between 

ground and excited state. Photostability ultimately means how long a fluorophore 

withstands excitation and emission cycles without photobleaching, but the exact 

mechanisms by which that happens are numerous and not fully understood40. 

One mechanism that has been studied and proven to be a major contributor is 

intersystem crossing to the triplet-excited state, which is long lived (~100 μs) and 

highly reactive. The fluorophore can return from this state, but before it has time 

to do so it often enters an unrecoverable bleached state through covalent 

modifications after interaction with the surrounding or additional 

absorption40,70. With the lack of a directly measurable quantity for 

photobleaching, it is often reported in the form of fluorescence signal decay over 

a range of imaging frames with a specific fluorophore and compared to 

alternatives under the same imaging conditions or with similar image quality.  

While striving for stabler fluorophores is important, it should also be noted that 

combination of low- and high-photostability fluorophores can be used as 

multicolour pairs, despite having similar spectral properties. By taking multiple 

images and having a low-photostability fluorophore that is only emitting in the 

first frame or frames, subtraction of images can render images of only the low-

photostability fluorophore71. 
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The use of very photostable fluorophores, semiconductor nanoparticle QDs, is 

explored in this thesis, as presented in paper V. Furthermore, brighter and more 

photostable fluorescent proteins as compared to previously utilized ones for 

STED imaging are successfully applied, as presented in paper IV.  

1.5.3 Fluorescence lifetime 

The temporal characteristics of the excited state described by the fluorescence 

lifetime is furthermore an important parameter for STED microscopy. The 

fluorescence of a fluorophore population decays over time as the excited state gets 

depopulated, and this can be described as a single or multiexponential decay, as 

illustrated in Figure 1.12. The fluorescence lifetime can be extracted as the inverse 

of the exponential decay constant, and hence is the time when the fluorescence 

intensity is reduced to 1/e times its initial value. 

Fluorophores in the most used organic dye and fluorescent protein families have 

similar lifetimes. Standard fluorescence lifetimes in fluorophores used for STED 

in these groups are between 1–4 ns18,72,73, as exemplified in Figure 1.12. Inorganic 

nanoparticles on the other hand can have widely varying fluorescence lifetimes, 

as the processes they rely on for fluorescence are not consistent with organic 

fluorophores74. QDs is one example from this family where the fluorescence 

lifetimes are often longer than organic dyes, up to 100 ns64, with multi-

exponential decay characteristics. However, the lifetime of QDs depend on the 

Figure 1.12: Fluorescence decay of fluorophores. Experimental fluorescence decay 

curves (dots) and mono- or biexponential fits (solid lines) for four fluorophores: KK114 

(magenta, mono), ATTO590 (green, mono), 740QD (blue, bi), emiRFP670 (yellow, mono).
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materials incorporated, size of the QD65, and even the detection wavelength75, all 

in a complex manner where even the properties of a single QD can vary over 

time66. As mentioned in section 1.4.6, the fluorescence lifetime affects the timing 

and peak power required from the depletion laser beam. While longer lifetimes 

are beneficial in the sense that full depletion can occur more easily with the same 

depletion pulse duration without increasing the laser power, it is also a drawback 

as lower repetition frequencies and thus longer acquisition times must be 

employed to avoid pulse-to-pulse excited state build-up and reach the same signal 

level in the final image. Instead, shorter lifetimes are problematic since a higher 

depletion power and potentially shorter pulse durations must be employed, 

risking both live-cell compatibility and the potential use of the same depletion 

laser.  

1.5.4 Size and environment 

The size of a fluorophore and the sample environment in which it is used can have 

a big impact on the success of the labelling of a structure of interest. Naturally, 

not all fluorophores are possible to use for all microscopy techniques, and STED 

as other nanoscopy methods put extra constraints on this as it is important to 

have a dense and bright labelling to generate an image with a high spatial 

resolution and signal-to-noise ratio (SNR). Steric hindrance is a problem where 

fluorophores or labelling molecules longer or bigger than the distance between 

proteins that one aims to label can cause effects in the final image such as non-

continuous structures and varied brightness. Thus, the final image might not be 

a good representation of the real distribution of the protein of interest.  

Fluorophores from different families can have widely different sizes and 

molecular masses. Organic dyes often have orders of magnitude smaller 

molecular mass as compared to fluorescent proteins or nanoparticles (Alexa647: 

1.3 kDa, typical QD: 380 kDa, GFP: 28 kDa), while also being up to an order of 

magnitude smaller in size (SiR: < 1 nm, typical QD: 6 nm, GFP: 4 nm). Currently, 

with the advent of nanoscopy methods with spatial resolution in the range of the 

size of single molecules, finding smaller fluorophores and attaching them as close 

as possible to the protein of interest is turning into a crucial question to fully 

exploit the power of nanoscopy. 

The necessary environment of a fluorophore further dictates in which samples it 

can be used. For example, many fluorescent proteins extracted from naturally 
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fluorescent animals, such as the GFP and its derivatives, require an aqueous 

environment to fluoresce brightly76, which is generally not achievable in fixed 

cells. Other fluorophores, such as certain types of QDs77, have fluorescence 

mechanisms affected by the environmental pH, which can affect both the 

fluorescence ability and fluorescence lifetime, and potentially rendering them 

useless in situations where the pH cannot be controlled such as live cells. 

1.5.5 Cell permeability and live-cell imaging 

For compatibility with live-cell imaging a crucial parameter to consider is cell 

permeability. In the preparation of fixed-cell samples, a membrane 

permeabilization step is often involved to allow molecules to freely enter the 

cellular space. Antibodies, the most used labelling mechanism in fixed cells, is for 

example stopped by the cell membrane, and as such immunostaining is not 

possible to use in live cells. Certain fluorophores, whether large or even small, are 

also not allowed to pass through the cell membrane, rendering them impossible 

to use for imaging living cells. Transfection has been used to combat this as it 

allows direct targeting of the protein of interest with a fluorescent protein by 

letting the cells produce the protein themselves, and it can be performed either 

transiently or stably. Traditionally this only allowed tagging with fluorescent 

proteins, needs fine balancing to not cause adverse effects to the cells, and has a 

relatively low efficiency, but is nonetheless a requisite for example for STED 

imaging in vivo78,79. Fluorescent proteins compatible with STED microscopy in 

the blue-green spectrum do exist, where the GFP-like EGFP80 and Citrine81 have 

been extensively used. However, the number of choices in the red-to-far-red 

spectrum is small, partly since the structure of GFP-like fluorescent proteins 

essentially does not allow mutations to red-shifted proteins above ~600 nm. 

Considerable effort in trying to find red and far-red fluorescent proteins have 

come up with a few alternatives, most notable bacterial phytochromes82, but the 

options that do exist often suffer from relatively low quantum yields and thus 

brightness83. 

To use organic dyes or other fluorophores in living cells, requested due to their 

high brightness, screening and innovation in cell permeability of fluorophores 

and labelling molecules is required. It has come up with a range of possible 

choices for the labelling mechanism, such as nanobodies84 for direct staining and 

self-labelling protein tags85–87 for two-step labelling including transfection of a 
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small fusion protein and subsequent addition of protein ligands attached to 

fluorophores. Screening has also resulted in many suitable fluorophores83, where 

SiR and ATTO590 are two examples of organic dyes for live-cell STED microscopy 

compatible with two-colour imaging38. 

As various fluorophores require different levels of illumination power to generate 

good resolution and contrast the choice of fluorophore is especially important for 

live-cell imaging and in techniques such as STED microscopy where, as discussed 

in section 1.4.6, the depletion powers must be minimized to ensure cellular 

survival. To allow for improved live-cell STED imaging, I investigated and 

employed novel fluorescent proteins in the work of this thesis, as is presented in 

paper IV and section 2.4.1. 

1.6 Image analysis 

The increasing complexity of current microscopy method advancements is 

changing how we record, construct, and interpret data, and with this an essential 

need for image processing and analysis tools has developed. The imaging data 

contains a rich amount of information that sometimes requires image processing 

to even be interpretable to a human eye.  With that, image analysis has emerged 

as its own research field with a myriad of techniques, either generalized or 

specialized to a microscope technique. With further development also comes the 

importance of understanding the use-cases of the various methods, and 

nowadays multiple software solutions try to tackle these questions and increase 

the user-friendliness of the methods. For fluorescence microscopy the open-

source software ImageJ88 and its distribution Fiji89 has developed into a 

standalone application with plugin-based implementations of various analysis 

methods that has found widespread use.  

The image analysis landscape today contains both classical analysis methods, 

where this work has put the most focus, as well as machine learning-based 

approaches. Machine learning and especially deep learning have risen in the last 

few years as accessible and powerful alternatives to classical image analysis 

thanks to the rapid increase in computational power90. While the same results 

often can be reached through the two methods, deep learning lends itself 

especially well for investigation of large-scale datasets and extraction of for 

example segmentation information91,92, where manual annotation of the images 
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is time-consuming and at times non-feasible. Classical analysis methods put a lot 

of weight on interpretability, where each step in a pipeline is documented and 

manually implemented, while machine learning-based methods often use 

optimized deep neural networks which contain processing steps that are more 

difficult to interpret for the user. Recent efforts have focused on providing tools 

for uninitiated users lacking prior knowledge on machine learning to be able to 

apply deep learning methods, for example for segmentation, object detection, 

classification, and denoising93,94.  

1.6.1 Image analysis methods for STED microscopy 

Nanoscopy methods offer a substantial increase in resolution and resolved 

nanometre-scale protein distributions, often at the cost of lower contrast and 

SNR, meaning that specialized analysis methods need to be used to retain the rich 

information present. To this end, many image analysis methods have been 

developed for nanoscopy in recent years, often using ImageJ as the platform of 

implementation but also Python and MATLAB programming languages are 

heavily used. This is true for STED microscopy as compared to confocal 

microscopy.  

Image analysis tools and pipelines take images as input, and outputs various 

biological characteristics such as exact locations of individual proteins or protein 

clusters, their sizes, and their density across a cell or cellular compartment. This 

information was previously unattainable with diffraction-limited microscopy as 

the individual proteins, or their clusters, have sizes on the order of nanometres. 

Pre-processing is usually necessary before such analysis, including steps of 

filtering, smoothing, or thresholding. This is of higher importance in STED 

images than confocal images due to the commonly lower SNR. Filtering is 

implemented as convolutions with certain kernels, often a Gaussian function, and 

has the effect of averaging each pixel value in a region around it. This smooths 

out any Poisson noise in the image that originates from the photon statistics of 

the fluorescence. Thresholding can also be used as a way to disregard background 

present in the images in the further analysis and works by multiplying the image 

with a binary mask where all pixels with intensities below a threshold are changed 

to zero. Setting the threshold level depends on the sample and imaging conditions 

and can be performed manually or optimized through various algorithms.  
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Peak detection algorithms are a useful tool for localizing individual proteins or 

clusters in an image, and they offer an interesting approach for sparse protein 

distributions such as receptors on a cell surface. They often work through various 

filtering and image comparison steps, and outputs a list of localized peaks. The 

size and density of the localized particles can be additionally calculated by line or 

surface profile extraction and fitting, as well as comparison with additional binary 

masks of the areas of interest. Nearest neighbour algorithms, which outputs 

distributions of the closest distances from each cluster or particle to another 

cluster or particle, can also be used to extract information about the density and 

further how individual proteins or clusters are arranged in relation to each other 

and in the end their interaction. For denser protein distributions, for example 

membrane proteins in organelles, perhaps the size of the organelles is of interest. 

In this case, binarization of the structure of interest rather than localization of 

individual proteins is often required for further information extraction and 

analysis. The binarized structures can be analysed further, by means of 

skeletonization or area calculations, or used as markers of the locations in the raw 

images, to extract additional information in just the area of interest such as an 

organellar surface or volume.  

In multicolour images, different channels can be analysed and compared to each 

other to extract information about the interaction of multiple protein species and 

labelled structures. This can be done using colocalization and correlation 

analysis, which extracts the overlap and correlation of the pixel intensity values 

of different channels in the image. In nanoscopy methods, the resolution often 

approaches the actual size of individual protein clusters and labelling molecules. 

This means that complete overlap will rarely be present, even if two clusters are 

in proximity, and thus the analysis methods employed must take this into 

consideration. Methods where the actual distance is measured between protein 

clusters or different protein species, such as nearest neighbour analysis, are often 

of higher interest in these cases.  

As the range of developed analysis methods is immense, further explanations of 

the analysis methods used in my work and the motivations to use them are found 

in sections 2.3.3 and 2.5. There I outline the use of analysis pipelines optimized 

for speed, as in paper II, data-explorative analysis with a rich information content 

output, as in paper VI, or task-specific pipelines, as in paper VII. 
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1.7 Microscopy automation 

When tackling an imaging task where for example human response is too slow, 

such as imaging on the level of milliseconds, continued human interaction is too 

demanding and error-prone, such as sequentially imaging for many hours, or 

where a lot of training is needed for proper control of the microscope, such as 

optimizing imaging parameters, automation of the microscope can play a 

significant role. The field is rapidly developing and can solve problems or 

minimize work in a range of areas: enlarge the imaged area95 and amount of 

data96, reduce acquisition time97,98, increase the ease-of-use95,99, reduce amount 

of acquired data to the necessary98, reduce phototoxicity98, reduce optical 

aberrations to increase sample accessibility29, increase stability12,96,100, and enable 

new types of experiments not previously possible101 are just a few examples. The 

automation developments include both hardware and software solutions, and 

individual efforts often combine the two. In this section I will focus on five 

parameters more in detail: speed, image size, stability, user-friendliness, and 

enabling new types of experiments. Regarding these areas, developments have 

been made for different microscope techniques throughout the years, 

continuously enabling biologists to get the most out of their sample, but a lot 

remains unexplored.  

1.7.1 Acquisition speed 

The speed of a microscope can be represented in different components. One is 

acquiring the data one wants from a sample in the shortest time possible. While 

this ties into many other categories of automation improvements, it is often 

manifested in the form of automated acquisition where the time the user 

interfaces with the microscope is minimized. Developments in this line are for 

example automated optimization of image acquisition parameters99, where the 

user does not have to spend time manually adjusting parameters and judging the 

output until optimal ones are found. Instead, a machine learning algorithm 

automatically picks various parameter values, scores the acquired images, and in 

the end arrives at a set of optimized parameters to be used in the data acquisition. 

The user can then go on and spend more time on acquiring the real data. Speeding 

up the actual data acquisition is equally important and can be done by imaging 

large areas with stable and self-running systems95,96 or minimizing microscope 

downtime by automatically selecting regions to image97,98. Automatically 
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selecting regions to image has two main benefits: decreasing the total time of the 

experiment and increasing the frame rate of individual regions of interest, 

beneficial in live-cell imaging. If the automatic selection of regions is additionally 

synchronized with dynamic cellular events, it also allows optimal usage of the 

available photon budget by imaging the region only when data of interest can be 

acquired. In the end, this limits photobleaching and photodamage and allows for 

an overall gentler imaging. Automatic selection of regions to image or when to 

image101, is something where machine learning has already had an impact and is 

likely to continue to do so. Paper II of this thesis demonstrates the importance of 

acquisition speed and presents an automated microscopy method where real time 

analysis of dynamics cellular events controls the acquisition both temporally and 

spatially by selecting regions and times to image inside milliseconds. 

1.7.2 Image size 

The size of acquired images is an important parameter when answering biological 

questions that requires correlation of large areas with highest resolution possible. 

Acquiring large images often comes with challenges in microscope performance, 

stability, and user-friendliness. One explored idea is tiling, whereby the 

microscope, manually controlled or automated, acquires many images side-by-

side, which in post-acquisition are pieced together into one large image102. While 

this approach is powerful in enlarging the image sizes beyond what the 

microscope is optically capable of, there are also benefits in having a larger 

acquirable field of view (FOV). Here, optical design choices need to focus on 

minimizing optical aberrations and vignetting in the images, both in point-

scanning103 and camera-based microscopes. Optical aberrations, as described in 

section 1.2.2, can be detrimental to the final image quality if not considered 

properly. Both chromatic and monochromatic aberrations are generally spatially 

variant across the FOV and minimizing them means a larger FOV can be imaged 

with equal image quality. Techniques that use multiple wavelengths in 

illumination and detection, like STED microscopy, are highly affected by 

chromatic aberrations, and techniques that require a lot of optical elements are 

generally more affected by monochromatic aberrations as the aberrations are 

additive throughout the system. In paper I of this thesis I present a way to 

increase the size of both a single FOV in STED imaging, mainly with a specific 

scanning system design choice, as well as further increasing the size of imaged 

sample regions by automation and tiling.  
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1.7.3 Stability 

Mechanical drift is the main source of instability in a microscope and 

compromises data and experiments. To improve the stability of a microscope, a 

characterization of the drift sources and effects is necessary to minimize or 

counteract them with active systems. Lateral drift in the focal plane is usually 

caused by mechanical drift of optical elements in the microscope and is present 

in every microscope to a lesser or greater extent. It happens due to environmental 

variables such as temperature variations and air flows, and usually shows itself as 

the spatial separation of multiple laser beams in the focal plane, or the 

misalignment of the focal area from that of the detection, on the timescale of 

hours. Consequently, this means that daily checks and alignment are necessary, 

and sometimes more often than that, and thus that experiments running for 

longer are unfeasible if care is not taken. While practical aspects in the design and 

building process of the microscope can alleviate some of the drift, such as the 

height of optical elements from the stabilized table or clamping force with which 

the elements are attached to the table and holders, very long acquisition sessions 

typically require more active correction systems12. Axial drift, also due to 

environmental variables but usually happening at the sample, which often is not 

as fixed as other optical elements due to practical reasons, is usually faster on a 

timescale of minutes or even seconds. When longer than minute recordings are 

necessary, this is usually corrected by active autofocus or focus lock systems 

which monitors the sample position and corrects the position of the sample or 

objective to always image the same physical plane in the sample through a 

feedback loop. There are many implementations of such systems, and examples 

include lasers reflected in total internal reflection and detected on a camera, 

discussed further in section 2.3.1, and phase-based image shift algorithms that 

works by stealing part of the image signal100. When stability is needed on the 

single-nanometre scale for prolonged times usually more sophisticated 

stabilization systems must be implemented, combining multiple methods where 

also the lateral drift is actively measured and corrected during acquisition. This 

can be done for example by imaging the position of scattering fiducial markers104. 

The axial stability of the microscope in this thesis is ensured by the development 

of a focus lock, as explained in section 2.3.1 and paper I. 
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1.7.4 User-friendliness 

Apart from the performance of the microscope, another important automation 

aspect is user-friendliness. While it does not directly influence how well the 

sample can be imaged, it generally increases the probability that the acquired 

imaging data will be of high quality. For example, user-friendliness can be 

improved by automated decision making when it comes to acquisition 

parameters99, or automatic alignment procedures that minimizes the human 

interaction with the microscope on a day-to-day basis26. These developments aid 

the user of the microscope to acquire good data and can even outperform a user 

manually controlling the microscope in many cases. Additionally, they allow 

users without the required technical background to perform such tasks to use the 

microscope themselves. 

1.7.5 Novel experiment types 

While many experiments can be performed by manually controlling the 

microscope, there is a wide range of experiments that cannot. Some experiments 

require a shear amount of data that just are not possible to acquire manually, 

which is an area where many commercial microscopes are putting automation 

efforts today. The information that can be extracted from such enormous datasets 

is vast, and it allows classification and identification of rare biological processes 

that otherwise are lost in the noise of biological variance. In addition to acquiring 

datasets of sizes not previously possible, technological development has also 

enabled online analysis to run during image acquisition, and decision making to 

be automated by the microscope and its control software based on the result of 

the analysis, all without user interaction. This has enabled for example 

multimodal microscopy upon triggering from detected slow events monitored 

over a long time105, or experiments that adjust the imaging frame rate according 

to detected events to connect fast dynamics with structural or other dynamical 

information101. The area is however so far poorly explored, especially in 

connection to nanoscopy methods which can deliver also high-resolution 

information, despite the many biological contexts in which it could enable novel 

experiments such as dynamical and morphological investigations of neuronal 

synapses106 and interorganelle contacts107. In this work I present an automated 

STED imaging method which can instantly trigger STED imaging upon 

automatically detected cellular events, as shown in paper II. 
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2 PRESENTATION OF WORK 

In this chapter I present the original research work that I have conducted and 

that serves as the main body of this thesis. The work is prefaced by the motivation 

of the work, where various aspects of STED microscopy are considered. Then, the 

general design and construction of the microscope is discussed, which lays the 

foundation for all the included papers. Finally, the work that is subdivided in 

several papers is presented in the three main categories of this thesis: 

automation, novel fluorophores, and image analysis and applications. Papers I–

XI and their supplementary information are included as appendices and present 

each project in more detail.  

2.1 Motivation 

STED microscopy is currently a widespread nanoscopy technique with use-cases 

in a range of experiments and situations and delivers nanoscale resolution in 

many sample types, both fixed and live. In my work I further developed the STED 

microscopy method towards homogenous performance, automation, user-

friendliness, and expanded the types of experiments it can perform. This means 

both technological developments in how the technique is implemented and 

automated, but also sample preparation and the use of new fluorophores. 

Furthermore, I implemented speed-optimized image analysis pipelines, broader 

analysis pipelines that provides rich information extraction with high 

throughput, and task-specific analysis. Finally, I present a technique to improve 

the performance of fluorescence anisotropy measurements, showing that STED 

as an exploitation of a universal phenomenon can not only be applied to imaging 

but can also be expanded to other concepts. Overall, building a microscope that 

is flexible and adaptable to the question at hand was the first and foremost 

motivation to the work, allowing developments in all the described directions.  

2.1.1 Microscopy automation improvements 

As discussed in section 1.7, developments in many aspects of microscopy 

automation are rapidly introduced, both for fluorescence microscopy and in 

particular for STED microscopy. However, pieces in the puzzle are still lacking 

and there are still great improvements to be made. Two directions for STED 

microscopy that have not been pursued is the quest for imaging larger parts of a 



38 | PRESENTATION OF WORK 

sample, for correlating structural information across a bigger scale, and the 

possibility to do STED imaging in conjunction with highly dynamic processes in 

the cells, for correlating structural and dynamical information in exact moments 

of activity of the cell. Imaging larger parts of a sample would be beneficial in 

questions where structural information on a whole-cell level is required for cells 

that extend far in space such as neurons. That stability and acquisition needed for 

that kind of long-term imaging requires automation to be feasible. The 

developments additionally lend themselves well to imaging large 3D volumes of 

a sample as well. These kinds of large-scale recordings have not previously been 

possible to do with the super-resolved information offered by STED microscopy. 

The possibility to acquire time-lapse STED imaging in living cells in conjunction 

with activity imaging such as with a calcium sensor has also not been possible to 

do with existing techniques, and this is one direction where automation is key. It 

can enable these experiments that with manual control of the microscope are not 

possible. With well-engineered software and hardware control such a microscope 

can operate and take decisions on the millisecond scale. To allow these novel 

methods to be implemented, the development of an all-integrated software 

solution is of utmost importance. The advancements made in these directions are 

shown in paper I, for the large-scale imaging, paper II, for the fast and dynamic 

imaging, and paper III, for the novel control software solution, and they are 

further discussed in section 2.3. 

2.1.2 Fluorophores for multicolour and live-cell STED 

microscopy 

Organic dyes are the most used fluorophores for STED microscopy as they are a 

great compromise between ease-of-use, size, and most importantly brightness. 

They are often up to an order of magnitude brighter than most fluorescent 

proteins with similar properties (molecular brightness, Alexa647: 89.1, 

miRFP670: 12.2), while being more compatible with standard labelling methods 

such as immunofluorescence and smaller as compared to nanoparticles, as 

discussed in section 1.5.4. However, there are limitations to this, and there are 

great reasons to pursue the development of other fluorophore types for STED 

imaging. 

First and foremost, only a limited number of well-performing organic dyes have 

proven to be cell permeable, limiting the use in live-cell STED microscopy to only 
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a handful alternatives83. Secondly, there are limited options of STED-compatible 

organic dyes in the far-red parts of the spectrum, even when considering non-

cell-permeable ones. For this reason, fluorescent proteins that can be expressed 

in the cells along with the protein of interest are great alternatives for live-cell 

imaging, providing they can become brighter, more photostable, and reach the 

far-red spectrum. Additionally, nanoparticles that can be tuned to certain 

wavelengths by changes in their size such as QDs, can add spectral coverage in 

the far-red part of the spectrum, and be great alternatives to provide additional 

spectral channels for multicolour imaging. Developments in these two directions 

are shown in paper IV and paper V and are discussed in section 2.4.  

2.1.3 Automated analysis of STED imaging data 

As mentioned in section 1.6.1, to gain a deeper understanding and unravel 

structural insights from STED imaging data, specialized analysis pipelines and 

quantification tools should be developed. Developing specialized analysis tools, 

both for precision and high-throughput information extraction, is fundamental 

for most projects, and here ideas can often be borrowed from already published 

pipelines. If those analysis tools can be generalized to fit multiple issues it is even 

better, but the possibility to do so depends on the question at hand. For STED 

images, it is important to consider the relatively low SNR, as compared to 

conventional fluorescence microscopy images, and the high-resolution detail, 

and to not lose any information because of it throughout the analysis pipeline. 

Developments of analysis methods towards both high throughput and precision 

has been performed for two projects, where morphological analysis of 

mitochondria from thousands of organelles is required, and where the 

organization of receptors in immune cells in various conditions are compared. 

These developments are presented in papers VI and VII and discussed in sections 

2.5.1 and 2.5.2. Further analysis specialized to applications at hand, namely 

investigation of neurons in lamprey tissue and imaging of C. crescentus bacteria, 

is also presented in papers VIII and IX and discussed in sections 2.5.3 and 2.5.4.  

2.1.4 Utilize STED in other contexts 

STED is a concept that is mainly used for imaging, where the use of depletion 

patterns with central zeros can improve the spatial resolution of an imaging 

system. Other methods that take advantage of the depletion process are rarely 

explored but do exist108–111. The most notable example is STED-FCS, where STED 
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is used to minimize the focal volume in fluorescence correlation 

spectroscopy109,110, increasing the sensitivity of the method to the dynamics of 

single molecules. Methods which use polarized depletion patterns to deplete 

molecules of certain polarization directions have also been developed, used to 

gain access to super-resolved polarization information and separate structure 

orientations111. There are however likely more fluorescence methods that could 

benefit from the depletion of certain fluorophores to enhance information. One 

example is fluorescence anisotropy, where polarization-based depletion can be 

used to control which fluorophores can fluoresce and as such enhance the 

measurements. This is shown in paper X and discussed further in section 2.6. 

2.2 Design and construction of a flexible STED 

microscope 

The main work of this thesis was to build, develop, and apply a STED microscope. 

The main goal of the microscope was to have a flexible system able to adapt to the 

novel methodological developments and state-of-art biological applications. To 

do so, the microscope was planned with specific key aspects in mind, which are 

presented here. All in all, they allow to tackle various biological questions, and 

they allow the microscope to be further developed, leading to the developments 

for automation presented in paper I and II.  

2.2.1 Spectral regime 

The microscope was focused to work mainly in the far-red part of the visible 

spectra, to minimize phototoxicity and cellular background fluorescence. Most 

importantly, a pulsed diode laser at 775 nm with a pulse length of 510 ps 

(KATANA 08 HP, NKT Photonics, Birkerød, Denmark) was chosen as the 

depletion laser, and thus the highest illumination powers of the microscope will 

be in the near-infrared part of the spectrum to cause the least amount of 

disturbance to the biological systems investigated. High-performing organic dyes 

have been proven to work well with 775 nm depletion beams, and thus 

corresponding excitation lasers that could excite them and separate different dyes 

well for multicolour imaging were chosen. A 640 nm (LDH-D-C-640, PicoQuant, 

Berlin, Germany) laser, with a pulse length of 80 ps, and a 561 nm (PDL561, 

Abberior Instruments, Göttingen, Germany) laser, with a pulse length of 60 ps, 

were chosen as excitation lasers as this spectral pair is a good combination to 
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minimize channel bleed-through. Additionally, a 510 nm laser (LDH-D-C-510, 

PicoQuant), with a pulse length of 120 ps, was added to the setup to allow for 

more flexibility in the choice of fluorophores, enable multicolour experiments, 

and expand the possibilities for investigating new fluorophore types for STED 

imaging, as further shown in section 2.4.2 and paper V. A widefield imaging 

channel was also added, and a spectral separation between that and STED 

imaging was chosen to maximize the temporal performance of the method 

presented in section 2.3.3 and paper II. To this end, a 488 nm laser (06-MLD 488 

nm, Cobolt, Solna, Sweden) for the excitation and GFP-like emission detection 

for the widefield camera were added. All the lasers together cover a large portion 

of the visible spectra, allowing fluorophores with spectra above 550 nm to be used 

for STED imaging and further allowing more blue-shifted fluorophores to either 

be imaged by widefield or confocal imaging. Furthermore, for negligible 

disturbance with the biological sample and the imaging techniques, the focus lock 

presented in section 2.3.1 was chosen to operate at 980 nm (CP980S, Thorlabs, 

Newton (NJ), USA). When it comes to emission detection, four spectral detection 

channels were added: three point-detectors in the form of avalanche photodiodes 

(APDs) with normally filters for the following detection wavelengths: 600–630 

nm, 650–690 nm, and 705–745 nm, and one widefield camera with a filter for 

the following detection channel: 500–580 nm. Depending on the fluorophores in 

use, the filters are easily interchangeable and dichroic mirrors that divide the 

detection channels can be easily removed or changed. The spectral choices 

together with the rest of the setup are schematically illustrated in Figure 2.1.  

2.2.2 Microscope design and control 

The microscope is practically and optically implemented in an open configuration 

to allow further development and configuration to take place. The general optical 

design is illustrated in Figure 2.1 and based on previous sound implementations 

of custom-built STED microscopes20,27,31,38,112. Fibre coupling of lasers are used to 

keep lasers on separate optical boards off the optical table, to minimize 

vibrations, maximize stability and flexibility, and help with daily alignment 

procedures. Furthermore, the 561 and 640 nm excitation lasers are coupled in a 

single fibre, to create intrinsic coalignment and thus simplify daily alignment and 

minimize potential misalignment errors. The choice of using a single depletion 

laser is additionally allowing further intrinsic coalignment, important for having 
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multicolour images without inter-channel shifts, as the zero of the depletion 

beam ultimately decides the emitting region112. 

The excitation beams for STED imaging are all triggered with trigger signals 

generated from the depletion laser, each with a picosecond delayer (two PSD-

065-A-MOD, Micro Photon Devices, Bolzano, Italy, and a home-built delay box) 

in the signal path to allow for temporal alignment of the laser pulses as well. The 

delays can be optimized by minimizing the intensity in a depleted spot in a sample 

and such an optimization ensures best possible depletion efficiency with the laser 

pulse properties. Furthermore, the delays are easily individually tailored for the 

highest depletion for each fluorophore, which is necessary as it depends on the 

photophysical properties and especially the fluorescence lifetime of the 

fluorophore. Acousto-optic modulators (AOMs) and acousto-optic tuneable 

filters (AOTFs) are used for excitation and depletion lasers involved in STED 

imaging for three reasons. Firstly, they allow for maximum digital and analogue 

modulation speed of the laser powers. Secondly, they allow quasi-simultaneous 

acquisition schemes such as line-by-line multicolour imaging or combined 

Figure 2.1: STED microscope. Sketch of the developed STED microscope, with all 

optical elements and individual modules: excitation, depletion, scanning, alignment 

detection, STED detection, STARSS detection, widefield, and focus lock. 
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confocal and STED imaging with optimal illumination intensities for all channels. 

Lastly, using them to modulate the illumination intensities allows a constant laser 

pulse temporal shape for each laser as that is normally dependent on the laser 

output power, something that otherwise would generate a power-dependent 

optimal pulse delay and depletion efficiency. 

A photomultiplier tube (PMT) with a magnetic-mounted pellicle beamsplitter is 

used for alignment purposes, where the reflection on 80 nm gold beads (Gold 

nanoparticles 80 nm, BBI Solutions, Blackwood, UK) in a sample allow 

visualization of the PSF of the various beams. The detection module, separated 

from the excitation and depletion laser beams with a multiband dichroic mirror, 

is built as two separate lines where one allows spectral separation and the other 

allows polarized separation of channels. Both lines contain a telescope with a 

common pinhole for the different channels, to simplify alignment and make sure 

all channels are detecting signal from the same plane. The line to be used can be 

chosen with a magnetic-mounted mirror. The spectral detection module contains 

three spectral channels, with two dichroic mirror splits, with an open-chip APD 

in one channel and two positions for fibre-coupled APDs in the two other 

channels. Waveplates are used throughout the setup to control polarization of the 

laser beams, with one pair of λ/2 and λ/4 waveplates in the common beam path 

and one pair in the 561 and 640 nm excitation beam path, both allowing arbitrary 

control of the beam polarizations for STED measurements. The microscope is 

also equipped with both an oil (HC PL APO 100x/1.40 NA Oil STED White, 

11506378, Leica Microsystems, Wetzlar, Germany) and a glycerol objective (HCX 

PL APO 93x/1.30 NA GLYC STED White motCORR, 15506417, Leica 

Microsystems), both chosen to minimize chromatic aberrations in the range of 

wavelengths used in the microscope and to provide optimal image quality and 

resolution in a range of sample types. The glycerol objective is further equipped 

with a motorized correction collar that can be used to correct for spherical 

aberrations in the sample. The two objectives importantly have similar-sized back 

apertures, allowing common sizes of the excitation and depletion beams. 

The electronic control of the microscope is performed using a data acquisition 

board (NI-DAQ PCIe6353, National Instruments, Austin (TX), USA) and several 

hardware-specific controllers. The DAQ supports four analogue channels, 

allowing control of the three spatial scanners (two galvanometric mirrors for 

steering the beams laterally and a z-piezo for moving the sample axially) and 
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control of the power of the AOM for the depletion laser. This allows fast adaption 

of the depletion power for performing optimal line-by-line alternating 

multicolour scanning with different depletion powers. The DAQ further outputs 

digital TTL triggers to control blanking of all the lasers and the AOM and AOTF 

in the microscope. Lastly, the DAQ reads the detection signals from the point-

detectors, both the digital inputs from the APDs and the analogue input from the 

PMT. Most of the specific hardware controllers are connected via USB and 

controlled via serial commands. The SLM is instead controlled as an additional 

monitor on which 8-bit grayscale images, with pixel intensities corresponding to 

the phase delays, are displayed. The control is further described in section 2.3.4. 

Lastly, the scanning system used is designed for the largest possible field-of-view 

and is described more in detail in section 2.3.2.  

2.2.3 Depletion beam generation 

To generate the depletion beams, namely a donut and a top hat that allows flexible 

change between 2D and 3D STED, a spatial light modulator (SLM) is used. The 

SLM (LCOS-SLM X10468-02, Hamamatsu Photonics, Hamamatsu, Japan) is 

placed in a double-pass configuration as illustrated in Figure 2.2. This together 

with the polarized response of the SLM allows donut and top hat to be generated 

using orthogonal polarizations27. Furthermore, the two orthogonal polarizations 

of each depletion pulse are temporally shifted with roughly 33 ps in an 

incoherence module after exiting from the fibre, longer than the coherence time 

of the laser that is 11.1 ps (spectral bandwidth = 0.12 nm and assuming Gaussian 

emission spectrum). This avoids interference between donut and top hat patterns 

in the focal plane, which could otherwise degrade the depletion patterns in terms 

of central intensity and shape. The delay difference required between excitation 

and depletion pulse for the donut and top hat depletion is however not 

noteworthy affected, as this temporal shift is still significantly smaller than the 

pulse width of the depletion beam, thus ensuring maximally efficient depletion 

with both patterns during 3D STED acquisition. The SLM itself is controlled 

acting as a monitor connected to a PC, and the phase patterns can be displayed 

as 8-bit grey-scale images. Thankfully, phase patterns are additive in nature, and 

thus multiple types of patterns can generally be overlayed, generating multiple 

effects on the beam without using more adaptive optical elements. Generally, 

three phase patterns are overlaid at a given time: the pattern generating the focal 

beam shape, a blazed grating, and a combined aberration correction pattern. The 
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blazed grating acts to force the phase shaped beam into the first diffraction order, 

and thus making sure that we can spatially separate it from the zeroth diffraction 

order which contains at least 3% of the total beam intensity as non-phase-affected 

light due to non-perfect light utilization efficiency in the SLM. This could 

otherwise create interference with the shaped beam or create an overlapping 

Gaussian-shaped beam, both of which would significantly interfere with the 

central zero intensity of the depletion pattern. The first diffraction order can be 

selectively picked out by placing and aligning an iris in the next Fourier plane 

following the SLM double-pass configuration. 

2.2.4 Aberration correction 

As mentioned previously in sections 1.2.2 and 1.4.7, the SLM can be used to 

correct for optical aberrations. As aberrations create a non-flat wave front with 

spatially dependent phase shift in the cross-section of the beam, we can correct 

for these by introducing compensating phase shifts. As mentioned, the Zernike 

polynomials are a set of polynomial functions that can be used to model the 

Figure 2.2: SLM double-pass configuration. (a) Double-pass configuration of SLM 

for shaping two depletion beams, one top hat (top) and one donut (bottom), with 

orthogonal polarization directions and slight temporal shift from the same originally 

linearly polarized laser beam. (b) The temporal pulse shape and temporal shift between 

the two non-interfering beams at different points along the beam path, as marked in (a). 
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aberrations, thus if we know which types of aberrations are present and to which 

amplitude, we can add phase patterns of opposite amplitude to compensate for 

them in the depletion beams. The most common aberrations present in a 

microscope are spherical aberration, coma, and astigmatism, and thus these are 

the ones I implemented to be corrected for. I additionally added tip, tilt, and 

defocus as they move the beam in X, Y, and Z respectively without noteworthy 

affecting the shape. They are thus excellent to use for alignment of the depletion 

beams to each other and the excitation beams. Spherical, coma, and astigmatism 

aberrations instead mostly affect the shape of the beam and the intensity in the 

central zero. While the correct amplitude coefficients of the aberration correction 

patterns can be figured out empirically while looking at the beam shape induced, 

as each aberration type has characteristic effects, it is easier and more 

reproducible to utilize a separate way of measuring the coefficients. Here, there 

is a range of methods present as discussed in section 1.4.7, but another way to 

correct for microscope-induced aberrations is to calibrate using phase patterns 

that are selectively affected by a single type of aberration25. In this way, aberration 

correction coefficients can be found one-by-one, by minimizing the central zero 

intensity while using the suggested patterns. This is implemented in the control 

software widget that is used to control the SLM. Furthermore, the motorized 

correction collar on the glycerol objective can be used as an additional way to 

correct for spherical aberrations in the sample at hand. To allow the use of both 

the oil and glycerol objectives with optimal performance and easy switching 

between them, the aberration correction and alignment of the depletion patterns 

on the SLM can be toggled between two optimized states: one for the oil and one 

for the glycerol objective, each one correcting for various objective-induced 

monochromatic aberrations in addition to the microscope-induced aberrations 

from other optical elements.  

2.3 Automation methods and control software 

The STED microscope built according to the key aspects outlined above provides 

a solid and high-performing platform for various STED imaging experiments in 

2D and 3D, fixed and living cells, as well as single and multicolour. While these 

are standardized experiment types for STED imaging in the field today, thanks to 

the flexibility of the STED microscope I could develop and implement novel types 

of automated acquisition schemes and imaging techniques. This was done in 
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terms of large-scale imaging, both with an extended single FOV as well as tiling-

based imaging as presented in paper I, and event-triggered imaging, where WF 

as a secondary faster imaging technique was allowed to control when and where 

to image with STED on the millisecond time scale depending on the sample 

dynamics as presented in paper II. To be able to develop these imaging methods 

I needed to develop and use a new microscope control software that integrates all 

hardware control and image acquisition, work that lead to ImSwitch which is 

presented in paper III.  

2.3.1 Focus lock for stability 

To implement a method for large scale imaging, the axial stability of the 

microscope needed to be improved for prolonged image acquisition times. This is 

necessary because of constant drift in the microscope, as discussed in section 

1.7.3. To this end, a focus lock was developed and implemented, as illustrated in 

Figure 2.3. It is based on total internal reflection of an infrared laser beam off the 

cover glass surface of the sample, and the detection of the back-reflected laser 

beam on a CMOS camera. In this way, any movement of the sample will be 

correlated with a lateral shift of the beam position on the camera due to the longer 

or shorter tilted beam path between the objective and the cover glass. Localizing 

this beam and tracking how it moves means that we can follow the axial 

Figure 2.3: Focus lock. Schematic sketch of the focus lock (left), with the incoming laser 

beam aligned to the edge of the back aperture for total internal reflection, and the reflected 

laser beam diverted with a D-shaped mirror. The image of the laser beam (red) on the 

camera (right), with a localized position fed into a PI controller, and the previous image 

(dashed line). 
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movement of the sample real time. Thus, we can directly counteract any axial drift 

by coupling the beam position read-out with a fine control of the sample position 

through a z-piezo stage in a proportional-integral controller feedback. The focus 

lock update frequency is 10 Hz and is enough to track any normally experienced 

drift. The laser beam diameter is adjusted to millimetre-size using an initial 

telescope. The alignment of the focus lock consists of moving this beam to the 

outer regions of the objective back aperture, meaning that the beam will be exiting 

the objective lens at an angle. If the incidence angle towards the cover glass is 

large enough the beam will undergo total internal reflection, and the back-

reflected beam will come back through the same beam path with a lateral shift. 

The direction of the initial beam displacement is chosen such that the reflected 

lateral shift is in a direction where the beam can be picked out using a D-shaped 

mirror and imaged on a camera.  

The lock-in stability this focus lock offers allows long-term acquisitions for 

indefinite periods of time without interruption, with an axial sensitivity of 30 

nm/pixel in the camera image. The large-scale tiling STED image and the large-

FOV 3D STED volume presented in paper I were recorded over periods of 5–7 

hours, throughout which the focus lock was locking the sample in place without 

failing. Thanks to communication between the focus lock control widget, 

implemented in the custom-written control software Tempesta-RedSTED 

described in section 2.3.4, and the image acquisition software Imspector113, the 

focus lock was prepared for moving of the motorized XY-stage, for changing tiles, 

and z-piezo, for changing imaging plane. Unlocking during the movement on the 

seconds-timescale avoids any unforeseen faults and locking into the new focal 

position when the scanning starts again always ensures scanning of the correct 

plane without drift. All-in-all, this allowed large scale imaging both in extended 

sample regions and extended z-stacks, with recording times on the order of hours 

and as described in section 2.3.2, with precision and image quality otherwise 

unreachable.  

2.3.2 Large-scale STED imaging 

The large-scale imaging presented in paper I was developed in two steps: firstly, 

the size of a single homogenous FOV possible to image with conserved spatial 

resolution and contrast was enlarged to 80 × 80 μm2, and secondly, practically 

unlimited tiled imaging was implemented. The stability offered by the focus lock 
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was required for both, as scanning a single FOV of that size with the pixel size and 

dwell time needed for STED imaging takes on the order of minutes.  

The size of a FOV in STED microscopy, and other multi-beam techniques, is 

generally limited by two factors: co-alignment of the beams across a large area 

and vignetting in the optical elements after the scanning system, mainly the 

objective lens. These limitations generally come from the fact that a simple 

scanning mirror system, such as that of close-coupled galvanometric mirrors, 

both moves the beams in the back focal plane of the objective and tilts them 

during scanning. This generates the moving of the focal point, but also creates 

both vignetting when the beams are moved too far and chromatic aberrations in 

the objective. Vignetting is causing both radially uneven contrast throughout the 

image and decreased depletion beam quality as the phase patterns are not 

correctly relayed to the focal plane. These limitations were considered and 

overcome using a refined scanning system that ensures that all beams are 

spatially stationary in the back focal plane during scanning. Instead, the scanning 

system generates tilted beams in the back focal plane, in the end also leading to 

focal point scanning in the focal plane. In this way vignetting is essentially 

eliminated, until the beam is angled too much to exit the objective, and chromatic 

aberrations are minimized as the system uses an achromatic spherical mirror 

instead of a lens. Additionally, the use of objectives chromatically corrected for 

the wavelengths in use, HC PL APO 100x/1.40 NA Oil STED White and HCX PL 

APO 93x/1.30 NA GLYC STED White (both Leica Microsystems), further 

minimizes them. The scanning system enabling the improvements consists of two 

galvanometric mirrors, where the image plane of the first is on top of the second, 

and the image plane of them both coincides with the back focal plane of the 

objective. As the beam is stationary when it hits the first galvanometric mirror, it 

means that it will be stationary on the second and thus also stationary in the back 

focal plane of the objective. Instead, the angle of incidence on the last two planes 

is changed with the scanning of the galvanometric mirrors.  

There are scanning systems that avoid the issues mentioned in other ways. One 

example is stage scanning, where the beams are always stationary. However, 

those systems are generally much slower due to the inertia of moving the sample 

and stage. Other attempts at overcoming the limitations while using scanning 

mirrors have been made, as illustrated in Figure 2.4, but each solution has its 

drawbacks. The quadscanner is an example, where four galvanometric mirrors 
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are used to create a so-called stationary pivot point in the back focal plane of the 

objective lens. However, as the beams are inevitably moving on the last three 

galvanometric mirrors such a system will be limited by the physical size of the 

mirrors, creating a trade-off between speed and size of the FOV due to inertia. 

Other attempts include telecentric lens relay systems and two off-axis spherical 

reflectors between two galvanometric mirrors. The former will be limited by 

chromatic displacements due to the two lenses in the scanning system, as 

compared to an all-reflective relay system. The latter could run into issues of 

distortions as it is important to minimize the reflection angle off the galvos. In 

other terms, any reflection angle greater than 0 degrees from the scanning plane 

of a galvanometric mirror will create distortions. The system I created in paper I 

had a minimized reflection angle on the first galvanometric mirror, and it did not 

show noticeable distortions in the FOV achieved. Adding extra surfaces of 

reflection will only make the physical constraints of such a system more 

problematic.  

Figure 2.4: Galvanometric mirror scanning systems. (a) Spherical mirror-based 

scanning system, as used in the developed microscope. (b) Quadscanner scanning system 

with four galvanometric mirrors. (c) Close-coupled galvanometric mirror scanning 

system. (d) Telecentric lens relay system between two galvanometric mirrors. (e) Two off-

axis spherical mirrors between two galvanometric mirrors. 
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The 80 × 80 μm2 FOV achieved could be characterized using both gold beads, to 

inspect the PSFs and any chromatic shifts, as well as commercially available DNA 

origami fluorescent nanorulers (GATTA-STED 140ROR – Brightline nanoruler, 

GATTAquant, Gräfelfing, Germany) that were imaged with two-colour STED, to 

compare the spatial resolution and contrast across the FOV. The gold beads 

showed an alignment with 0 nm shift between the two excitation beams and the 

zero of the depletion beam in the centre of the FOV, with a slight chromatic shift 

of < 50 nm at the other edges. Thanks to the fact that STED imaging perfectly co-

aligns multiple channels to each other assuming the same depletion beam is used 

this shift did not cause issues for multicolour alignment nor did it cause any 

significant drop in spatial resolution. This can be confirmed by imaging the 

nanorulers and extracting the full width at half maximum (FWHM) as the size 

from a fitting of every nanoruler in the FOV. The two channels remain well-

aligned across the FOV, the contrast remains consistent, and most importantly 

the spatial resolution remains similar in the two colours and unchanged no 

matter where one looks in the FOV.  

Further enlargement in the imaged region size could be implemented with tile 

scanning, where a mechanical stage successively moves the sample between each 

full scan of the FOV. This happens via automatic control of the mechanical stage 

with the Tempesta-RedSTED control software and its communication with 

Imspector to keep track of the scanning. In this way, practically unlimited sample 

regions can be imaged without user interaction. This is successfully shown with 

the acquisition STED image of a 0.53 × 0.53 mm2 sample region of cultured 

hippocampal neurons, an imaged sample area that otherwise would have 

required a lot of manual labour. The area shows three neurons and their extended 

neurite networks, and the intricate actin structures such as the membrane 

periodic skeleton and spines in the phalloidin-labelled cells. In this way, whole 

neurons can be imaged even at a more developed stage, and the resolution is 

conserved throughout the image. Furthermore, the system and the large FOV is 

also compatible with multicolour, 3D STED, and volume recordings in the axial 

direction, as shown where again hippocampal neurons have been imaged with 

actin and the post-synaptic density protein PSD95 labelled. The STED imaging 

through 64 planes of the neurons, for a total volume size of 80 × 80 × 3.2 μm3, 

shows hundreds of synapses with their actin structure and postsynaptic densities. 

This demonstrates that this imaging system is capable of automatic and 
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multicolour enlarged recordings in all three spatial dimensions, with conserved 

3D super-resolved spatial resolution, thanks to the focus-lock-provided stability 

and the implemented scanning system. The implementation is not limited to 

large biological systems such as extended neurons, but also serves as a solution 

to increase the throughput of smaller biological systems such as individual 

mammalian cells. The system can automatically generate larger datasets, where 

individual imaged tiles do not necessarily contain spatial connections in the 

sample, with high and uniform quality without additional manual work.  

2.3.3 Event-triggered STED imaging 

To further automate STED imaging, I developed event-triggered STED (etSTED), 

as presented in paper II. Just like tiled imaging, the event-triggered method is not 

limited to STED microscopy but could be implemented also for other nanoscopy 

techniques. The method overcomes multiple limitations with both STED 

microscopy and manual microscope control, and in this way enables new types of 

experiments. The idea, as illustrated in Figure 2.5, is to let the sample dynamics 

instead of the user control the acquisitions of the microscope in time and space, 

sorting the technique to the family of sample-adaptive microscopy. By coupling a 

secondary, faster imaging technique, in this case WF microscopy, into the same 

microscope, we can use fast imaging to observe cellular dynamics of interest in 

the full FOV at a substantially higher frame rate (> 20 Hz) than with STED or 

confocal imaging. By running an online image analysis on the WF images, a 

detected event can trigger a small STED scan at the time and place of interest in 

the sample within milliseconds. Certain dynamic cellular events are faster than 

the regular frame rate of STED imaging and happen sparsely in time and space. 

Consistently observing them with STED imaging is often impossible due to the 

limited temporal resolution and frames available, coming from the point-

scanning implementation and photon budget of the fluorophores. Using this 

event-triggered method, those events can be captured with imaging that takes 

advantage of the fast frame rate of STED in a small FOV and the high spatial 

resolution.  

The technique was implemented by adding a WF imaging path to the developed 

STED microscope. To maximize speed this was spectrally separated from the 

STED imaging by using a dichroic mirror, separating GFP-like excitation and 

fluorescence emission to the WF. If one is interested in imaging the same 
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fluorophore in both imaging techniques one could imagine putting a fast rotation 

or flip-mounted mirror here instead that also toggles upon event detection, 

although this would limit the reaction speed from the event taking place to the 

super-resolved etSTED imaging starting. The lasers, AOM, AOTF, scanning 

mirrors, and WF camera are all connected and controlled in the control software 

ImSwitch, described in section 2.3.4. The development of this all-integrated 

control software for acquisition and hardware control is what enabled this fast 

control to take place, as inter-software communication would limit the reaction 

speed. In the control software, the real-time analysis runs on the acquired WF 

images. The implementation in the software allows any analysis pipeline 

optimized to the question and label at hand to be used and provides the possibility 

to adapt pipeline parameters with live feedback of event detections without 

triggering scans using a visualization mode. I implemented and optimized a 

pipeline that detects calcium activity spikes in BAPTA-labelled cells in 1000 × 

Figure 2.5: Event-triggered STED imaging. (a) Scheme of etSTED with an example 

experiment with widefield calcium imaging in neurons, corresponding ratiometric images, 

detected coordinates of events, and locally scanned etSTED images of SiR-tubulin. (b)

Schematic sketch of the microscope in etSTED configuration, where the widefield camera 

images are analysed with real-time analysis in ImSwitch, and the results of the analysis 

feeds back to control the widefield laser, STED excitation and depletion laser, and galvo 

scanning. The focus lock module always keeps the sample in focus. 
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1000 pixels WF images in just ~6 ms. When the pipeline detects an event, the 

coordinates of the event are marked, scanning curves are generated, and the NI-

DAQ is prepared for a STED imaging scan. The etSTED scan, which can be a 

single frame or a time lapse, then starts within < 20 ms from the end of the 

analysis including additional software overhead, and thus within < 40 ms from 

when the event takes place. This can be compared to the temporal characteristics 

of a calcium spike which generally has a rise time of 10–100 ms and a decay time 

of 100–1000 ms. This also means that the WF imaging can run at 20 Hz while 

being able to trigger STED imaging at every frame. After the etSTED scan, the 

complete information about the event is saved, including STED images, WF 

images, and a log file, and the system returns to surveying with WF imaging. The 

focus lock implemented previously also helps to keep the focal plane stable 

throughout the experiment in this imaging modality, both during WF and STED 

imaging, and thus an experiment can run for as long as the sample and 

fluorophore allows.  

A crucial aspect for allowing etSTED imaging of the same area that triggered the 

event and was detected in WF imaging is to connect the two spatial spaces to each 

other. The scanning and camera spaces do not share the same coordinate space 

and a transform between the two is necessary. This was implemented in the 

control software as a third-order two-dimensional polynomial transform which 

generalizes the solution enough to be able to correct for any distortions and 

aberrations present. The polynomial transformation contains 20 coefficients and 

must be calibrated when changes occur in the system, and generally can be 

calibrated daily along with optical alignment of the system to ensure optimal 

performance. The calibration works by imaging the same sample and area that 

contains recognizable features, for example fluorescent beads, in the two imaging 

systems. By localizing the same features (at least 10) in the two images manually 

or automatically and extracting their coordinates, these true pairs can be input to 

a Levenberg-Marquardt least-squares fit that finds the optimal polynomial 

coefficients. The calibrated coordinate transform works with a mean 

transformation displacement error of ~54 nm across the FOV, and without any 

spatial dependence. Comparing it to the widefield pixel size of 80 nm it means 

that we reach an accuracy that is sub-pixel sized and limited with the pixel size of 

the WF image. The spatial resolution of the etSTED images has also been 
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characterized to show the same level as one would expect from normally acquired 

STED images, with microtubules measuring 46 nm across on average.  

The optimized image analysis pipeline for detecting calcium activity spikes in 

BAPTA-labelled WF images was developed with a trade-off between accuracy and 

speed. It runs in just 6.1 ms, possible thanks to CUDA-implementing and C-

implementing python packages cupy and opencv to run computation-heavy 

functions on the GPU or alternatively in the faster programming language C. It 

also allows detection with 91% true-positive accuracy in neurons and 71% true-

positive accuracy in HeLa cells, while showing an event-detection ratio of 76% in 

neurons and 40% in HeLa cells. These accuracy ratios are high when considering 

the clear trade-off between optimizing the speed and accuracy of such a pipeline 

due to time-consuming image processing steps applied to a 1000 × 1000 pixels 

image. The erroneously detected events are easily sorted from the true detections 

in post-analysis by using the saved WF time lapses leading up to the detections. 

The pipeline consists of pre-processing steps and a peak detection step, as 

illustrated in Figure 2.6. The pre-processing transforms the current WF image, 

Figure 2.6: etSTED calcium detection analysis pipeline. (a) Input widefield 

images to the analysis pipeline, for binary mask calculation (left) and ratiometric intensity 

change image calculation (right). (b) The analysis pipeline: acquired widefield image, 

ratiometric image masked with the binary mask, smoothed ratiometric image, peak 

detection, removal of background peaks, and the localized events. 
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using the previous image as the comparison, into a ratiometric difference image 

by binary masking of structure, image subtraction, image division, gaussian 

smoothing, and noise thresholding. Finally, each pixel contains a value that is its 

ratiometric difference compared to the previous image. The peak detection works 

in the ratiometric image and compares the pre-processed image to a maximum-

filtered version of itself, where the coordinates of the local maxima will be found 

as the points where the two are equal. Additionally, these maxima are filtered to 

those where the ratiometric difference is above a user-defined threshold and 

where the original intensity in that pixel is above another user-defined threshold. 

This algorithm is an optimized and GPU-boosted version of that found in 

peak_local_max in the scikit-image package114,115. This pipeline was optimized to 

calcium peak detection in neurons, and the fact that it can be successfully applied 

to HeLa cells with only parameter tweaking signifies that it could be used for 

experiments in various biological systems and with various activity-detecting 

sensor labelling. Additionally, during testing of the pipeline it additionally 

detected fast movement of small cellular processes in the neurites of the neurons, 

showing the versatility and possibility to apply it to other questions where fast 

changes lead to spikes in a ratiometric image.  

The event-triggered method can be applied to diverse sample types, as shown in 

paper II. Hippocampal neurons and HeLa cells were used, both showing 

successful calcium activity triggering and single-frame and time-lapse etSTED 

imaging of tubulin, actin, and calcium-sensing synaptic vesicle protein 

synaptotagmin-1. When imaging synaptotagmin-1, with 2.5 Hz STED imaging of 

a region of 3 × 3 μm2 upon detection of local calcium activity in spines, the visible 

synaptic vesicles showed clear activity of rearrangement on the millisecond level 

during calcium sensing: they formed and dissolved larger synaptic vesicle 

clusters. By imaging hundreds of events, and analysing the shape, density, and 

connectivity of synaptic vesicle clusters with custom-written analysis scripts, I 

could quantify the mean area and aspect ratio during the calcium sensing. We 

also imaged similar synaptic vesicle clusters in synapses with normal time-lapse 

STED imaging with the same frame rate, and analysed the mean squared 

displacement of the two cases. Interestingly, it turned out that the mean squared 

displacement was consistently and significantly larger in the etSTED time lapses, 

meaning that the vesicle clusters undergo faster dynamic rearrangement during 

and immediately after calcium sensing, as opposed to in an average state. As such, 
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we show that etSTED allows investigation of the dynamics and structure of 

synaptic vesicle pools with a direct connection to the presence or lack of local 

calcium oscillations. 

Thanks to the fast triggering implemented, where STED imaging is initiated 

within < 40 ms from the event taking place, this method has the capability to 

access fast dynamical scales otherwise not feasible to reach. High-frame-rate 

etSTED imaging of a very small region of interest around a detected local event 

can be 1000× faster than normally acquired STED time lapses of the same 

observed FOV, and the triggering of millisecond-timescale dynamical events such 

as calcium activity allows the method to answer questions regarding associated 

events taking place on manually unreachable time scales. Importantly, I also 

implemented the event-triggering in a method- and pipeline-agnostic manner, 

that allows it to be applicable to other microscopy techniques as well as a large 

range of biological questions.  

2.3.4 ImSwitch: generalized microscope control software 

During the development of the microscope multiple control software solutions 

have been used for hardware and image acquisition control. Initially, a 

combination of custom-written and open-source Python control software 

Tempesta116 and closed-source acquisition software Imspector113 was used. While 

Imspector provided a stable basis for image acquisition with NI-DAQ-based 

control, additional hardware not supported in Imspector nor controllable 

through the NI-DAQ was required to be controlled for running the microscope. 

Therefore, I developed the microscope-specific version of Tempesta, based on 

previous versions of Tempesta117 and Tormenta118, where control of the SLM, 

focus lock, mechanical stage, microscope stand, lasers, AOMs, AOTFs and z-piezo 

could take place. Additionally, using the available but limited and closed-source 

Python interface of Imspector, control of the mechanical stage and focus lock 

could be synchronized to the image acquisition, which was crucial for the tiling 

STED imaging to be implemented.  

While Tempesta could be used to control the hardware and Imspector the image 

acquisition, to be able to combine the two in further developments of the 

microscope such as for the etSTED imaging was a key aspect to why a new control 

software that integrated both in an open-source solution was in need to be 

developed. To this end and as presented in paper III, we further developed a novel 
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control software in the lab, ImSwitch, which aims at generalizing full-microscope 

control to various types of microscopes, stretching from point-scanning systems 

to camera-based super-resolution techniques117. ImSwitch is based on a model-

view-presenter design pattern and polymorphism which together achieve layered 

hardware-agnostic control of the microscope, providing drivers of the used 

hardware are defined. The software is modularly configured to run in a specific 

microscope by compiling a single JSON-file defining all the present hardware and 

their properties, listing the widgets that one wants to load, and providing widget-

specific auxiliary files. The structure allows for further development, sharing, and 

re-using of widgets tailored to control of specific hardware, alignment schemes, 

acquisition schemes, or image analysis. Furthermore, ImSwitch comes with a 

well-developed graphical user interface to make it user-friendly. A scripting 

module is also provided with the software, that can be used to automate 

acquisition schemes, setting of hardware settings, and generally everything that 

one manually can control through the graphical user interface. During the 

development of ImSwitch, I developed a large variety of tools: control widgets for 

the SLM and focus lock, as illustrated in Figure 2.7; a generalized solution for 

controlling multiple RS232 devices; a galvo scanning signal generator for images 

with arbitrary image size, pixel size, and pixel dwell time; and support for 

multiple hardware such as a mechanical stage, microscope stand, and laser. This 

allowed the control software to be generalizable to point-scanning systems, 

meaning that it cannot only be used for STED microscopes but also RESOLFT 

and confocal microscopes. 

The software utilizes existing Python packages for features that has a 

continuously developed alternative, in this way providing long-term running 

support and easier integration into the community. This includes using napari119 

for image visualization and image processing, an image viewer where plugins for 

image analysis or image viewing can be readily implemented. Additionally, the 

HDF5-format120 is used for saving images and metadata, which includes all 

parameters that were set in ImSwitch at the moment of acquisition. These files 

can also be used to load the metadata as a template in later experiments. Having 

shown ImSwitch to work with such widely different imaging modalities such as 

point-scanning STED and confocal imaging and camera-based parallelized 

RESOLFT, we believe that this software can become a field-standard control 

software for custom-built microscopes of all types with community-based 
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continued development. This has been missing as labs generally build their own 

control software exactly tailored to their needs, leading to wasted research time 

and resources as many aspects are constantly reproduced independently. Open-

source microscope control software for point-scanning microscopes was 

especially lacking previously, as there are no alternatives aimed at generalizing 

the solution. Further discussion on the generalization aspect and the details of 

the software implementation is available in paper III and the accompanying 

documentation. All-in-all, this novel control software allowed development and 

Figure 2.7: ImSwitch SLM and focus lock control. (a) Widget for SLM control, with 

phase masks (top), aberration correction and phase mask parameters (bottom left), and 

movement and mask type controls (bottom right). (b) Widget for focus lock control, with 

camera image (right), localized position over time (top left), and controls (bottom left). 
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implementation of the event-triggered STED imaging in paper II, as well as being 

a general-usage control software for STED imaging in application experiments.  

2.4 Novel fluorophores 

Using the spectral flexibility in the STED microscope I could also apply the 

imaging to novel fluorophores to test for improved multicolour and live-cell 

abilities, two aspects that are always highly wished for in fluorescence microscopy 

techniques. As the far-red and near-infrared spectra are the regions which are 

both most live-cell compatible, allow for deeper imaging, and where there is a 

lack of fluorophore alternatives, as discussed in sections 1.5.1 and 1.5.5, these 

were the regions where I put my attention. I investigated both novel fluorescent 

proteins compatible with STED microscopy and QDs, a type of nanoparticle 

which has received attention thanks to its high photostability. The novel family of 

fluorescent proteins was implemented for live-cell and multicolour imaging as 

presented in paper IV, and the QDs were successfully used for multicolour 

imaging as presented in paper V. 

2.4.1 Near-infrared fluorescent proteins 

As mentioned, fluorophores operating in the furthest red-shifted regions of the 

visible spectrum are often preferred for live-cell imaging. This has several 

reasons, where the most important are avoiding the potentially phototoxic effects 

of blue-shifted wavelengths42, avoiding common absorption bands in mammalian 

cells and tissues69, minimizing light scattering, and minimizing autofluorescence. 

This applies especially to STED microscopy where great care must be taken when 

using the high illumination intensities needed for optimal depletion of the short-

lived excited states. Additionally, for fluorophores to be live-cell compatible they 

also naturally must be able to label structures in living cells, which is where the 

use of many organic dyes fails. Fluorescent proteins are instead a great 

alternative, but there is a lack of bright and photostable ones83. In a collaborative 

effort with the group of Vladislav Verkhusha we therefore optimized and used a 

new family of fluorescent proteins, enhanced monomeric near-infrared 

fluorescent proteins (emiRFPs), as presented in paper IV. They are all bright, 

monomeric, and operating in the near-infrared region of the visible spectrum. 

They are based on bacterial phytochrome photoreceptors that bind biliverdin as 

a chromophore to be photoactive, and are further developments of previous 
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iRFPs and miRFPs121–123. We show them to be applied for not only STED imaging, 

but also larger-scale whole-body imaging, creating widely applicable 

fluorophores for fluorescence imaging in the near-infrared.  

The fluorescent protein family is made truly monomeric, something that is crucial 

to ensure that no fluorophore aggregates are formed and an even labelling can be 

achieved, through point-mutations of previous iRFPs. Furthermore, the 

brightness of the proteins was increased by random mutagenesis-based 

evolution. In the end, two emiRFPs were developed, emiRFP670 and 

emiRFP703, that were proven to be more photostable and brighter than their 

ancestral counterparts and were thus good candidates to apply in STED 

microscopy. I also showed successful application in STED imaging of three 

additional miRFP-variants, miRFP680, miRFP713, and miRFP720, thus creating 

a family of five STED-compatible fluorescent proteins in the near-infrared. I also 

importantly performed STED imaging using the 640 nm excitation beam and the 

775 nm depletion beam, and as such the proteins are also compatible not only 

with the presented microscope system but also all currently available commercial 

systems. Using a range of various cellular fusions, I could show improved spatial 

resolution down towards 40 nm and routinely in the 50–70 nm range for tubulin, 

vimentin, myosin, clathrin, LAMP1 in lysosomes, and H2B in histones. 

The STED microscopy was also performed without the addition of exogenous 

biliverdin which has been required for previous near-infrared fluorescent 

proteins used in STED imaging82. Importantly, the proteins could also be excited 

close to their excitation maximum, further helping to reduce potential phototoxic 

effects. I also tested the photostability of emiRFP703 in STED and confocal 

imaging, where for confocal imaging thousands of frames could be acquired 

before any significant loss in fluorescence, and in STED the half-time was 21 

frames when labelling vimentin. This can be compared to previous near-infrared 

fluorescent proteins applied in STED microscopy to similar structures, where 

half-times of above 10 frames was only reached for mGarnet124. It also turned out 

that the required depletion power for the resolution increase was much lower as 

compared to other fluorescent proteins and spectrally comparable organic dyes. 

Lastly, the exceptional brightness meant that short pixel dwell times were 

required, further minimizing the cellular exposure to the high-intensity depletion 

beam. The STED illumination dose could with this be lowered by 10× compared 

to mGarnet, and up to 36× compared to SNIFP82, two previously used red 
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fluorescent proteins for STED. To further investigate the performance of the 

emiRFPs, we compared emiRFP670 and emiRFP703 to a popular organic dye for 

live-cell STED imaging, SiR, in the same labelled structure, tubulin. We achieved 

similar spatial resolution with half the depletion power and half the total STED 

illumination dose, a similar SNR, and an almost half signal-to-background ratio. 

All-in-all, the emiRFPs performed exceptionally well and will be a great 

alternative for live-cell STED imaging where organic dyes are either not desirable 

or cannot be used. 

2.4.2 Multicolour STED imaging 

The emiRFPs could not only be used to expand possibilities for one-colour live-

cell STED imaging, but thanks to them being a family of various spectral variants 

they are also applicable to multicolour approaches. As presented in paper IV, 

emiRFP670 and emiRFP703 offered the possibility to perform two-colour live-

cell STED imaging using only fluorescent proteins in the near-infrared and a 

standard depletion beam wavelength, something that previously has only been 

possible with organic dyes38. I could perform the two-colour imaging with pure 

spectral separation in excitation and emission, using 585 nm and 670 nm 

excitation wavelengths, and 625–660 nm and 710–755 nm detection wavelength 

ranges, as illustrated in Figure 2.8a.  

Figure 2.8: Multicolour schemes with emiRFPs and quantum dots. (a) 

Multicolour imaging with emiRFP670 (green) and emiRFP703 (red). (b) Multicolour 

imaging with two organic fluorophores, Alexa594 (green) and KK114 (orange), and 

quantum dots, QD740 (red). Laser beams (straight solid lines), absorption spectrum 

(dashed lines), emission spectrum (solid lines), and detection channels (transparent broad 

lines). 
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I performed additional developments towards expanding multicolour 

possibilities in STED microscopy, as presented in paper V where I used a type of 

far red-shifted QD, 740QDs, to expand standard two-colour imaging to three-

colour imaging with a single depletion wavelength, achievable with pure spectral 

separation as illustrated in Figure 2.8b. As discussed earlier in section 1.4.5, 

previous multicolour approaches to reach beyond two colours have focused either 

on additional separation mechanisms such as spectral unmixing or 

photobleaching, or long Stokes-shift dyes. None of these methods have expanded 

to more common usage, most likely due to their additional barrier for 

implementation and often non-optimal photostability, brightness, and thus 

achieved spatial resolution in the case of long Stokes-shift dyes125, although there 

are exceptions even for the far-red depletion wavelength of 775 nm126,127. An 

additional possibility to do three-colour STED without additional separation 

mechanisms, just excitation and emission separation and thus also easily 

applicable in commercial systems, have the potential to be more widely used in 

biological applications. To this end, I developed a three-colour imaging scheme 

where the standard depletion wavelength of 775 nm and standard two-colour 

channels are intact, and where an additional spectral channel in excitation, 510 

nm, and emission, > 705 nm, can be used.  

This is possible with the use of the special spectral properties of 740QDs: 

hydrophilic CdTe QDs emitting at 744 nm with a comparatively narrow spectral 

emission width, and a broad excitation spectrum that increases at more blue-

shifted wavelengths. This emission spectral window has been previously unused 

due to the lack of performing fluorophores with the right spectral properties. 

Using a three-colour acquisition scheme, that includes two detectors due to 

practical limitations a thus photobleaching step, I imaged U2OS cells where 

tubulin and various endocytic vesicles: early endosomes, late endosomes, or 

lysosomes, had been labelled with the organic dyes Alexa594 and KK114 

respectively, and 740QDs had been added to the cell media and uptaken by the 

cells before fixation. In this manner, the endocytic pathway for nanoparticles can 

be followed, and it was found that the QDs enter the cells in early and late 

endosomes and after 6 h starts to enter the lysosomes.  

Due to the wide excitation spectrum of the 740QDs, the depletion beam is 

additionally causing anti-Stokes excitation. However, as has previously been 

shown and illustrated in Figure 2.9, this can be dealt with by acquiring an 
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additional image using only the depletion beam, and subsequently subtracting 

the STEDonly image from the common STED image, generating a STEDsub 

image67,68. As these two images can be acquired during the same line-by-line 

acquisition as the other channel images, there is little disturbance to the overall 

multicolour image acquisition during this process. In total four images are 

acquired, which in the end can be combined to a three-colour STED image 

without further post-acquisition analysis. I could also show that the resolution 

achieved with the 740QDs is in the order of 60 nm, and furthermore this is the 

first time fluorophores with an emission maximum above 720 nm has been 

successfully used for STED imaging with the 775 nm depletion wavelength.  

As previously discussed, STED microscopy benefits greatly from photostable and 

bright fluorophores, and thus QDs are highly interesting in this context. STED 

imaging with fluorescence intensity half-life of > 1000 frames has previously been 

shown with QDs68, matched only by other inorganic nanoparticles such as 

fluorescent nanodiamonds128. However, there are also properties that in the 

imaging with QDs can be drawbacks, such as blinking that causes intermittent 

Figure 2.9: STED imaging with quantum dots. (a) STED (left), STEDonly (middle 

left), and STEDsub (middle right), and confocal (right) images of a QD740. Scale bars, 500 

nm. (b) STEDsub images of three quantum dots analysed for brightness (top) and blinking 

(bottom), with the total summed intensity and blinking pixel ratios noted. Scale bars, 200 

nm. 
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fluorescence intensity in the images of single QDs. The blinking happens as the 

QDs enter metastable dark states for μs–ms periods of time, often due to their 

complex surface chemistry129,130 The depletion beam already suppresses the 

blinking due to still unknown effects68, but to achieve their full potential in STED 

imaging it has to be further minimized.  

To optimize the image quality, I further investigated how the apparent blinking 

in the final image and the total brightness of the 740QDs are affected by different 

surrounding media and the acquisition settings, as illustrated in Figure 2.9b. The 

brightness was summed over the individual QDs in the final image, and the 

blinking was analysed by developing a pipeline which looks at the individual 

pixels in the recorded images and compares their values to the expected 

intensities from a 2D Gaussian fit of an average quantum dot across the image. If 

the recorded intensity is below the expected value with Poisson noise subtracted, 

the pixel is marked as a pixel in which the quantum dot blinked. The ratio of 

number of blinking pixels to the total number of imaged pixels was then 

considered as the blinking ratio for that quantum dot. 740QDs showed more 

blinking and lower brightness in a pH-neutral water-rich environment as 

compared to Mowiol, a commonly used sample mounting medium. This is likely 

due to the different pH of the environments, as pH has previously been shown to 

affect photophysical properties of similar QDs due to the pH affecting the number 

of dark metastable surface traps on the QDs131,132. 

To further minimize the blinking in Mowiol environments the acquisition settings 

were investigated, where the same pixel dwell time was split up into various 

number of repeated lines (1–100) in the recording. It turns out that both the 

apparent blinking and brightness decreases with an increased number of 

repeated lines, and thus a good compromise to acquisition settings is found in the 

middle. These optimized image acquisition settings were used in the three-colour 

STED imaging described above. Furthermore, in the analysis of the endocytic 

pathway, analysis of the STEDonly images could be further used to quantify if the 

seemingly single QDs in the images were single QDs or clusters, as larger clusters, 

while not being separable in the STEDsub image, will show a non-zero central 

intensity in the saturated donut-shaped image. Using this information, we could 

investigate whether the QDs are uptaken as single nanoparticles or cluster along 

the pathway. In the end, it turns out that no difference in clustering tendency is 

observed neither between the different endocytic vesicles nor inside the labelled 
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vesicles in each cell as compared to the rest of the cell, as the single fraction 

parameter that describes this stays constant and non-significantly different from 

1.  

2.5 Image analysis and applications 

With the flexible STED microscope, I could not only perform additional 

technological developments, but the microscope could also be adapted and 

applied to relevant biological questions in need of the method to answer the 

questions. In conjunction to this, I developed automated and high-throughput 

image analysis pipelines that were used to find the answer to the questions asked 

by the applications. The pipelines are all open-source and available in repositories 

on GitHub (https://github.com/jonatanalvelid). The microscope was applied to 

imaging of multiple biological systems, such as cultured primary neuronal cells, 

cultured immune cells, lamprey tissue, as well as bacteria cultures. For the 

neuronal cells, the mitochondria population were investigated with fine detail, 

and I developed a high-throughput analysis pipeline to analyse their morphology, 

all of which is presented in paper VI. In the immune cells, a coinhibitory receptor 

and its spatial organization on the nanoscale was investigated, where I also 

developed analysis pipelines for the spatial organization of the receptor across the 

cells, as presented in paper VII. In the lamprey tissue the organization and 

nanoscale structure of cerebrospinal fluid contacting (CSF-c) cells along the 

central canal was investigated, as presented in paper VIII. Finally, in bacteria, 

protein aggregates upon different stress conditions and their organization in the 

cell during cell division were investigated, as presented in paper IX.  

2.5.1 Mitography: high-throughput neuronal mitochondria 

analysis 

Neurons are highly branched cells spanning large areas, which is necessary for 

their function. The size of the cells combined with the fine structural organization 

makes them difficult to study, and the distribution and dynamics of their 

organelles in neurites on the nanoscale level, which intrinsically requires 

nanoscopy methods, remains understudied. Furthermore, the mitochondria are 

critically narrower in neurons as compared to other non-branched cell types such 

as most cultured cell lines, further complicating the study of them. In paper VI 

we applied STED microscopy to investigate the mitochondria population and the 
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endoplasmic reticulum (ER) of rat hippocampal neurons and in detail study their 

nanoscale structure and organization. I further developed a high-throughput 

automated analysis pipeline, written in ImageJ macros and MATLAB, to analyse 

the morphology of the mitochondria and asses their organization together with 

the cytoskeleton in axons and dendrites in large numbers. All analysis performed 

is open-source and available on GitHub. The study aimed at providing not only 

detailed morphological analysis of neuronal mitochondria, their common 

dynamics with the ER, and their dynamical rearrangement, but also to serve as a 

reference for further quantitative studies of mammalian organelles.  

We used multicolour live-cell STED microscopy to image the mitochondria outer 

membrane, actin, spectrin, and ER with genetically encoded click-chemistry 

labelling strategies, such as SNAP81,86 and HaloTag85,87, and cell-permeable dyes. 

This provides a platform to study the mitochondria in a previously unprecedented 

manner. Other imaging methods were often used before, such as electron 

microscopy that can provide fine detail but only in fixed conditions and with a 

lack of larger context, and confocal and two-photon microscopy that are crucially 

limited in spatial resolution. To analyse the images with consideration of the high 

spatial resolution from STED and to extract their full information content, a 

specialized image analysis pipeline had to be established. Previously presented 

analysis pipelines and software for mitochondrial morphology analysis133–136 do 

not consider the outer membrane structure for accurate determination of the 

morphology and are optimized to run on either confocal or two-photon 

microscopy images with lower resolution critically altering the results as we also 

show. Furthermore, they are optimized to run on images of cultured cell lines, 

where the mitochondria are generally larger than those in neurons. Mitography 

provides a solid analysis pipeline for analysing mitochondria morphology in cell 

types with narrower mitochondria, such as neurons, and in super-resolved 

nanoscopy images. 

Mitography, as illustrated in Figure 2.10, takes raw images of mitochondria outer 

membrane, actin, and potentially other markers of structural compartments in 

the neurons and provides results on a per-mitochondria basis. The results include 

primary and secondary morphological parameters such as width (Wm), length (L), 

area (A), aspect ratio (AR), and width ratio (WR); mitochondria-actin parameters 

such as local actin width (Wa), mitochondria-actin distance (D), mitochondria-

actin patch overlap (AO), and mitochondria-actin patch distance (P); as well as 
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Boolean localization parameters such as actin patches, axon, dendrites, and 

soma, depending on what additional compartmental images are provided to the 

pipeline. The high-throughput pipeline can run in many images at once and 

provide results on a dataset-level, for easy comparison between for example 

various conditions and neuronal ages. The pipeline starts by Gaussian smoothing 

and thresholding steps followed by binarization of the raw input images, such as 

mitochondria, actin, and axon initial segment, to generate binary representations 

of the images. The thresholding can be performed either as a global intensity 

thresholding or a Bernsen local thresholding algorithm137, which uses a local 

Figure 2.10: Mitography analysis pipeline. (a) Example input STED images to the 

analysis pipeline: mitochondria (left), actin (middle), and the axon initial segment (right). 

(b) Binary masks generated from input images (top) of mitochondria, actin, actin patches, 

membrane periodic skeleton, and the axon initial segment. Pre-processed images (bottom) 

of skeletonized mitochondria (left), and mitochondria (middle) and actin (right) at 

mitochondria positions. (c) Line profiles from pre-processed images (left), fitting routine 

(middle), and final extracted parameters for each mitochondrion (right). 
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contrast threshold. The binary mitochondria image is the basis for the following 

per-mitochondria-based analysis. 

The binary mitochondria image is further dilated and multiplied with both the 

raw actin and raw mitochondria image to produce images where only the 

structures immediately surrounding the mitochondria are present. The binary 

mitochondria image is also skeletonized. The actin binarization happens with 

multiple parameters, to generate binary representations of both the actin patches, 

which are generally bright structures, and the MPS, which are generally dim 

structures. The binary mitochondria are fitted with 2D ellipsoidal fits to extract 

location and morphology parameters such as position, angle, area, and length, 

which are also used to position the line profiles which are extracted from the 

filtered mitochondria and actin images. Furthermore, Boolean location 

parameters are extracted based on the extracted position of each mitochondrion 

and the binary maps. Finally, the line profiles of actin and mitochondria, at 

positions of the centre and outer edges of the mitochondria, are fitted with 

Lorentzian functions. In all line profiles the number of peaks is detected and 

controls how many Lorentzian functions are used in the fitting routines. Multiple 

fittings are performed per line profile, and afterwards the best fit is chosen, as 

decided from comparisons with various empirically decided R2-threhsolds. The 

thresholds can be adjusted at a later stage, for interactively understanding the 

best values for the noise-level in the dataset at hand. Finally, the central width, 

outer widths, local actin width, mitochondria-actin distance, aspect ratio, and 

width ratios are extracted from the fits for each mitochondrion, adding to the 

previously extracted binary-based parameters. The main analysis runs in an 

ImageJ script, while line profile fitting and data summary runs in a MATLAB 

script. Finally, a graphical user interface-based MATLAB script is used for 

plotting the resulting data and comparing the population in various Boolean 

parameter locations or cellular conditions with each other.  

We used the STED imaging and Mitography to firstly investigate the organization 

of mitochondria within actin cytoskeleton sub-compartments such as the 

membrane-associated period skeleton (MPS) and actin patches, as illustrated and 

exemplified in Figure 2.11. The detailed analysis of thousands of mitochondria 

and their environment revealed that the most common actin MPS width Wa 

around mitochondria is ~220 nm, but also showed the presence of small rings 

below 100 nm in size and large actin periodic patterns > 1 μm in size in non-
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negligible amounts. We also looked at where the mitochondria are in relation to 

the actin rings with the actin-mitochondria distance D, which showed that almost 

half of the mitochondria have a partial co-localization with at least one side of the 

actin MPS structure. We could also look at the overlap of mitochondria with actin 

patches, showing that 18% of all mitochondria has some degree of overlap with 

actin patches. Furthermore, 40% of the rest of the mitochondria are in proximity 

of actin patches, having a distance to the patches of less than 500 nm. We also 

summarized the primary morphological parameters of the mitochondria, i.e., 

width, length, and area, for both STED and confocal images. This confirms that 

the super-resolution from STED imaging, and a well-adapted analysis pipeline, 

are crucial to analyse the morphology, as the parameters vary widely between the 

two imaging techniques. The most common mitochondria width is accurately 

Figure 2.11: Analysed mitochondria parameters in Mitography. (a) Schematic 

sketches of mitochondria parameters connected to primary morphology (left), secondary 

morphology (centre left), actin MPS structure (centre right), and actin patches (right). (b) 

Example images of mitochondria with parameter values of width, length, area, aspect 

ratio, width ratio, local actin MPS width, and actin patch-mitochondria overlap. 
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found to be 139 nm, while in confocal images the corresponding value is 

seemingly 357 nm. This overestimation happens since the membrane cannot be 

resolved due to the low spatial resolution, further confirmed with a simple 

simulation. Mitochondria with widths above 300 nm do exist, but they only make 

up 5% of the total population. Similar results are found for the length and the 

area, albeit less striking as those dimensions are larger and less affected by the 

limited resolution. We also confirmed the sensitivity of the analysis method and 

investigated the correlation of mitochondria morphology with the cytoskeleton 

structure by treating neurons with two drugs, nocodazole and latrunculin, which 

interfere with the polymerization of microtubules and actin respectively. The total 

morphological analysis shows a clear tendency towards shorter and wider 

mitochondria under both treatments, but more under latrunculin treatment, 

confirming the anchoring of mitochondria to the actin cytoskeleton.  

Using the high spatial resolution and live-cell time-lapse imaging capabilities of 

STED, the dynamics of mitochondrial fission, fusion, and reorganization was 

further investigated. Examples of processes observed included slowly decreasing 

mitochondria widths, that either lead to sudden rupture of the membrane or 

rapid formation and disappearance of thin protrusions, and mitochondria in 

proximity of dendritic spines where an initially spherical mitochondrion could 

rapidly decrease its width, elongate, and partially squeeze into the spine. These 

morphological shape changes can be investigated and quantified by using 

secondary morphological parameters such as the aspect ratio and width ratios. 

By calculating these we can automatically pick out mitochondria that show 

abnormalities and thus might be interesting to further investigate, which is 

helpful for large datasets which might contain thousands of individual 

mitochondria. While the most common width ratio proved to be 0.89, we can find 

that 3.6% of mitochondria have width ratios greater than 1.75 or less than 0.5, 

indicating mitochondria that either are very narrow in the middle, or form 

protrusions towards the edges. These rare outer protrusions have been previously 

described in other cell types as nanotunnels and proven to be important as a 

communication and material exchange mechanism. We showed the presence of 

these nanotunnels in neurons, both in axons and dendrites, and both in live 

primary cultured hippocampal neurons as well as in hippocampal tissue sections. 

Lastly, we investigated the interorganelle contacts of mitochondria and ER and 

showed that the ER can dynamically wrap around and physically constrict 
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mitochondria and their nanotunnels with continuous movement of individual ER 

tubules, something that is entirely invisible in confocal microscopy.  

2.5.2 Immune receptor analysis 

Immune cells are thoroughly studied for their potential use in immunotherapy 

for cancer and other illnesses, and a better understanding of them and their 

interactions with the surrounding is important for the development of better 

platforms for therapeutics. The collaborative project together with the group of 

Ana Teixeira presented in paper VII, with experiments performed with the STED 

microscope and automated image analysis performed thereafter, aimed at 

understanding how the spatial organization of programmed death ligand-1 (PD-

L1) and their binding to the programmed death-1 (PD-1) receptor affects T-cell 

signalling. By using wireframe DNA origami, where the spatial organization of 

PD-L1 could be precisely tuned, this relationship could be studied with nanoscale 

detail. NFAT-luciferase activity studies showed that the T-cell signalling activity 

was inhibited upon exposure to origami with longer distances, 200 nm, between 

PD-L1, while 13 nm and 40 nm distances did not induce this decreased activity. 

To further study how the receptors organized and clustered on the nanoscale in 

response to the PD-L1-decorated DNA-origami I used STED microscopy and 

acquired images of the PD-1 receptor on the membrane of Jurkat T-cells on cover 

glasses with evenly spread-out DNA origami for both activation and PD-L1 

inhibition. I further developed an analysis pipeline to analyse the images and 

extract the precise nanoscale information needed to unravel the reorganization. 

The analysis pipeline, as shown in Figure 2.12, was specifically developed for 

analysing the STED images where the individual receptors and receptor clusters 

could be identified, something that was not possible in confocal images. I 

developed the pipeline in Python, mainly using the scikit-image115 and scikit-

learn138 packages. The analysis was initiated by binarizing the cell area, and 

masking the original image with it, to minimize background effects. A difference 

of Gaussians filtering step was further performed to reduce the diffuse 

background from out-of-focus receptors, and Gaussian smoothing allowed better 

localization of the clusters in the final peak detection step. To ensure a well-

performing analysis pipeline, manual localization of receptor clusters was 

performed in multiple raw images, and comparisons were made to guide 

tweaking of the pipeline parameters to the point where the two methods agreed. 
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The parameters were further tweaked using different datasets with differing 

imaging parameters, to minimize false peak detections in each one. 

Based on the localized receptor clusters, three separate analyses were performed 

to understand the clustering behaviour in different conditions: cluster density 

maps, nearest neighbours, and cluster sizes. Local cluster density was analysed 

by fitting 2D kernel density estimate (KDE) maps from the localization point 

clouds. These could be further analysed with peak detection and peak intensity 

extraction to understand the distribution of local cluster density for each cell. 

Nearest neighbours analysis was performed by taking the four nearest neighbours 

into account and calculating the distances to each of them. The total distribution 

of nearest neighbours distances for each cell could then be compared to 

Figure 2.12: Immune receptor cluster analysis. (a) Example STED and confocal 

image of PD1 receptors. Scale bar, 3 µm. (b) Zoom-in of the region marked in (a) (top left), 

localized PD1 clusters (top right), nearest neighbours analysis of localized clusters in the 

region marked in the zoom-in (bottom left), and cluster size analysis (bottom right). Scale 

bar, 500 nm. (c) Local cluster density analysis, from point cloud of localized PD1 clusters 

(left) to kernel density estimates (right) with three different PD-L1 stimulation origami 

conditions: 13 nm ligand distance (orange), 200 nm ligand distance (blue), and empty 

origami (grey). Insets show schematic sketches of origamis used. Scale bars, 3 µm. 
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understand if the clusters are evenly spread out in the cell or if they tend to cluster 

in local groups. Finally, cluster sizes were defined by extracting multiple line 

profiles across each cluster, fitting them with Lorentzian functions, getting the 

FWHM from each of the successfully fitted ones, and picking the smallest of those 

due to the effect of high density of clusters in the line profile extraction. KDEs 

were then extracted from the resulting distributions of each of the analyses, 

averaged over all the cells in each condition. 

The results show that the incident rate of higher local cluster density was 

increased when the DNA origami containing PD-L1 with an inter-ligand distance 

of 13 nm was added, as compared to no inhibiting origami. The nearest neighbour 

analysis showed that both 13 nm and 200 nm inter-ligand distances lead to 

distributions where smaller receptor cluster distances < 240 nm were increased, 

indicating that the PD-L1-decorated origami sheets indeed attracted multiple 

receptor clusters to close vicinities. The size of the receptor clusters was further 

shown to be larger for the 13 nm inter-ligand distance origami condition, likely 

indicating the close vicinity of multiple receptor clusters 13 nm apart and 

indistinguishable with the spatial resolution in the STED imaging. The 200 nm 

inter-ligand distance origami condition caused a slight increase in larger clusters 

~120 nm in size, potentially caused by multiple DNA origami in close vicinity as 

the PD-L1 are on the outer edges of these origami. 

Lastly, confocal imaging of the two types of origami sheets on the cover glass 

surface with two-colour confocal imaging further showed that they are non-

overlapping, thus forcing the activating CD3/CD28 antibodies and the inhibiting 

PD-L1 to be at least 50 nm apart due to the geometry of the DNA origami. This 

means that the CD3/CD28 antibodies on the activating origami sheets are not 

required to be near the inhibiting PD-1 receptor for inhibition to take place. All-

in-all, the study finds that the spatial organization of PD-L1 indeed affects the 

inhibition of the T-cell activity by modulating the PD-1 inter-receptor distances, 

and certain distances are required for inhibition. While both 13 nm and 200 nm 

inter-ligand distances caused nanoscale reorganization of the PD-1 receptor 

compared to the activated state, only the 200 nm inter-ligand distance origami 

caused a significant activity inhibition.  
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2.5.3 STED and ExSTED imaging in lamprey tissue 

The versatility of the STED microscope is further validated in this project where 

we imaged lamprey tissue to understand the organization and function of various 

types of CSF-c neurons along the central canal of vertebrates, as presented in 

paper VIII. The experiments were carried out with a combination of STED, 

expansion, and light sheet microscopy, where STED and the combined ExSTED 

specifically were used to investigate the somatostatin and dopamine content of 

the cells as well as the nanoscale structure of their cilia. All experiments were 

performed in 80–100 μm thick tissue sections of the lamprey spinal cord. In the 

STED imaging, I used the glycerol objective and its motorized correction collar to 

minimize and correct for the residual spherical aberrations in the sections, 

allowing deeper imaging than without the use of this objective. 

To investigate how somatostatin and dopamine was organized in the respective 

somatostatin-expressing and dopamine-expressing CSF-c cells we applied STED 

imaging. The compounds were found to be stored in equally sized dense-core 

vesicles with a diameter of ~100 nm. Following earlier work showing the pH-

sensitivity of somatostatin CSF-c cells, we also investigated whether somatostatin 

and GABA is released upon pH changes of the cerebrospinal fluid. Using STED 

imaging we could individually count the number of somatostatin-storing vesicles 

and saw that they are decreasing in the soma and increased in the axons upon pH 

changes from neutral. Instead, GABA did not show similar changes, and thus we 

can conclude that somatostatin vesicles but not GABA is released as a response 

to changes in pH. Dopaminergic neurons were instead found to not release 

dopamine dense-core vesicles upon pH changes. These differences, further 

experiments, and previous studies, shows that dopamine CSF-c neurons are 

mechanosensitive but not pH sensitive, while somatostatin CSF-c neurons are 

both. Hypothesizing that cilia play a central role in this difference, as they have 

been shown to be both mechanosensitive and pH sensitive, ExSTED was applied 

to investigate cilia symmetries and structure on the single nanometre scale. 

It is known that cilia can either show a 9+0 or 9+2 microtubule doublets 

symmetry in sensory primary cilia and motile cilia respectively. STED imaging is 

not enough to visualize this fine detail but combining it with expansion 

microscopy in ExSTED helps to gain an extra factor of 4–5 in resolution, enough 

to resolve the microtubule doublet organization. Together with an optimized 
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sample preparation, we could show that both motile, as known previously, and 

sensory cilia are present in the lamprey spinal cord. Moreover, using 3D imaging 

and labelling the somatostatin and dopamine CSF-c neurons, we could show that 

a clear majority of almost hundred imaged cilia belong to the somatostatin CSF-

c neurons. In the somatostatin neurons 85% were shown to be primary cilia and 

15% motile cilia, while all were motile cilia in the dopamine neurons. 

Interestingly, we could also in rare cases detect multiple cilia per CSF-c neuron. 

Together, this confirms that somatostatin CSF-c neurons are sensory neurons 

mainly expressing sensory cilia. All the motile cilia present in both neuronal cell 

types are hypothesized to be contributing to the flow of cerebrospinal fluid 

throughout the central canal.  

2.5.4 Bacterial imaging 

The STED microscope could additionally be applied on cultured bacterial cells, 

and specifically C. crescentus. In a collaborative effort with the group of Kristina 

Jonas we investigated protein aggregation upon stress conditions in the bacteria, 

their spatial organization on the nanoscale, and how the aggregates were handled 

during growth and division of the individual bacteria, as presented in paper IX. 

Previously studied bacteria all deal with formed protein aggregates, which are 

generated in all living cells upon stress, in a way that all aggregates will be dealt 

to a single daughter cell upon cell division. This leads to a lineage where certain 

daughter cells are completely free of aggregates. I used STED imaging to image 

anti-GFP nanobody-based ATTO594-labelled DnaK, a chaperon protein that 

deals with protein aggregates, in heat shock-induced or kanamycin exposure-

induced aggregates. The imaging aids in understanding their nanoscale spatial 

organization and sizes as compared to control conditions, something that is not 

visible in confocal imaging. The resulting images show many small and evenly 

spread aggregates in the control condition of 30°C. Instead, heat-shocked 

bacteria display a few, most often 2–4, but intense and big aggregates evenly 

spread throughout the cells, while the kanamycin-exposed bacteria display a 

condition in between the two. I applied image analysis that consisted of line 

profile extraction across selected aggregates and fitting of those line profiles with 

Lorentzian functions. The FWHM was then extracted from successful fits of 

hundreds aggregates from almost equally many cells per condition. In the end, I 

found that the sizes of DnaK-containing aggregates in control-conditioned 

bacteria were around 88 nm. Instead, the few heat-induced aggregates were 
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found to be 221 nm in size, and the kanamycin-exposure-induced aggregates were 

136 nm.  In our study we show that C. crescentus deal with protein aggregation 

in a different manner than other bacteria, where the protein aggregates do not 

collect into one end of the bacteria but instead stay in multiple foci, spread out 

across the bacteria. This leads to an even division of aggregates where each 

daughter cell takes care of some of the stress-induced aggregates. 

2.6 Novel methodological concepts 

As discussed in section 2.1.4, STED cannot only be utilized in the context of 

imaging. Thanks to the flexibility of the microscope, we could also use it to 

implement a depletion-based and improved fluorescence anisotropy method, as 

presented in paper X. 

2.6.1 STARSS-STED 

Selective time-resolved anisotropy with reversibly switchable states (STARSS) is 

a novel approach to fluorescence anisotropy that can extend the application areas 

that previously have been limited by the nanosecond fluorescence lifetimes, as 

this puts a limit to how long you can follow the anisotropy development of a 

system. In turn, as the rotational speeds of molecules are connected to the size 

and mass of them, this essentially puts an upper limit on the size of molecules 

and molecular complexes that could be investigated. In this project we developed 

the theory and practical implementations of STARSS, which bypasses the limits 

by either using long-lived molecular states of fluorophores, to observe rotational 

diffusion on far longer timescales, or refine the selection of the initial polarized 

molecular state with STED, to improve sensitivity and accuracy. The long-lived 

molecular states used for the first implementation of STARSS are those of 

reversibly switchable fluorescent proteins, commonly used in RESOLFT 

microscopy. They contain a switching mechanism with stable ON and OFF states, 

where only the ON state is fluorescent after excitation. The ON states of these 

fluorophores are stable for orders of magnitude longer than the fluorescence 

lifetimes of fluorophores, normally used for fluorescent anisotropy, allowing 

probing of the ON states with various pulse schemes in the following 

microseconds, milliseconds, or even longer. In the end, this proves to be usable 

to extend the observable masses with three orders of magnitude, and we show 

that it can be used for unravelling the Gag-lattice formation in HIV viruses, on a 



78 | PRESENTATION OF WORK 

single virion scale. Mature and immature viruses can be separated based on their 

anisotropy, proving that large complexes and their formation can be probed using 

the method. 

The second implementation of STARSS, named STARSS-STED, instead uses the 

already commonly used short-lived fluorescence states, and increases the 

sensitivity of time-resolved fluorescence anisotropy using depletion and 

refinement of the initial polarized population state. Normally, excitation of 

fluorophores with linearly polarized light causes a broad angular photo-selection 

probability distribution centred on the linear polarization direction. This 

uncertainty effectively hampers the sensitivity of the method, as molecules not 

perfectly aligned with the polarized light will also be excited. Methods to 

overcome this include using two-photon and three-photon absorption processes, 

restricting the photo-selection to smaller angles, however at the cost of 

photobleaching and expensive equipment necessary. STARSS-STED instead uses 

depletion of the excited molecules by a spatially overlapped perpendicular 

linearly polarized depletion beam to increase the photo-selection, as illustrated 

in Figure 2.13. This proves to give a sharper photo-selection, theoretically 

Figure 2.13: STARSS-STED. (a) STARSS-STED pulse scheme with Gaussian-shaped

excitation (red) and depletion (dark red), and their polarization directions (bottom). (b)

Images of liposomes on silica beads labelled with NileRed in the two orthogonal 

polarization detection channels with increasing depletion power. (c) Sketch of the 

microscope in STARSS-STED configuration, with STARSS-STED detection with two 

orthogonal polarization detection lines split with a PBS (top right) and orthogonally 

polarized excitation and depletion beams (bottom right). 
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unlimited just like the size of the effective PSF in STED microscopy, and therefore 

higher sensitivity in the following anisotropy measurements. 

With the flexibility of the implementation of the STED microscope it could further 

be developed to also include polarization-sensitive detection, the SLM allows 

adjusting the beam shape to a Gaussian, and waveplates allows creating arbitrary 

polarization states of both the excitation and the depletion beam. The reached 

anisotropy values were a more than threefold increase compared to those in 

single-photon excitation-based time-resolved fluorescence anisotropy, and 

beyond the anisotropy values reachable with three-photon absorption excitation. 

The method is also compatible with high-NA microscopy, where an image can be 

recorded of only a sharp angular selection of fluorophores precisely aligned with 

the excitation polarization direction. This can give valuable insight in both spatial 

protein position and orientation combined, assuming the labelling molecules are 

rigidly attached to the protein of interest. As an example of this, STARSS-STED 

was used to image phalloidin-labelled actin bundles and disclosed higher 

orientational orders in proximity of stress-fibres, something that was missed 

using conventional time-resolved fluorescence anisotropy. The same images also 

reveal the two distinct orientations of the labelling molecules on either side of the 

actin bundles, something that requires the increased photo-selection from the 

depletion. Overall, STARSS has the potential to expand the ranges of fluorescence 

anisotropy, in temporal scale, mass range, and sensitivity of the measurements.  
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3 SUMMARY OF PAPERS AND AUTHOR 

CONTRIBUTIONS 

Paper I: Stable stimulated emission depletion imaging of 

extended sample regions 

This paper presents the development of a new STED setup that allows imaging of 

larger sample regions than traditional STED microscopes. This is possible thanks 

to three main improvements: the implementation of a galvanometric mirror-

based scanning system that allows extension of the FOV; the addition of a 

mechanical stage and control of said stage that allows repeating the FOV scan in 

multiple positions for tiled imaging; and the development of a focus lock system 

and its feedback control that keeps the sample in focus throughout the recording. 

Together these developments allow unlimited-sized sample regions to be imaged 

over hours and longer times. This is shown in hippocampal neurons both for 

millimetre-sized 2D STED images, as well as volumetric 3D STED images of an 

extended FOV. 

I took part in the conception of the idea; designed and built the microscope; 

developed required parts of the control software for general use with STED and 

specific control of this setup; acquired and analysed the data; and wrote major 

parts of the final manuscript. 

Paper II: Event-triggered STED imaging 

In this paper I developed and present a novel methodological implementation of 

STED microscopy towards adaptive and event-triggered microscopy. Super-

resolution STED imaging of small sample regions was performed quasi-instantly 

upon a detected triggering event in a secondary fluorescence channel from a fast 

conventional technique, such as widefield microscopy. The microscope control 

software and real-time image analysis pipeline allow directed super-resolution 

imaging of any labelled cellular structure within fractions of a second (< 40 ms) 

and at the site of detected dynamic events such as calcium intensity spikes. With 

this technique, experiments can be performed that were previously not possible, 

where protein reorganization upon dynamic calcium signalling events can be 

investigated with high spatiotemporal resolution (~40 nm, ~10 Hz). The 
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proposed technique is demonstrated in both cultured cells as well as neurons, 

where synaptic vesicle dynamics following triggering calcium spikes is analysed.  

I conceived the idea; designed and built the further development of the setup; 

developed the novel modules of the control software necessary for fast control; 

developed the optimized CUDA-based image analysis pipeline for detection of 

localized fluorescence events; acquired and analysed the characterization, 

validation, and application data; and wrote major parts of the final manuscript. 

Paper III: ImSwitch: Generalizing microscope control in 

Python 

In this project we designed a new software for microscope control, that aims at 

solving the problem of having a generalized, modular, and easily adaptable 

software for microscope control. Using the model-view-controller design pattern, 

the software is successfully adapted and implemented to control various 

microscopes and acquisition schemes for both point-scanning and camera-based 

microscopes, for techniques from widefield to parallelized RESOLFT nanoscopy 

and point-scanning STED microscopy. A range of hardware control is integrated 

and tested, including that of NI-DAQs, cameras, point detectors, lasers, spatial 

light modulators, scanning stages, piezo scanners, and microscope stands.  

I designed and programmed parts of the software concerning point-scanning 

microscopy, spatial light modulator control, focus lock, and various hardware 

drivers; tested and partook in discussion regarding the software; implemented 

the software for controlling the STED microscope; and contributed to the writing 

of the final manuscript. 

Paper IV: A set of monomeric near-infrared fluorescent 

proteins for multicolor imaging across scales 

In this collaboration project a new set of near-infrared fluorescent proteins was 

developed, whose properties, mainly the photostability, brightness, and spectra, 

allow for imaging across multiple scales: from centimetre-scale intravital imaging 

of live animals down to the nanoscale with STED microscopy. The proteins were 

thoroughly characterized, tested, and employed in both extreme settings. The set 

of proteins are the first STED-compatible fluorescent proteins in the near-

infrared with a demonstrated resolution down to 40 nm. Add to that a high 

photostability and brightness, and STED microscopy of structures labelled with 
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the proteins of interest can be performed with high spatial resolution in living 

cells for many frames. Additionally, multiple proteins from the set were shown to 

be combinable to perform multicolour STED imaging in living cells, all in the far-

red spectra. 

I designed and executed the adaptations of the STED microscope; designed and 

performed the STED imaging experiments with the fluorescent proteins; 

analysed the STED imaging data; and contributed to the writing of the parts that 

regards STED imaging in the final manuscript. 

Paper V: Far red-shifted quantum dots extend the multicolour 

possibilities in STED nanoscopy 

In this project, far red-shifted QDs peaking at 740 nm were investigated as 

fluorophores for STED imaging, and especially for expanding the spectral range 

of STED fluorophores that are depletable with a 775 nm depletion laser and in 

that way provide a new way to perform multicolour STED imaging. The blinking 

and brightness properties of the QDs were investigated for various imaging 

schemes, to find the optimal imaging parameters for STED imaging of the QDs. 

Using the optimal imaging parameters, the QDs could be used together with two 

of the most used organic dyes for STED to perform three-colour STED imaging 

in the red spectrum using a single depletion laser. Without the need for 

alignment-sensitive dual depletion beams or possibly artefact-inducing spectral 

unmixing, this three-colour STED imaging scheme is demonstrated in cultured 

cells where the endocytic pathway for the cellular uptake of the QDs is 

investigated. 

I took part in the conception of the idea; designed and adapted the microscope; 

designed and executed the imaging schemes; designed and performed the 

experiments; analysed the data; and wrote major parts of the final manuscript. 

Paper VI: Fluorescence optical nanoscopy study of organelle 

morphology and dynamics in thin neuronal processes 

This project focused on quantitatively investigating mitochondria morphology 

and their surroundings, such as actin structures and ER, in neurons, from images 

and time lapses taken with live-cell STED microscopy using SNAP and HaloTag 

together with cell-permeable dyes. Thanks to the high spatial resolution 

achievable with the technique, the outer membrane of the narrow mitochondria 
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in neurons could be well resolved. Thanks to this and the developed high-

throughput automated and sensitive analysis, specifically tailored to the type of 

images, the morphological properties of thousands of individual mitochondria 

and their location could be defined with high accuracy and compared among cells 

and conditions. Furthermore, the colocalization of mitochondria with various 

actin structures such as the membrane periodic skeleton and actin patches could 

be determined, and the dynamic morphing of the mitochondria could be 

investigated. Finally, for the first time in neurons we showed the presence of 

mitochondria nanotunnels and further investigated their occurrence.  

I developed and adapted the STED imaging setup; designed and developed the 

high-throughput analysis; performed imaging experiments; analysed the data; 

performed statistical analysis and drew conclusions from the results; and wrote 

parts of the final manuscript. 

Paper VII: Spatial regulation of T-cell signalling by 

programmed death-ligand 1 on wireframe DNA origami flat 

sheets 

In this collaborative project the PD-1 receptor-based spatial regulation of T-cell 

signalling inhibition was investigated. The way to do this was by utilizing protein 

ligands attached to DNA origami sheets at defined positions and investigating 

how their ability to inhibit T-cell activation depends on the inter-ligand distances. 

This was done using NFAT-luciferase activity studies, and STED microscopy to 

probe the nanoscale distribution of PD-1 receptors, and analysing their inter-

receptor distances, clustering density, and cluster sizes. Significant differences 

were found in the response to the various origami sheets, both in the activity 

studies that showed a decreased activity for increasing inter-ligand distances, and 

in the STED imaging where receptor cluster density was increased at the addition 

of ligand-conjugated DNA origami sheets, and in particular cluster sizes greatly 

increased for the small inter-ligand distances. 

I performed the STED and confocal imaging experiments; designed and 

performed the STED image analysis; discussed and drew conclusions from the 

results of the analysis; and contributed to the writing of the parts that regards 

STED and confocal imaging experiments and image analysis in the final 

manuscript. 
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Paper VIII: ExSTED microscopy reveals contrasting functions 

of dopamine and somatostatin CSF-c neurons along the 

central canal 

In this project expansion microscopy, light sheet microscopy, STED microscopy, 

and a combination of expansion and STED, ExSTED, was used to investigate 

various types of CSF-c neurons along the central canal in lamprey and find their 

functional roles. The synaptic and ciliary compartments of each cell could be 

resolved and investigated, and the ventral and lateral organization of dopamine 

and somatostatin CSF-c cells could be found. Additionally, STED and ExSTED 

could be used to investigate the dense core vesicle densities of the somatostatin 

and dopamine cells upon exposure to pH-changes, and further their cilia 

symmetry and thus cilia function could be unravelled thanks to the very high 

spatial resolution. The overall cilia symmetry was found to be different, where the 

somatostatin cell cilia are primarily sensory and the dopaminergic cell cilia are all 

motile.  

I adapted the STED microscope to the experiments; performed STED microscopy 

experiments; performed analysis of the STED images; and contributed to the 

writing of the final manuscript. 

Paper IX: Growth‐driven displacement of protein aggregates 

along the cell length ensures partitioning to both daughter 

cells in Caulobacter crescentus 

This collaboration project investigated how stress-induced protein aggregates 

were dealt with during the growth and division of C. crescentus bacteria. The 

study shows that this is different compared to previously investigated bacteria, 

where the aggregated proteins are collected at the cell poles and retained in one 

of the daughter cells after cell division. Instead, the protein aggregation is stored 

in multiple foci distributed across the cell body and is evenly divided upon cell 

division. STED imaging was used to image the DnaK chaperone-containing 

protein aggregates induced by heat shock or kanamycin-exposure, and it was 

shown that they are stored evenly distributed in the cell and forms different sizes 

at different stress conditions. 
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I performed the STED microscopy measurements; designed and performed the 

analysis of the STED images; and contributed to the writing of the parts that 

regards the STED imaging experiments in the final manuscript. 

Paper X: Overcoming the limits of anisotropy measurements 

with reversibly switchable states 

This project regards the development of a novel approach in fluorescence 

anisotropy, where the use of reversibly switchable molecular states can extend 

both the observable rotational diffusion times and masses by three orders of 

magnitude by using long-lived molecular states, and the selection sensitivity and 

accuracy can be increased by using state depletion in orientational photo-

selection. This is performed using two techniques, named STARSS and STARSS-

STED, borrowing ideas from RESOLFT and STED imaging respectively. The 

methods are shown to be used for unravelling the HIV virus Gag lattice formation 

in single viruses, where mature and immature viruses can be separated based on 

anisotropy, as well as reaching three-fold higher anisotropy values and thus 

better angular selection combined with confocal imaging. 

I contributed to the initial conception of the idea; designed and performed 

modifications to the STED microscope for STARSS-STED measurements; 

designed and performed STARSS-STED experiments; and contributed to the 

discussion and writing of the final manuscript.  

Paper XI: Fluorescence microscopy at the molecular scale 

This review article covers the latest developments in nanoscopy, specifically the 

methods of STED, RESOLFT, single-molecule localization microscopy, and 

MINFLUX. The performance and gentleness of the techniques and their novel 

implementations are compared, and potential future directions in the major 

fields of coordinate-targeted, single-molecule stochastic, and MINFLUX 

approaches are discussed. 

I made the literature research and wrote the final manuscript with input from the 

other author.  
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4 DISCUSSION AND FUTURE PERSPECTIVES 

This thesis focuses on improving diverse aspects of STED microscopy, where 

automation is a main question. The attached publications and chapter 2 discuss 

the technicalities and work behind this, while this closing chapter will provide a 

discussion to put the results in a larger context, describe the possible future 

perspectives of STED microscopy and automated microscopy, and outline 

potential applications where automation is beneficial or even crucial for 

biological understanding. 

4.1 Automation in microscopy 

Adaptive microscopy encompasses any method where the acquisition is 

controlled by what is happening in the sample, while automation is an even larger 

term that also concerns techniques where the microscope is performing 

something without manual input. The two methods I developed and that were 

presented in paper I and paper II, tiling STED microscopy as well as event-

triggered STED microscopy, both sort themselves under these categories. These 

methods in general helps to put the STED images acquired in a larger context, 

either by understanding what happens in a larger region of the sample or by 

correlating the acquisition of high spatial resolution images to activity in the 

sample. This idea of putting images in a larger context is where I believe a lot of 

attention will be put in future developments of nanoscopy methods. For example, 

while STED microscopy has been optimized for many years, with a pure imaging 

performance curve that is stagnating but with increased accessibility, auxiliary 

methods that helps to extract the power of the imaging in terms of speed and 

resolution and manages to use it in exactly the right moment has only begun to 

be explored. 

I further believe and show here that by applying adaptive methods to STED 

microscopy, and other nanoscopy techniques, we can enable types of experiments 

that previously have not been possible. This in turn will open the method to new 

biological contexts and motivate further technical development. The tiling 

method on the other hand enables a higher throughput data collection and thus 

can be beneficial to answer biological questions where many replicates of a 

biological system need to be investigated, or where correlation between sample 
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areas on a big spatial scale but with minute nanoscale detail is required. This can 

be seen as a complementing method to large-scale automated imaging methods 

that already exist in commercial systems, but now opening new experimental 

venues that relies on the improved spatial resolution of STED microscopy. I 

believe that there is a lot of unfulfilled potential in this area of research, and with 

the work and development in this thesis I started investigating in which directions 

one can further push STED microscopy experiments. In the near future, I believe 

that especially adaptive methods where image analysis is performed in real-time 

and controls the image acquisition will be a topic of great interest. I envision 

applications that connect fast dynamics with nanoscale detail, and those where 

detection of rarely occurring objects, such as dynamic morphological states of 

organelles, can allow the processes to be studied in full detail. To increase the 

accessibility and reach that point I believe that general implementations, to allow 

for multiple microscopy methods to take advantage of them, and open access 

sharing of the increasingly detailed methods are of utmost importance. 

4.2 Image analysis and adaptive microscopy 

When it comes to image analysis, the post-acquisition analysis pipelines 

presented in many studies, such as paper VI, VII, and IX in my work, are often 

tailored to a specific task at hand. This is crucial for maximizing the precision and 

minimizing errors in the analysis process, as every image, dataset and question 

will be different, and hypothesis-driven science requires precision to a specific 

task. However, having more generalized frameworks where these pipelines are 

implemented and possibly published would be beneficial to be able to borrow 

ideas and allow reuse of methods. While multiple software packages where this 

can be implemented does exist today89,139,140, more development in this direction 

is important. In the study on event-triggered STED presented in paper II I have 

implemented the method and analysis pipeline in separate, such that the pipeline 

can easily be exchanged to one tailored to the task at hand, important for the 

reuse of the method and not only the image analysis pipeline that is part of it. 

There are other situations where the analysis itself can be more generalized, as in 

my work presented in paper VI, where I developed a large-scale analysis pipeline 

that extracts many parameters at once and is not necessarily tailored to a specific 

question. By extracting many morphological and locational parameters, a tool 

that can be useful in many questions and scientific endeavours can be created, to 
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answer questions both in hypothesis-driven and data-driven science. There are 

other recent examples of such generalized analysis tools, which are also 

generalizable to what cellular structure is imaged141. Overall, aiming for 

reusability of image analysis methods during development will aid scientific 

discoveries, just like development of user-friendly and accessible microscopy 

platforms has done.  

While all the above concerns post-acquisition image analysis, as I have shown in 

paper II there is also a great benefit to incorporating image analysis during the 

data acquisition. This is almost a requirement in adaptive microscopy, and as 

mentioned above, development in this direction will open many possibilities to 

new types of investigations. With fast computer components (CPU, GPU) 

becoming cheaper and more available, both classical image analysis142 as well as 

machine learning and specifically deep learning-based methods90 have and will 

become faster and more powerful. Hardware improvements, such as cameras 

with faster readout times, further pushes the temporal scale of what is possible in 

live-cell imaging. I show in my work instant STED imaging inside 40 ms and at 

the site of a detected event taking place in a cell, using an optimized classical 

image analysis method implemented on a GPU that runs in 6 ms. Deep learning-

based methods are currently slower than classical pipelines at executing similar 

tasks with few steps, mainly because they rely on many computationally heavy 

convolution steps. However, they are more powerful in detection of complex 

events and the two analysis types complements each other. Examples where deep 

learning neural networks are likely preferred is for example detection of more 

complicated morphological changes, especially in types of structures and 

organelles which are not regularly shaped101, as well as correlation of multiple 

inputs to generate a decision. In these cases, classical analysis is often too 

complicated to develop a pipeline with. Instead, classical image analysis is 

excellent and rapid for detection of intensity changes such as calcium signal 

spikes, and predictable and easily described morphological changes of more 

regularly shaped structures. In the end, I expect the millisecond temporal lag 

between events taking place and detection of them to be further improved, and 

the complexity of detectable triggering events to increase in the near future, 

which could enable even more exciting experiments. For example there are 

challenging possibilities in neuroscience, where neuronal activity or organelle 

reshaping could trigger imaging of many related processes such as protein 



90 | DISCUSSION AND FUTURE PERSPECTIVES 

reorganizations. In the end, adaptive imaging as the one I developed in this work 

enables to take full advantage of the potential of STED imaging, by maximizing 

the frame rate, minimizing photobleaching, and enabling to investigate a single 

specimen over prolonged periods of time. All this is done by imaging with STED 

only when it is necessary and when the images generated are of interest. While 

cellular processes on similar temporal scales occasionally can be captured in 

traditional time-lapse imaging in smaller regions, the odds and thus throughput 

to do so increases by many orders of magnitude by using a sample-adaptive 

method such as etSTED.  

4.3 Improved fluorophores for STED microscopy 

The performance of the STED imaging, regardless of how it was initiated or 

triggered, and the type of samples that can be investigated will depend on the 

fluorophore properties and the technical properties of the hardware used for the 

acquisition. While the technical aspects of STED microscopy using standardized 

fluorophores in a point-scanning configuration is well-documented and likely 

close to optimized, what fluorophores to use is still an open question and can 

provide improvements in imaging performance and expand the application areas, 

as discussed in section 1.5. In my work I investigated both a set of fluorescent 

proteins, expanding the live-cell compatibility of STED microscopy, as well as a 

type of nanoparticle, for enlarging the range of multicolour approaches.  

While STED imaging is performed routinely in living cells already, it is important 

to further develop the fluorophores that allow this. As previously discussed, cell-

permeable organic fluorophores are commonly used for live-cell STED imaging, 

but there is an increasing range of STED-compatible fluorescent proteins as well. 

Many GFP-derivatives have been successfully used but most of them are in the 

blue-green range of the spectra. With these wavelengths being overall more 

harmful for living cells, the combination with the relatively high irradiation 

intensities needed for high-resolution STED imaging can be potentially 

problematic. Therefore, red-shifted and even near-infrared fluorescent proteins 

could open many doors for prolonged live-cell imaging. Compared to previous 

red fluorescent proteins, the emiRFPs presented in paper IV are both more red-

shifted, require reduced illumination intensities for similar spatial resolution, 

and proved to be more photostable. This is the kind of improvement in 
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fluorophores that likely will allow new long-term applications to be realized. 

Finding a way to further increase the brightness of fluorescent proteins towards 

the likes of the best organic fluorophores for STED imaging could be crucial 

moving forward in this direction. 

Increasing the multicolour possibilities and ease-of-use in STED microscopy is 

another important consideration in further fluorophore development. To this end 

I used the above-mentioned set of fluorescent proteins for two-colour imaging, 

and I presented work on QDs in paper V where the narrower spectral bandwidth 

of a near-infrared type of QD allows to perform three-colour STED imaging with 

spectral separation and a single depletion wavelength. While auxiliary, post-

acquisition methods such as spectral unmixing has been applied for multicolour 

imaging, it is rarely used in practice due to the added complexity of data handling 

and analysis. Furthermore, it is susceptible to artefacts and requires careful 

calibration to perform well. Multicolour methods that are most used are those 

that only require spectral separation due to their relative ease of implementation 

and applicability to almost every STED microscope. The QDs I used showed that 

three-colour spectral-separation-based multicolour methods are feasible even 

without long Stokes-shift dyes, with the price of acquiring one extra image to use 

for generating the STED image of the QDs channel. While the three-colour 

imaging presented in this work was performed with two detectors and two 

spectral channels due to practical limitations, and thus required a photobleaching 

step, the spectral properties of the set of fluorophores I use does allow pure 

spectral separation using three detectors and three separate spectral channels, 

and this is a direction to pursue in the future. Furthermore, the high 

photostability of the QDs is promising for improved long-term imaging.  

More work on the fluorophores in the direction of live-cell and multicolour 

methods is important for the possibilities to further leverage the power of STED 

imaging inside varied biological systems. I also believe that it is important to 

continue investigating new fluorophore families to find alternatives with 

sometimes orders of magnitude better properties. Lastly, the labelling techniques 

used is subject to further improvement, where click-chemistry-based approaches 

are becoming increasingly popular. Important aspects to consider here are short 

labelling molecules and denser labelling of the biological structures. In the end 

this could increase the spatial resolution in the imaging thanks to a brighter 
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imaging of molecules that are closer to their target. Simplicity of exchanging the 

fluorophore in the applied labelling technique is also important for usability.  

4.4 Last remarks 

As discussed, there are many approaches to further improve STED microscopy 

performance-wise and applicability-wise. Most of all I believe that automation 

and adaptive microscopy will have a big role to play, not only in STED microscopy 

but overall in nanoscopy. The method I developed and presented in paper II is an 

example of a method that is not only applicable to STED microscopy but could be 

expanded to use any combination of one fast and one high-resolution imaging 

technique. Such flexibility is important to realize as various biological systems 

and questions do call for different nanoscopy methods. I believe that sharing and 

borrowing of technological and conceptual advancement between methods is 

important for further development of microscopy, and with the work presented 

in paper X we see that this does not only mean that novel application areas are 

opened, but it also means that completely novel methods breaking previous limits 

are about to be discovered.  
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