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Abstract

In video transmission at low bit rates the challenge is to compress the video with a minimal reduction of the perceived quality. The compression can be adapted to knowledge of which regions in the video sequence are of most interest to the viewer. Region of interest (ROI) video coding uses this information to control the allocation of bits to the background and the ROI. The aim is to increase the quality in the ROI at the expense of the quality in the background. In order for this to occur the typical content of an ROI for a particular application is firstly determined and the actual detection is performed based on this information. The allocation of bits can then be controlled based on the result of the detection.

In this licenciate thesis existing methods to control bit allocation in ROI video coding are investigated. In particular pre-processing methods that are applied independently of the codec or standard. This makes it possible to apply the method directly to the video sequence without modifications to the codec. Three filters are proposed in this thesis based on previous approaches. The spatial filter that only modifies the background within a single frame and the temporal filter that uses information from the previous frame. These two filters are also combined into a spatio-temporal filter. The abilities of these filters to reduce the number of bits necessary to encode the background and to successfully re-allocate these to the ROI are investigated. In addition the computational complexities of the algorithms are analysed.

The theoretical analysis is verified by quantitative tests. These include measuring the quality using both the PSNR of the ROI and the border of the background, as well as subjective tests with human test subjects and an analysis of motion vector statistics. The qualitative analysis shows that the spatio-temporal filter has a better coding efficiency than the other filters and it successfully re-allocates the bits from the foreground to the background. The spatio-temporal filter gives an improvement in $PSNR_{ROI, Avg}$ of more than 1.32 dB or a reduction in bitrate of 31 % compared to the encoding of the original sequence. This result is similar to or slightly better than the spatial filter. However, the spatio-temporal filter has a better performance, since its computational complexity is lower than that of the spatial filter.
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Terminology

Abbreviations and Acronyms

B 8x8 pixels Block
Bg Background
CABAC Context-based Adaptive Binary Arithmetic Coding
DCT Discrete Cosine Transform
fps Frames Per Second
HSI Hue, Saturation, Intensity
HSL Hue, Saturation, Luminance
HSV Hue, Saturation, Volume
HVS Human Visual System
ITU International Telecommunication Union
kbps Kilobits Per Second
MB 16x16 pixels Makroblock
MC Motion Compensation
MPEG Moving Photographic Experts Group
ME Motion Estimation
MSE Mean Square Error
MVD Motion Vector Difference
LUT Lookup Table
PFM Previous Frame Memory
PSNR Peak Signal to Noise Ratio
QCIF Quarter Common Intermediate Format containing video sequences of 30 fps and 176x144 pixels per frame.
QUANT Quantization
RGB Red, Gren, Blue.
ROI Region Of Interest
SAD The Sum of Absolute Differences.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOM</td>
<td>Self-Organizing Map</td>
</tr>
<tr>
<td>SP</td>
<td>Spatial</td>
</tr>
<tr>
<td>TP</td>
<td>Temporal</td>
</tr>
<tr>
<td>SPTP</td>
<td>Spatio-temporal</td>
</tr>
<tr>
<td>TSL</td>
<td>Tint, Saturation, Luminance</td>
</tr>
<tr>
<td>VLC</td>
<td>Variable Length Code</td>
</tr>
<tr>
<td>YCbCr</td>
<td>Colorspace with one luma component and two chrominance components, blue and red</td>
</tr>
<tr>
<td>CbCr</td>
<td>The chrominance plane of the YCbCr color space</td>
</tr>
</tbody>
</table>

**Mathematical Notation**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{Bg}$</td>
<td>The minimum value of $Q$ included in the transition region.</td>
</tr>
<tr>
<td>$A_{ROI}$</td>
<td>The minimum value of $Q$ included in the ROI.</td>
</tr>
<tr>
<td>$B_{DM}$</td>
<td>Binary detection map.</td>
</tr>
<tr>
<td>$B_{TP}^{(p,q)}$</td>
<td>Block of size $8 \times 8$ and index $(p,q)$, where $p = \lceil m/8 \rceil$ and $q = \lceil n/8 \rceil$.</td>
</tr>
<tr>
<td>$B_V^{(u,v)}$</td>
<td>Block of size $U \times U$ and index $(u,v)$, where $u = \lceil m/U \rceil$ and $v = \lceil n/U \rceil$.</td>
</tr>
<tr>
<td>$C_b^{(f,(m,n))}$</td>
<td>The value of the Cb component of $I^{(f,(m,n))}$ for pixel $(m,n)$ in frame $f$.</td>
</tr>
<tr>
<td>$C_r^{(f,(m,n))}$</td>
<td>The value of the Cr component of $I^{(f,(m,n))}$ for pixel $(m,n)$ in frame $f$.</td>
</tr>
<tr>
<td>$C$</td>
<td>The region $C \in {Bg, ROI}$.</td>
</tr>
<tr>
<td>$D$</td>
<td>Distortion of the sequence introduced by the compression.</td>
</tr>
<tr>
<td>$D^{(f)}$</td>
<td>Distortion of frame $f$.</td>
</tr>
<tr>
<td>$D_{Bg}^{(f)}$</td>
<td>Distortion of the background of frame $f$.</td>
</tr>
<tr>
<td>$D_{B_{TP}}^{(f)}$</td>
<td>Distortion of the background of the spatially filtered frame $f$.</td>
</tr>
<tr>
<td>$D_{C}^{(f)}$</td>
<td>Distortion of the region $C$ of frame $f$.</td>
</tr>
<tr>
<td>$D_{C,Filt}^{(f)}$</td>
<td>Distortion of the region $C$ of the filtered frame $f$.</td>
</tr>
<tr>
<td>$\bar{d}_{MV}$</td>
<td>Motion vector.</td>
</tr>
<tr>
<td>$\bar{d}_{MV}^{(f-1)}$</td>
<td>The motion vector in frame $f$ in the original case that point to the block in $f-1$, whose motion vector $\bar{d}<em>{MV}^{(f-2)}$ points at the same block in $f-1$ as $d</em>{MV,TP}$ in the filtered case.</td>
</tr>
<tr>
<td>$d_{MV}^{(f,(k,l),e)}$</td>
<td>Motion vector $e$ in MB$(k,l)$ of frame $f$.</td>
</tr>
<tr>
<td>$d_{MV,1}^{(f,(k,l),e)}$</td>
<td>Motion vector component 1 for motion vector $e$ in MB $(k,l)$ of frame $f$.</td>
</tr>
</tbody>
</table>
Motion vector component 1 for motion vector $e$ in MB $(k, l)$ of region $C$ in frame $f$.

The motion vector in the original case, which points at the same block in $f - 1$ as $d_{MV,TP}$ in the filtered case.

Motion vector component 2 for motion vector $e$ in MB $(k, l)$ of frame $f$.

Motion vector component 2 for motion vector $e$ in MB $(k, l)$ of region $C$ in frame $f$.

Motion vector in TP filtered sequence.

Distortion of the ROI of frame $f$.

Distortion of the ROI of the spatially filtered frame $f$.

The value of the parameterized ellipse used to indicate if pixel $(m, n)$ contains skin color.

Frame index $f = 1, 2, ..., F$.

The filter $filt \in \{SP, TP, SPTP\}$ is applied to the sequence.

Frame rate in frames per second (fps).

Total number of frames.

A gaussian centered at $(i, j) = (0, 0)$ and with standard deviation $\sigma$.

The $s$th gaussian filter in the spatial filter with standard deviation $\sigma_s$.

The interval of the quality map $Q$ corresponding to filter $G^{(s)}$.

Odd frames.

Even frames.

Frame with index $f$.

Value of pixel $(m, n)$ in frame $f$.

Value of pixel $(m, n)$ in reconstructed frame $f$.

Value of pixel $(m, n)$ in the background of the frame $f$.

Value of pixel $(m, n)$ in the background of the spatially filtered frame $f$.

Value of pixel $(m, n)$ in the background of the temporally filtered frame $f$.

Value of pixel $(m, n)$ in the filtered frame $f$.

Value of pixel $(m, n)$ in the filtered and reconstructed frame $f$.

The value of the pixel $(m, n)$ in the even frame.
\( I^{(m,n)}_{\text{odd,SP}} \) The value of the pixel \((m, n)\) in the spatially filtered odd frame.

\( I^{(p,q)}_{\text{even}} \) The block \( B_{TP}(p) \) in the even frame.

\( I^{(p,q)}_{\text{even,SP}} \) The spatio-temporally filtered block \( B_{TP}(p, q) \) of every even frame.

\( I^{(p,q)}_{\text{odd}} \) The block \( B_{TP}(p) \) in the odd frame.

\( I_{\text{odd,SP}} \) Spatially filtered odd frames.

\( I_{\text{odd,TP}} \) Temporally filtered odd frames.

\( I^{(p,q)}_{\text{odd,SP}} \) Spatially filtered block \( B_{TP}(p, q) \) in odd frame.

\( I^{(p,q)}_{\text{TP}} \) The temporally filtered block \( B_{TP}(p, q) \).

\( J \times J \) Size of the kernel of the gaussian \( G \) used to create the quality map \( Q \) from the binary detection map \( B_{DM} \).

\( K \) Control parameter in equation (3.8).

\((k, l)\) Index of makroblocks within a frame.

\( L \times L \) Size of 2D Gaussian filter \( G^{(s)} \).

\((m, n)\) Index of pixels within a frame, where \( m = 1, 2, \ldots, M \) and \( n = 1, 2, \ldots, N \).

\( M \times N \) Size of one frame.

\( m_{MV} \) The mean value of the length of the motion vector components.

\( m_{C,MV} \) The mean value of the length of the motion vector components in region \( C \).

\( m_{Diff} \) The mean value of the difference between votes when the same pair is assessed twice for one test subject.

\( \bar{M}_{Ne} \) The neighbor mean value map, where the mean value of block \((u, v)\) is weighted by the average mean values of its neighboring blocks.

\( \bar{M}_{Ne}^{(u,v)} \) The block \( B_{V}(u, v) \) in the neighbor mean value map \( \bar{M}_{Ne} \).

\( \bar{M}_{Ne,\text{SUM}} \) The sum of the mean values of the neighboring blocks of block \( B_{V}(u, v) \).

\( \bar{M}^{(m,n)}_{J \times J} \) The mean value of using a filter kernel of size \( J \times J \) centered at \((m, n)\).

\( \bar{M}^{(u,v)}_{U \times U} \) The mean value of \( B_{V}(u, v) \) using a filter kernel of size \( U \times U \).

\( m_{VOTE} \) The mean value of the votes in the subjective test.

\( N_{C}^{(f)} \) Number of pixels within region \( C \) in frame \( f \).

\( N_{Bg} \) Number of pixels in the background of frame \( f \).

\( N_{Bg,\text{Skip}} \) Number background pixels which are excluded from the spatial filter by the variance measure in frame \( f \).

\( N_{mv} \) Number of motion vectors in the sequence.

\( N_{C,mv}^{(f,(k,l))} \) Number of motion vectors within the region \( C \) of the sequence.

\( N_{mv}^{(f,(k,l))} \) Number of motion vectors within MB\((k,l)\) of frame \( f \).
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{C,mv}^{(f,k,l)}$</td>
<td>Number of motion vectors within MB($k, l$) of region $C$ in frame $f$.</td>
</tr>
<tr>
<td>$N_{ROI}$</td>
<td>Number of pixels in the ROI.</td>
</tr>
<tr>
<td>$N_{Tr}$</td>
<td>Number of pixels in the transition area of the even frames.</td>
</tr>
<tr>
<td>$Q$</td>
<td>Quality map.</td>
</tr>
<tr>
<td>$Q(m,n)$</td>
<td>The value of the quality map for pixel $(m, n)$.</td>
</tr>
<tr>
<td>$Qp$</td>
<td>Parameter controlling quantization step size in the encoder.</td>
</tr>
<tr>
<td>$Q(p,q)$</td>
<td>Maximum value of $Q(m,n)$, where $(m, n) \in BTP(p, q)$.</td>
</tr>
<tr>
<td>$Q_{var}$</td>
<td>The quality map modified using a variance measure.</td>
</tr>
<tr>
<td>$(p,q)$</td>
<td>The index of the $8 \times 8$ blocks used in the temporal filter, where $p = \lceil m/8 \rceil$ and $q = \lceil n/8 \rceil$.</td>
</tr>
<tr>
<td>$P_{error,MSE}$</td>
<td>The prediction error in equation (3.1) with MSE as distortion measure.</td>
</tr>
<tr>
<td>$P_{skin}(c)$</td>
<td>The probability of observing the color $c$ knowing that a skin pixel is observed.</td>
</tr>
<tr>
<td>$P(skin \mid c)$</td>
<td>The probability of observing skin given a color value $c$.</td>
</tr>
<tr>
<td>$PSNR_{Avg}$</td>
<td>The mean peak signal to noise ratio of all frames in the sequence.</td>
</tr>
<tr>
<td>$PSNR_{Border,Avg}$</td>
<td>The mean peak signal to noise ratio of the border of all frames in the sequence.</td>
</tr>
<tr>
<td>$PSNR_{dB}$</td>
<td>Peak signal to noise ratio in decibel.</td>
</tr>
<tr>
<td>$PSNR_{ROI,Avg}$</td>
<td>The mean peak signal to noise ratio of the ROI of all frames in the sequence.</td>
</tr>
<tr>
<td>$R_{target}$</td>
<td>Target bit rate kbps in frames per second (fps).</td>
</tr>
<tr>
<td>$R_f$</td>
<td>Total number of bits in kb assigned to frame $f$.</td>
</tr>
<tr>
<td>$R_{B_bg}^{(f)}$</td>
<td>Number of bits assigned to the background of frame $f$.</td>
</tr>
<tr>
<td>$R_{B_{bg},DCT}^{(f)}$</td>
<td>Number of bits assigned to the DCT components in the background of frame $f$.</td>
</tr>
<tr>
<td>$R_{B_{bg},SP,DCT}^{(f)}$</td>
<td>Number of bits assigned to the DCT components in the background of the spatially filtered frame $f$.</td>
</tr>
<tr>
<td>$R_{B_{bg},OH}^{(f)}$</td>
<td>Number of bits assigned to the overhead bits, which are always present, in the background of frame $f$.</td>
</tr>
<tr>
<td>$R_{B_{bg},MV}^{(f)}$</td>
<td>Number of bits assigned to the motion vectors in the background of frame $f$.</td>
</tr>
<tr>
<td>$R_{B_{bg},PErr}^{(f)}$</td>
<td>Number of bits assigned to the prediction error in the background of frame $f$.</td>
</tr>
<tr>
<td>$R_{B_{bg},SP}^{(f)}$</td>
<td>Number of bits assigned to the background of the spatially filtered frame $f$.</td>
</tr>
<tr>
<td>$R_{B_{bg},SP,MV}^{(f)}$</td>
<td>Number of bits assigned to the motion vectors in the background</td>
</tr>
</tbody>
</table>
of the spatially filtered frame $f$.

- $R_{Bg,SP,P\text{Err}}^{(f)}$: Number of bits assigned to the prediction error in the background of the spatially filtered frame $f$.
- $R_{Bg,TP}^{(f)}$: Number of bits assigned to the background of the temporally filtered frame $f$.
- $R_{Bg,TP,OH}^{(f)}$: Number of bits assigned to the overhead bits, which are always present in the background of the temporally filtered frame $f$.
- $R_{Bg,TP,MV}^{(f)}$: Number of bits assigned to the motion vectors in the background of the temporally filtered frame $f$.
- $R_{Bg,TP,P\text{Err}}^{(f)}$: Number of bits assigned to the prediction error in the background of the temporally filtered frame $f$.
- $R_{\text{ROI}}^{(f)}$: Number of bits assigned to the ROI of frame $f$.
- $R_{\text{ROI},SP}^{(f)}$: Number of bits assigned to the ROI of the spatially filtered frame $f$.

$s$ Index of gaussian filters used in the spatial filter, where $s = 1, 2, ..., S$.

$S$ The total number of gaussian filters used in the spatial filter.

$\sigma$ Standard deviation of Gaussian filter $G$.

$\sigma_{Dif}$ The standard deviation value of the difference between votes when the same pair is assessed twice for one test subject.

$\sigma_{MV}^2$ The variance of the motion vectors in the sequence.

$\sigma_{C,MV}^2$ The variance of the motion vectors of region $C$ in the sequence.

$\sigma_s$ Standard deviation of the $s$:th Gaussian filter $G^{(s)}$ used in the spatial filter.

$(u, v)$ Index of the $U \times U$ block used for the variance map $V$, where $u = \lceil m/U \rceil$ and $v = \lceil n/U \rceil$.

$T_m$ The maximum allowed mean value difference between two neighboring blocks.

$T_v$ The lower threshold on variance effecting the spatial filter.

$U \times U$ Size of the block used for the variance map $V$ and its mean value $\bar{M}_{U \times U}$.

$V$ Variance map.

$V(u,v)$ The block $B_V(u,v)$ in the variance map $V$.

$V_{\text{erode}}$ Eroded variance map.

$V_{\text{erode}}(u,v)$ The block $B_V(u,v)$ in the eroded variance map $V_{\text{erode}}$.

$Y_{f,(m,n)}$ The intensity component of the pixel $(m,n)$ in frame $f$, assuming YCbCr colorspace.

$\hat{Y}_{f,(m,n)}$ The intensity component of the pixel $(m,n)$ in reconstructed frame $f$, assuming YCbCr colorspace.
Chapter 1

Introduction

The main goal associated with video source coding is to reduce the amount of data used to describe the video sequence with as limited an effect on the quality as is possible. Region of interest (ROI) coding advances this concept by allowing higher quality within interesting regions of the video sequence without increasing the total amount of data. In low bit rate video transmission the necessary encoding causes reduced quality in regions of the video sequence with high detail and motion content. The perceived quality is experienced as particularly poor if the region contains information, which is important to the viewer.

ROI video coding methods increases the quality in regions of interest of the viewer at the expense of the quality in the background, compared to that when using ordinary encoding. In applications involving, for example, video conferencing, surveillance and transmission of sports, the interesting regions within the sequence can be identified. For example, in a video-conferencing sequence the face is of interest. Region of interest coding uses this information to apply different levels of compression to different parts of the sequence.

![Video transmission system](image-url)
1.1 Video coding

A digital video sequence consists of a limited number of images, which are called frames, and which are extracted at sufficiently small time interval to preserve the continuity in the sequence. Each frame is built up from small picture elements, pixels, which describe the color at that point in the frame using three different components. The result is a large amount of data which is necessary in order to completely describe the video sequence, which need encoding in order to enable transmission over channels with limited bandwidth. An example of a video transmission system can be found in fig. 1.1, where the sequence is compressed by the encoder before it is transmitted over the channel. In the decoding step the sequence is reconstructed. The reconstructed video sequence contains errors introduced both by the removed information in the compression and distortion in the channel.

1.1.1 Block-based hybrid coding

The existing video coding standards is based on block-based hybrid coding. The basic scheme partitions each frame within a video sequence into 16x16 pixel makroblocks (MB) and these MBs are further partitioned into blocks (B) of 8x8 pixels (See figure 1.2).

Each frame is either intra-coded using only information within the frame, or inter-coded, which indicates that information from other frames is also used. These
1.1 Video coding

Figure 1.3: Discrete Cosine Transform (DCT) of a block within a frame followed by quantization of the resulting components.

In an intra-coded frame each B is subjected to transform coding using the Discrete Cosine Transform (DCT) (See fig 1.3). The DCT represents the information in each block using a mean value of the block and the deviation from this mean value using combinations of 63 different patterns. Video usually contains several one colored areas, which in this case would be represented as one value instead of 64 values. In the case of deviations from this mean value in general only a few of the 63 patterns are necessary to express this deviation. Therefore much less information needs to be transmitted with this representation than if the pixel values were transmitted directly. The resulting components after the DCT is quantized and encoded using a variable length code (VLC), before they are transmitted.

In the inter-coded frames the fact that only minor changes occur between two frames is used in the encoding. This change can be represented by motion vectors which contain the number of pixels by which a makroblock has moved compared to its best match in the previous frame (See fig 1.4). The error between the MB and its best match in the previous frame, the prediction error, is transformed using the DCT and thereafter quantized. The motion vectors and the quantized prediction error are encoded using VLC. The bit stream consisting of mainly VLC, is decoded by performing the reverse operations associated with the encoding of both the intra- and inter-coded frames in order to reconstruct the sequence at the reciever side.

The main goal associated with compression is to decrease the bit rate with as little
previous frame
current frame
motion
tvector
best match

Figure 1.4: The best match from the previous frame is estimated and the motion vector to the position of the best match determined.

effect on the quality as is possible. The inter-coded P-frames results in less bits per frame than the intra-coded I-frames thus providing the motivation to use them in the encoding. On the other hand, I-frames enables access to the sequence at other times than at the first frame, which is assumed to be an I-frame. I-frames also prevents quality degradation, since errors propagates from P-frame to P-frame. In some cases B-frames are applied which predicts motion vectors from both the previous and the next frame.

1.1.2 Video coding standards

The Moving Pictures Reference Group MPEG [1], which is a working group of ISO/IEC and the International Telecommunications Union ITU [2] are responsible for producing the main standards available for video compression standards. These include MPEG-2 [3], H.261 [4] and H.263 [5], which are intended for different application with block-based hybrid coding as the common factor (See section 1.1.1). The standard MPEG-4 [6] includes additional features such as object-based coding (See section 1.3.3). The most recent standard is H.264 [7][8], also called MPEG-4 AVC, which has a higher compression efficiency than previous standards. The standards only describe the features supported by the encoder, define the syntax and semantics of the bit stream and the manner in which the transmitted bit stream should be parsed and decoded [9]. This enables some freedom when implementing the codec.
1.2 Perceptual quality

Video source coding in general aims to preserve quality, while reducing the bit rate. In most cases the quality is defined by the extent of the error introduced by the compression independent to its position in the video sequence. This is a simplification, which disregards the complexity of the human visual system (HVS). The perceptual quality is highly dependent on the information being transmitted at the location of the error. In regions containing details and particularly important semantic content, such as the face in video conferencing, the impact of an error is much greater than in the less important background. Methods for detecting quality are presented in section 2.4.

1.3 Region-of-interest video coding

At low bit rates video coding is performed in order to optimize the average quality under the constraints of a limited bandwidth. The results of this are that the quality in regions of the sequence containing high detail and motion content, such as a talking head, is reduced. This can be seen in fig 1.5.a, where the talking human is included in the ROI. When the most important information within the frame is found in these regions the perceived quality will be greatly affected. If these interesting regions can be detected ROI video coding can be applied, which increases the quality in the interesting region at the expense of the quality in the background as in fig 1.5.b. The result is an increase in perceived quality without increasing the bit rate.

The ROI video coding consists of two main steps. The ROI must firstly be detected, which requires previous knowledge of what a human would find interesting in the sequence. The perceived quality may even be reduced if the correct ROI is not detected. Secondly the video sequence is compressed using different amounts of encoding based on the detected ROI. This is achieved by bit allocation, which controls how many bits will be allocated to the different parts of the video sequence. More details concerning ROI video coding are presented in chapter 2.

1.3.1 Applications

Transmitting video conference material, as for example video conversations over the mobile phone, can be problematic for low bit rates. The encoding of regions of high motion and texture content gives an indiscriminately high number of artifacts. An example of this is the facial region in a videoconference sequence, where the
Figure 1.5: When ordinary video compression is applied, as can be seen for one frame in (a), all parts of the frame are compressed equally indifferent of content. However by using ROI video coding, as in (b), the perceived quality can be improved by compressing regions differently depending on content.
information communicated by the movement of the lips and facial expressions is lost if the artifacts are sufficiently large. In addition, reduced quality in the facial area can appear more disturbing for the viewer than reduced quality of the background. This is solved, in several approaches, by applying more compression to the background than in the facial region and is included in the articles by Eleftheriadis et al. [10] and Chen et al. [11].

In surveillance applications the regions of interest are often well defined, for example people or vehicles. The problem associated with analysing and transmitting surveillance video from several cameras in real time at low bit rates have been addressed in several publications. An approach which dealt with the means of detecting camouflaged enemies in the shape of people or military vehicles was introduced by Tankus et al. in [12], and which was suggested could be applied to ROI video coding in [13]. Other non-military examples of surveillance where ROI approaches have been applied include traffic surveillance in [14] and security applications in [15].

In [16] McCarthy et al. it was observed that in sequences from soccer games the quality of the player and ball proved to be the most important factor for the viewer. This indicates that by classifying the players and ball as ROI’s improves the visual experience at low bit rates. Detection of ROI’s in soccer sequences has also been attempted by Kang et al. in [17].

It is also possible to allow the user to define their own ROI and use the bit allocation methods presented in section 2.2 to control the quality in the video sequence.

### 1.3.2 Foveated coding

A related research area to ROI video coding is to use foveas instead of ROI’s. In biology, the fovea is the part of the retina in the human eye which contains the greatest number of photoreceptors. Details in images can only be perceived if that part of the image is processed by the fovea. Thus only the point upon which the human gaze is currently fixed must be presented with good quality, enabling quality reduction based on the distance to this point. In the foveation approach foveas, which have a gradual quality reduction based on the distance to a point, are placed with their centers at the pixels where the human is predicted to gaze in each frame as in [18]. This approach demands that the exact location of a person’s gaze is known, whereas in ROI coding it only necessary to detect the region of the gaze.
1.3.3 Object-based coding

In the standard MPEG-4 [6], objects and background can be divided into a set of layers, which are compressed separately and then synthesised into one sequence at the receiver. In figure 1.6 the partition into background and object layers are described. Region-of-interest coding differs from object-based coding in that regions of different characteristics are extracted instead of specific objects. In addition, in most region-of-interest cases, the region and background are not separated into layers, but are instead transmitted as an ordinary video sequence.

1.4 Overall aim

The primary goal of this licenciate thesis is to increase the perceived quality of video sequences with a known ROI at low bit rates without introducing changes to the standard or encoder.

1.5 Scope

The perceived quality is improved by applying the ROI video coding concept and is limited to methods which decrease the information in the background enabling more
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Information to remain within the ROI without increasing the bit rate. It is assumed that the ROI has already been successfully detected. The scope of this thesis is limited to pre-processing method, since methods associated with altering the encoder means that the implementation must be redone each time the encoder is changed. Pre-processing methods in both the spatial and temporal domain are investigated.

Only sequences involving communications with humans are considered in the tests of the methods in order to limit the impact of false detections of the ROI. Thus only sequences where the use of the face detection algorithm was successful were applied. However, in practice as long as the ROI detection is successful it can be assumed that the methods could be applied to any type of ROI. Only source coding is investigated and therefore no transmission errors are considered in the tests. The performance of the three filters are evaluated by a qualitative analysis of the effect the filters have on the encoding and on computational complexity. In addition quantitative tests using both objective measures are performed and subjective measures are used to verify the results.

1.6 Outline

This thesis is organized as follows: In chapter 2 an overview of the related works in ROI video coding field is presented. This is followed by three chapters 3, 4 and 5, where three filters are proposed and presented together with an analysis of their effect on the rate-distortion optimization of the codec, computational complexity and a presentation of the experimental results. These three filters are the spatial filter in chapter 3, the temporal filter in 4 and a combination of the previous two into a spatio-temporal filter in chapter 5. Thereafter a comparison of the three filters can be found in chapter 6 followed by conclusions in chapter 7.

1.7 Contributions

The contributions to this licenciate thesis consists of:

- Improvement of existing spatial filters to ensure that artifacts at the ROI border are avoided including a method concerning the means by which the computational complexity of the spatial filter can be reduced. (See chapter 3)

- Introducing a temporal filter which causes the encoder to skip the background in every second frame with bilinear interpolation to ensure that artifacts of the moving ROI border are reduced. (See chapter 4)
• A theoretical presentation of the effects of spatial and temporal filtering the rate and distortion of the encoder considering block-based hybrid encoding and different standards. (See sections 3.1, 3.3 and 4.2).

• A combination of the spatial and temporal filters which increases the coding efficiency further and reduces the computational complexity. (See chapter 5)

• A comparison of the performance of the three filter types. (See chapter 6)
Chapter 2

ROI video coding

The idea of increasing quality within the ROI by decreasing quality in the background is called ROI video coding. This can be divided into two separate steps. Firstly the ROI is detected by predicting the type of content in a region that attracts the viewer’s gaze and communicates the greatest amount of information. Based on these characteristics the position of the ROI is extracted (See section 2.1). In the second step the bit allocation is controlled in order to ensure that more bits are allocated to the ROI to increase the visual experience (See section 2.2).

2.1 ROI detection

The key to a successful ROI video coding is to correctly predict and detect the ROI, since a falsely detected ROI gives a lower perceptual quality than for ordinary video coding at low bit rates. This is achieved either by applying a generalized or an application-based approach. The generalized approach is based on visual attention models presented in section 2.1.1. In the application-based approaches the type of content present in an interesting region is predicted apriori for a particular application. These include video conferencing and videophone applications where faces are of interest (See section 2.1.2), surveillance of people and vehicles or in sports applications. Applications of ROI coding are further addressed in section 1.3.1.

2.1.1 Visual attention

Visual attention models determines the likelihood that a human viewer fixes his/her gaze on a particular position within a video sequence. This is generally based on models of the HVS. In [19] and [20] measures of color, orientation, direction of move-
ment and disparity are combined into a saliency map indicating the probability of this pixel drawing attention. Bollman et al. in [21] and Ho et al. in [22] extended these approaches by including motion detection. In addition Ho et al. in [22] also includes face detection. These approaches assume that the visual attention models can be generally applied however Ninassi et al. in [23] showed that the positions within an image where people are gazing are affected by the given task. This implies that the detection would be more accurate when the task is considered in detection, which is often the case in application-based approaches.

2.1.2 Face detection

In video communications human faces communicate a substantial part of the unspoken information using facial expressions and lip movements. Improving the quality of the human face by applying ROI video coding reduces the number of errors when interpreting the information and gives an experience of increased quality to the viewer. Face detection is a popular area including research on face recognition for surveillance and biometric authentication, coding using 3D-models and applications, where facial expression is extracted and analysed. In [24], Yang et al. present an overview of methods used for face detection including feature-based methods, template matching, eigenfaces, neural networks, support vector machines and more.

Most ROI video coding approaches apply different skin-color detection methods which are presented in 2.1.2. Skin-color detection is a fast method which is invariant to pose, orientation, difference in skin-color and occlusion. However skin-color can be combined with other feature detection methods to ensure robustness with respect to illumination changes and increased selectivity. Other face detection for ROI video coding approaches include extracting facial contours from edges in [25] and using a the unsupervised neural network described as a self-organizing map (SOM) as in [26].

Skin-color

An overview of pixel based skin detection techniques including different color spaces and classification methods can be found in [27]. A wide variety of color spaces have been used for skin-color detection including RGB, normalized RGB, HSI, HSV, HSL, TSL, YCbCr and others, where different color maps are suitable for different purposes. However, YCbCr is a common choice, because it separates luminance and chrominance and it is used in most video compression standards. YCbCr can be calculated from RGB using the simple transformation
\[ Y = 0.299R + 0.587G + 0.114B \]
\[ C_r = R - Y \]
\[ C_b = B - Y \]

Several methods can be used to classify skin color based on a particular color space, including skin cluster boundaries, normalized lookup tables (LUT), Bayes classifiers, elliptic models, single Gaussians models and mixtures of Gaussians models.

The simplicity of describing the boundaries of skin clusters with boundary rules [11] [28] [29] makes this type of detection attractive. However, it is difficult to empirically find adequate color spaces and decision rules. As investigated in [30] compactly clustered skin-color in some color spaces enables the use of parametric models as single Gaussians and Gaussian mixture models for the approximation of the probability density functions (pdf) of skin-color. Parametric methods can be represented by a few parameters and have the ability to interpolate over incomplete training data. Single Gaussian models as in [30, 31] and the related elliptical model in [32] are very quick in training and classification but their strict shape limits performance. The Gaussian mixture model [33], on the other hand, improves detection accuracy at the cost of increased training and classification time.

According to Yang et al. in [24] and Vezhnevets et al. in [27] the dependance of color space by the parametric methods is avoided by applying non-parametric methods instead, at the cost of increased storage space and higher requirements on the training set. Non-parametric approaches include LUT in [34], which is a normalized histogram representing the probability of observing the color \( c \) knowing that a skin pixel is observed, \( P_{\text{skin}}(c) \). A more appropriate skin-color detection measure would be to observe the probability of observing skin given a color value \( c \), \( P(\text{skin} | c) \). This probability can be determined by applying Bayes rule as in [35] and [36] and the Bayes classification is shown in [37] to give the highest accuracy in detection compared to other pixel based methods.

The robustness to illumination conditions can be improved by adapting the skin-color detection to illumination changes. In [36] Phung et al this is attempted by adaptively updating the Bayesian probabilities and in [38] Zhu et al. adaptive updates of a Gaussian mixture model. Another approach by Hsu et al. in [39] applies a nonlinear adaptable color space determined from a white reference.

**Multiple features**

A problem associated with skin-color detection is that skin-color-like background items are likely to be detected. The presence of a face can be further verified using
additional features. These features include eyes and face boundary in [39] and [29], mouth in [39], size of ROI and number of holes in the region in [31] and homogenity measure in [36] and [40].

2.2 Bit allocation

Reallocation of bits from the background to the ROI can be achieved either by a pre-processing stage before the encoding or by controlling the parameters in the encoder. The video coding standards allow alterations of the encoder as long as the required features are included and the syntax of the bitstream is unaltered. However, each time the encoder is changed any modifications must be remade and adapted to the new encoder. This can be avoided by using pre-processing instead, but with loss of adaptability of background quality to variable bit rates of the channel.

2.2.1 Spatial bit allocation

The majority of research on bit allocation for ROI video coding apply spatial methods and in particular those controlling parameters within the codec. The quantization step sizes controls the quantization accuracy concerning DCT components and the prediction error. In [41] and [11] two step sizes are used for each frame. A small step-size is used for the ROI and a larger stepsize is used for the background. This results in a more finely tuned quantization and therefore improved quality of the ROI. However, the difference between background and ROI quality appears abrupt if there is a large difference in quantization. Solutions include adaptation of the quantization step sizes of the background to the distance of the ROI border [42, 43], applying three quantization levels in [25] or deciding the step size based on a sensitivity function [44]. Approaches involving other types of encoder parameters are addressed in [45] and [46], where the number of non-zero DCT components are used to control bit allocation.

Controlling quantization parameters allows direct integration with the rate-distortion function within the codec, but can introduce “blockiness” due to coarse quantization. Pre-processing, whose resulting error is generally less disturbing, avoids codec dependencies. Methods based on low-pass filtering (blurring) of non-ROI are addressed in [11] and [18]. Low pass filtering reduces the amount of information which gives less non-zero DCT components and a reduction in prediction error due to the absence of high frequencies. The rate-distortion optimization of the encoder then re-allocates bits to the ROI, which still contains high frequencies. In [11] Chen et al. low pass filtering of the background regions are applied using one filter for the
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complete frame. This gives a distinct boundary separating the ROI and background which leads to disturbing artifacts. In the foveation coding approach by Itti in [18] a gradual transition of quality from the fixation point, where the human is predicted to gaze, to the background is achieved using a Gaussian Pyramid. Foveated Coding is addressed in section 1.3.2.

2.2.2 Temporal bit allocation

The number of bits necessary to encode the background is reduced if a lower frame rate (fps) is used, at the expense of a decrease in the quality of the background. The related object-based video coding addressed in section 1.3.3 extracts and encodes objects and background in separate layers, which are synthesized into one video sequence at the decoder. The layers can be encoded using different frame rates enabling reduced frame rates for the background as in [47]. This is supported by the MPEG-4 standard [6]. A similar approach is suggested in [14] by Meessen et al where the ROI and background are encoded and transmitted as two separate sequences requiring adaptation at the receiver side.

Compatibility with the standard remains if the temporal bit allocation is performed without affecting the syntax of the bit stream [48, 25, 49]. In [48] all blocks not used in the encoding of the ROI are skipped in the P-frames and their DCT coefficients are deleted in the I-frames. Lee et al. in [25] reduces the transmitted information by skipping background makro blocks in every second frame unless the global motion in the frame exceeds a threshold. A similar approach is presented by Wang et al. in [49], where the background blocks are skipped based on the content in the ROI and background.

Adiono et al. presents a pre-processing approach in [45], that applies a temporal average filter in order to average out differences between the background of two frames.

2.2.3 Combinations of spatial and temporal bit allocation

The spatial methods reduces the background information transmitted in DCT components or the motion prediction error. The temporal filters, on the other hand, mainly reduces the bits assigned to the background motion vectors, except in the case of the average filter in [45] which affects the prediction error instead. Thus combinations of spatial and temporal approaches increases the reallocation of bits from the background to the ROI, since the spatial filters and the temporal filters reduce the background bits in different parts of the encoding. In [25] Lee et al. combine a spatial method controlling quantization step sizes with the skipping of background
blocks for every second frame under limited global frame motion. Spatial methods controlling the number of DCT components are combined with a similar temporal method as [25], but adapted to ROI and background content in [49], and combined with an temporal average filter in [45].

2.3 Other applications of ROI

The region of interest concept has applications other than those related directly to video source coding. One method of coping with errors introduced by the channel in the transmission is data partitioning, which introduces unequal error protection to the video sequence. In [50] Hannuksela et al suggests partitioning the data into ROI and background to ensure more error protection for the ROI. The ROI related approach foveation in section 1.3.2 has also been suggested as a tool for controlling data partitioning in [51]. Reduction of the effect of channels errors has also been addressed by Hannuksela et al. in [52], where the prediction of ROI blocks is restricted to other ROI blocks in the current frame or in neighboring frames.

In addition the use of ROI in transcoding applications has also been suggested. In [53], Lin et al. apply ROI in order to reduce the frame rate of non-active users in multi-point video conferencing. Dogan et al. in [54] suggests the use of ROI when downscaling high quality video to enable transmission in a heterogenous network.

2.4 Quality measures

Quality assessment of video is usually performed with fast and repeatable objective measures, which uses predefined algorithms. However, the algorithm fails to include all aspects of the HVS and therefore does not give a precise measure of perceived quality. Subjective tests, with human subjects, gives a good representation of the HVS but is time-consuming and has high requirements with regards to the test setup in order to ensure analysable tests.

2.4.1 Objective quality

Video coding quality is in the majority of cases measured using the mean square error (MSE) based peak-signal-to-noise ratio (PSNR) [55]

$$\text{PSNR}_{dB} = 10 \log_{10} \frac{255^2}{\text{MSE}}$$
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\[ \text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)^2, \]

where \( N \) is the number of pixels within the video signal, 255 is the maximum pixel value and \( x_i \) and \( y_i \) represents pixel \( i \) in the original and distorted video sequence, respectively. This measure only considers errors at the pixel level while completely disregarding the position of the pixel or the context of the region. ROI video coding aims to improve perceived quality by increasing the quality in the ROI at the expense of that in the background and therefore the PSNR of the ROI is often analysed by itself. This gives an indication of how much the quality increases within the ROI, but no indication of the effect of decreased background quality to the perceived quality. Attempts have been made to include more HVS characteristics in objective measures, which are summarized by Wang et al. in [56]. Several different approaches have been considered such as applying foveation and visual attention [57], contrast sensitivity [58] and structural distortion measurement instead of error measurement [59] and several others.

2.4.2 Subjective quality

Subjective tests using human subjects enables tests measuring the actual perceived quality. Successful extraction of analysable results from subjective tests depends on several factors including the test time, test order and the instructions received. In addition even if one test person experiences good quality this is not necessarily the case for the next test person. The standard ITU-R BT.500-10 [60] presents several different test methodologies concerning, for example, quality assessment of single video sequences and pairwise comparison of video sequences. The definitions include setup parameters and description of tests and scales used by the test subject to describe the perceived quality. The ITU-R quality scale in table 2.1 is used for evaluatating single sequences, while the ITU-R comparison scale in table 2.2 can be applied to the comparision of two video sequences. Smaller subjective tests can be used to verify the results of objective measures.

Applying the standard enables comparision with other research results.
<table>
<thead>
<tr>
<th>Vote</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Excellent</td>
</tr>
<tr>
<td>4</td>
<td>Good</td>
</tr>
<tr>
<td>3</td>
<td>Fair</td>
</tr>
<tr>
<td>2</td>
<td>Poor</td>
</tr>
<tr>
<td>1</td>
<td>Bad</td>
</tr>
</tbody>
</table>

Table 2.1: The ITU-R Quality Scale used to evaluate the subjective quality of one video sequence.

<table>
<thead>
<tr>
<th>Vote</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>Much worse</td>
</tr>
<tr>
<td>-2</td>
<td>Worse</td>
</tr>
<tr>
<td>-1</td>
<td>Slightly worse</td>
</tr>
<tr>
<td>0</td>
<td>The same</td>
</tr>
<tr>
<td>1</td>
<td>Slightly better</td>
</tr>
<tr>
<td>2</td>
<td>Better</td>
</tr>
<tr>
<td>3</td>
<td>Much better</td>
</tr>
</tbody>
</table>

Table 2.2: The ITU-R Comparision scale used to evaluate the quality of one video sequence compared to another.
Chapter 3

Spatial filtering

In this chapter a method, which seeks to improve the codec independent bit reallocation in the spatial domain is presented. (See section 2.2.1.) The proposed spatial (SP) filter presented in figure 3.1 improves the ROI approach in [11] by allowing a gradual degradation in quality from ROI to the background in order to reduce border effects. Border effects appears when the SP filter causes large differences between neighboring ROI and background pixels at the ROI border. This is solved by extending the idea of using different Gaussian filters depending on the distance to the border of a region instead of the distance to a point of fixation as in the foveated coding approach presented by Itti in [18]. ROI video coding does not detect the exact position of the human gaze and therefore equal quality within the ROI is necessary. The basics involved in video compression are presented in section 3.1 and in particular the rate and distortion calculations used to create and analyse the algorithms. More details concerning the SP filter can be found in section 3.2.

The performance of this filter is evaluated both theoretically and using qualitative tests. A theoretical analysis of how SP filtered video affects the rate distortion optimization in the codec compared to encoding the original video sequence is presented in section 3.3. In addition a theoretical analysis of the computational complexity of the filter can be found in section 3.4. The results for the qualitative test measuring the performance using bit rate, PSNR and subjective tests are presented in section 3.6.

3.1 Block-based hybrid coding of a video sequence

In this section the description of block-based hybrid video coding in section 1.1.1 is explained in greater detail. In particular the rate and the distortion of the sequence,
Figure 3.1: The spatial filter including the ROI detection, creation of the quality map and filtering of the background with $S$ filters of variable variance $\sigma^2_s$. 
Figure 3.2: The video sequence is defined by the number of frames \( F \) and each frame is further defined by the number of pixels in each column \( M \) and each row \( N \). In addition for ROI video coding each pixel either belongs to the ROI or the background and the number of pixels in the ROI and the background of frame \( I(f) \) are given by \( N_{ROI} \) and \( N_{Bg} \), respectively.

since these are used to control the performance of the encoder.

In this thesis a video sequence is defined as \( F \) frames \( I(f) \) with index \( f = 1, 2, ..., F \) (See figure 3.2). Each frame contains \( M \) columns and \( N \) rows of pixels, where the index of a pixel is \((m, n)\) for \( m = 1, 2, ..., M \) and \( n = 1, 2, ..., N \). Each frame is further divided into the ROI and the background, where the number of pixels assigned to the ROI and the background are given by \( N_{ROI} \) and \( N_{Bg} \), respectively. In most color video coding systems the original video is described using the \( YC_bC_r \) color space described by equation (2.1). Therefore each pixel \((m, n)\) in the original frame and in the compressed and reconstructed frame is represented by \( I(f, (m,n)) \) and \( \hat{I}(f, (m,n)) \), respectively and contains three color components \( Y(f, (m,n)), C_b(f, (m,n)) \) and \( C_r(f, (m,n)) \).

The commonly used video coding standards (See section 1.1.2) apply block-based hybrid coding as described in figure 3.3, where each block is either intra-encoded or inter-coded. The intra-coded blocks are first subjected to DCT as described in section 1.1.1, which represents the block in frequencies instead of pixels. This reduces redundancy within the blocks enabling less information to be transmitted. The resulting DCT components are quantized (QUANT) and encoded using variable length codes (VLC). Inter-coded frames are encoded using prediction from the previous block. This is achieved by estimating the motion of that block (ME) compared to that of the previous frame, which is found in the previous frame memory (PFM). The motion estimation is performed for each MB by finding the \( \hat{d}_{MV} \) for which the prediction error

\[
E\{||I(f, (m,n)) - I(f-1, (m,n)+\hat{d}_{MV})||^2\} \tag{3.1}
\]
Figure 3.3: The encoding (top) and decoding (bottom) in a basic block-based hybrid coding system.
is minimized for that MB and  

\[ E[·] = \frac{1}{N_{\text{block}}} \sum_{(m,n) \in \text{block}} (·) \]  

The sum of absolute differences (SAD)

\[ \sum_{(m,n) \in \text{block}} |I(f, (m,n)) - I(f-1, (m,n) + d_{\text{MV}})| \]

is sometimes applied instead of MSE, since it has a lower computational complexity. However in this analysis it is assumed that MSE is applied, since the choice of MSE or SAD would not affect the result of the analysis. The resulting motion vector \( d_{\text{MV}} \) is encoded using VLC. In the motion compensation (MC) part, the error between the current block and its best match in the previous frame is calculated. The position of the best match in the previous frame is given by translating the current position using \( d_{\text{MV}} \). This error is called the prediction error in this thesis. The resulting prediction error is encoded as an intra-coded block using DCT, quantization and VLC.

The encoding is controlled by a set of parameters, such as for example the quantization step size and the search range for the ME. These parameters can either be set manually, giving variable bit rates or determined using rate-distortion optimization. In the case of rate-distortion optimization the parameters are determined by minimizing the distortion \( D \), while maintaining a target bit rate \( R_{\text{target}} \). This is achieved by optimization of the rate distortion function [9]

\[
\min_{R(f)} D(f) \quad \text{subject to} \quad \frac{R(f)}{F_{\text{rate}}} \leq \frac{R_{\text{target}}}{F_{\text{rate}}} 
\]

for the distortion \( D \) introduced by the codec as can be seen in figure 3.4 assuming MSE as distortion measure and a given target bit rate \( R_{\text{target}} \) [kbps] and a given frame rate \( F_{\text{rate}} \) [fps]. In this thesis the concept of rate is extended to the number of bits required for each part, such as MB and frame, which is related to the bit rate in bits per second by the frame rate and the number of MBs per frame. The rate \( R(f) \) in kb per frame \( f \) is given by

\[ R(f) = R^{(f)}_{\text{ROI}} + R^{(f)}_{B_{\text{g}}} \]

where \( R^{(f)}_{\text{ROI}} \) and \( R^{(f)}_{B_{\text{g}}} \) are the number of bits used to encode the ROI and the background of frame \( f \), respectively. The total distortion of the video sequence by the compression assuming MSE as distortion measure is

\[ D(f) = \frac{(N^{(f)}_{\text{ROI}} D^{(f)}_{\text{ROI}} + N^{(f)}_{B_{\text{g}}} D^{(f)}_{B_{\text{g}}})}{M N} \]

\[ D^{(f)}_{C} = E[|I(f, (m,n)) - \hat{I}(f, (m,n))|^2] \]
The distortion $D$ considered in this thesis is only measured over the encoder/decoder pair and therefore when prefiltering is applied the filtered data is compared to the reconstructed data.

\[
E_C \{ \} = \frac{1}{N_C(f)} \sum_{(m,n) \in C} (-) 
\]

where $N_c$ is the number of pixels within region $C \in \{ROI, Bg\}$ of frame $f$. The same distortion measure is applied to filtered signals where the distortion of region $C$ in frame $f$ becomes

\[
D_{C, \text{Filt}}^{(f)} = E_C \{|I_{\text{Filt}}^{(f,m,n)} - \hat{I}_{\text{Filt}}^{(f,m,n)}|^2\} \quad (3.3)
\]

where $\text{filt} \in \{SP, TP, SPTP\}$. The rate of each frame can be further divided into which parts of the coding they originate from. In an intra-coded frame the number of bits in the background can be divided into

\[
R_{Bg}^{(f)} = R_{Bg,\text{OH}}^{(f)} + R_{Bg,\text{DCT}}^{(f)} \quad (3.4)
\]

where $R_{Bg,\text{OH}}^{(f)}$ gives the number of overhead bits always present and $R_{Bg,\text{DCT}}^{(f)}$ is the number of bits assigned to the DCT coefficients in the background of frame $f$. Then for an inter-coded frame

\[
R_{Bg}^{(f)} = R_{Bg,\text{OH}}^{(f)} + R_{Bg,\text{MV}}^{(f)} + R_{Bg,\text{PErr}}^{(f)}
\]

where $R_{Bg,\text{MV}}^{(f)}$ gives the bits allocated to motion vectors and $R_{Bg,\text{PErr}}^{(f)}$ the bits used to encode the prediction error. In both intra and inter-coded blocks the $R_{Bg,\text{OH}}^{(f)}$ can be assumed to remain approximately the same even when the block is skipped in the inter-coded case.

### 3.2 The SP filter algorithm

The SP filter presented in figure 3.1 consists of three main parts. Firstly the detection of the ROI is described in section 3.2.1 and the means by which this information is used to calculate a quality map is described in section 3.2.2. The quality map contains...
information concerning the position of the ROI and the distance to the ROI. This is used in order to control a set of Gaussian filters with different variances to create a gradual quality degeneration from the ROI to the background, which is addressed in section 3.2.3

### 3.2.1 ROI detection

The first step in the ROI coding determines the position of the ROI. Various detection methods can be used and the choice depends on the characteristics of the content of the ROI (See section 2.1). In this thesis we have chosen to focus on videoconferencing sequences. Thus the ROI is assumed be the face region, since it contains the most visual information of interest in a conversation.

The parametric model in [32], which is briefly described in appendix A, and an experimentally determined threshold is used in this paper to provide a binary detection map $B_{DM}$. This parametric model is used because of its simplicity, but it is highly dependent on lighting conditions and results in many false positives. The use of more accurate detection methods is recommended. In addition the threshold is determined experimentally for each sequence and thus a better decision method is necessary to make the detection general for all faces. The pre-filtering methods presented in this paper can be applied to any type of ROI and any number of ROIs under the assumption that the ROI detection gives a correct result. However the size of the ROI will affect how much data can be reallocated from the background to the ROI.

### 3.2.2 Quality map

The position of the ROI is used to determine where the filtering is performed and can be directly extracted from the binary detection map $B_{DM}$. A quality map $Q$ indicating the distance to the ROI border is used to determine what filter to use. The distance is determined by filtering $B_{DM}$ with a 2D Gaussian filter kernel of size $J \times J$ given by

$$G(i,j) = \frac{1}{2\pi\sigma^2} e^{-((i^2+j^2)/2\sigma^2)} (3.5)$$

where $\sigma^2$ is the variance of the filter. The resulting quality map $Q(m,n)$ contains continuous values between 0 and 1 indicating the importance of sustaining the quality at that location. The ROI and background are now redefined as

$$(m,n) \in ROI \text{ if } Q(m,n) \geq A_{ROI}$$

$$Bg = \negROI$$
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Figure 3.5: (a) The face is assumed to have an approximately oval shape. (b) More than 1/3 of the low pass filter kernel covers face pixels, when calculating the value for the border pixel in the thinnest part of the face.

The distance to the ROI border is indicated by $Q^{(m,n)}$. The minimum value of $Q$ belonging to the ROI, $A_{ROI}$, is determined by assuming that faces are approximately oval in shape (See fig. 3.5.a) and that the filter kernel is less than half the size of the face. Faces less than twice the size of the filter kernel are sufficiently small to have unclear features. Low pass filtering of the binary detection map $B_{DM}$ gives the lowest value of $Q^{(m,n)}$ for $(m, n) \in ROI$ at the ROI border and in particular where the face is the thinnest. It can then be assumed that at least a third of the pixels processed by the filter kernel for one such border pixel have the value 1 (See fig. 3.5.b). Thus $Q^{(m,n)} < A_{ROI} = 1/3$ ensures that the complete face is included within the ROI. This constant can also be applied to other types of ROIs with shapes similar to that of the face, however it might not be successful at detecting thin or small ROIs. The procedure for the quality map gives a larger ROI than in the $B_{DM}$ and further removes high frequency components. Holes within the ROI are filled in and small ROI’s are removed so no extra morphological filters are necessary. An alternative quality map may be utilized in order to reduce computational complexity. It is described in section 3.4.1.

3.2.3 SP filter

The background of each frame in the video sequence is filtered using a set of Gaussian filters with standard deviations which depend on the distance to the ROI. The distance is extracted from the quality map $Q$. The information in $Q$ is used in the SP filtering by applying a set of thresholds partitioning the background values $[0, A_{ROI})$ into $S$ intervals

$$H^{(s)} = \left[ \frac{(s-1)A_{ROI}}{S}, \frac{sA_{ROI}}{S} \right)$$

(3.6)

for $s = 1, 2, ..., S$, where $S$ is the number of low-pass filters used. Each partition corresponds to one Gaussian filter $G^{(s)}$, which can be described as $G^{(x,y)}$ in eq. 3.5.
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with a variance $\sigma_s^2$ instead of $\sigma^2$ and size $L \times L$. The variance $\sigma_s^2$ is used to control the impact of the different filters. Thus each pixel where $Q^{(m,n)} < 1/3$ and $Q^{(m,n)} \in H^{(s)}$ is low-pass filtered using filter $G^{(s)}$. The variances of the filters must have the property $\sigma_1^2 > \sigma_2^2 > \ldots \sigma_{S-1}^2 > \sigma_S^2 > \sigma_{S+1}^2 = 0$ to ensure a gradual degradation in quality from the ROI to the interval $H^{(1)}$ filter with $G^{(1)}$. This property is fulfilled if the standard deviations of the filter are given values on a strictly decreasing curve such as the linear curve between $\sigma_1$ and $\sigma_{S+1} = \sigma_{ROI} = 0$ with respect to $s$. The standard deviation of the $s$:th filter $\sigma_s$ is therefore given by

$$\sigma_s = \sigma_1(S + 1 - s)/S$$

(3.7)

The largest standard deviation $\sigma_1$ is used to control the degradation of quality in the background. In equation (3.7) the standard deviation of the ROI $\sigma_{S+1} = 0$ is used as an endpoint instead of $\sigma_S$ in equation (3.8), which was used in a previous approach by the author. This ensures that the smooth quality degradation from $G^{(s)}$ to $G^{(s-1)}$ also apply from the ROI to those pixels filtered with $G^{(S)}$. The previously used alternative in equation (3.8) is also linear but in this case all of the standard deviations are altered by changing the control parameter $K$.

$$\sigma_s = K(\frac{(\sigma_1 - \sigma_S)(s - S)}{1 - S} + \sigma_S)$$

(3.8)

However this alternative is not used, since a badly chosen control parameter $K$ in equation (3.8) could result in too large a value of $\sigma_S$ thus causing an abrupt change in quality at the ROI border.

3.3 Rate-Distortion of SP filtered video

In this section the encoding of SP filtered video sequences will be addressed and compared to the encoding of the original video sequences. The analysis is based on the definitions in section 3.1. In section 3.3.1 we analyse the effect on rate and distortion by encoding filtered data instead of original data. A similar analysis of the inter-coded frames can be found in section 3.3.2.

3.3.1 Intra-coded frames

The SP filter removes all frequency components above the cut-off frequency. This implies that the number of non-zero DCT coefficients requiring to be quantized and encoded either decreases or remains the same in the background blocks. If we assume that the same quantization step sizes are used for both the original frame and
the filtered frame then \( R_{Bg,SP,DCT}^{(f)} \leq R_{Bg,DCT}^{(f)} \), thus means that from equation (3.4)

\[
R_{Bg,SP}^{(f)} \leq R_{Bg}^{(f)}
\]

where \( R_{Bg,SP}^{(f)} \) is the total number of bits allocated to the background of frame \( f \) in the spatially filtered sequence. Equality only applies when all frequencies in the background are below the cut-off frequency of the spatial filter. Thus when frequencies above the cut of frequency exist the bit rate is reduced.

The removal of high frequency components in the background means that

\[
D_{Bg}^{(f)} \geq D_{Bg,SP}^{(f)}
\]

for all frames, where \( D_{Bg,SP}^{(f)} \) is defined by equation (3.3). The distortion of the ROI is unchanged by the low pass filter while the distortion in the background is reduced. Thus the minimization in equation (3.2) implies that \( R_{ROI}^{(f)} \leq R_{ROI,SP}^{(f)} \) and \( R_{Bg}^{(f)} \geq R_{Bg,SP}^{(f)} \), since the overall distortion is reduced by assigning more bits to the ROI of the filtered sequences compared to those of the original sequence. Therefore the codec will automatically re-allocate bits from the background to the ROI improving the quality of the ROI, when applying the SP filter.

### 3.3.2 Inter-coded frames

Low pass filtering removes details, i.e. high frequencies, which means that for each MB the prediction error is the same or reduced compared to the prediction error of the original frame. An example of this is found in figure 3.6. Thus

\[
E[|I_{Bg,SP}^{(f,(m,n))} - I_{Bg}^{(f-1,(m,n)+dMV)}|^2] \leq E[|I_{Bg}^{(f,(m,n))} - I_{Bg}^{(f-1,(m,n)+dMV)}|^2]
\]

(3.10)

where \( I_{Bg}^{(f,(m,n))} \) contains the value of the frame \( f \) when \( (m,n) \in Bg \). Equality occurs when all frequencies are below the cut-off frequency of the spatial filter for both MBs or if the frequency components exceeding this value are identical in the two MBs. Otherwise by removing the detail in both blocks the difference between them decreases. The decrease in prediction error implies that the number of bits allocated to the prediction error of the background in the spatially filtered frame is reduced,

\[
R_{Bg,SP,PErr}^{(f)} \leq R_{Bg,PErr}^{(f)}
\]

for a fixed set of coding parameters, such as quantization step sizes and the search range for the ME.

The choice of motion vectors based on equation (3.1) is also affected by the spatial filter. The prediction of each MB is optimized by minimizing the sum of bits
Figure 3.6: The prediction error of the MBs at the same position in two adjacent frames (top, left and (top, middle), $P_{\text{error}, \text{MSE}} \approx 2433$, is large because of the translation of the line from one MB to the other as can be seen in the difference of the two MBs (top, right). However if the two MBs are SP filtered (bottom, left and (bottom, middle), the difference between the MBs (bottom, right) is reduced significantly and the prediction error becomes $P_{\text{error}, \text{MSE}} \approx 202$. 

allocated to encode both the motion vector and the resulting prediction error. Thus the choice of motion vectors might result in a reduction of bits when the prediction error is reduced. This occurs when the reduced cost of encoding this prediction error compared to the prediction error of the same MB in the original sequence is sufficient for the decision to be made to use the corresponding motion vector. That is the case in figure 3.6. The two blocks in the figure are in the same position in two adjacent frames. In the original frame it is apparent that the main detail in the shape of a line has moved. Due to the resulting high prediction error it is cheaper to encode the prediction error and the corresponding motion vector for the translation of that line than the prediction error without a motion vector. However, in the filtered case the prediction error has become sufficiently small for it to be encoded directly.

In addition, the number of motion vectors is related to the target bit rate, since motion vectors have a high cost in bits compared to other encoding components. A choice involving only the encoding of the prediction error (The motion vector is assumed to be $\bar{d}_{MV} = (0,0)$) could give an increase in the distortion that is sufficiently small such that it discourages coding both the motion vector and the prediction error if there is a shortage of bits. However, this motion vector can be used to reduce the overall distortion when more bits are made available by the SP filter.

Minimizing equation (3.2) indicates in a manner similar to that as for intra-coded frames that $R_{b_g}^{(f)} \leq R_{b_g,SP}^{(f)}$, since the prediction error of the spatially filtered background is smaller than for the original sequence. If the motion vector length is altered the sum of the bits allocated to the prediction error and motion vectors of that MB then become lower or the same as in the original sequence. Thus bits will be allocated to the ROI, where the prediction error is large and therefore can be improved.

### 3.4 Computational complexity

The computational complexity of the different parts of the SP filter is presented in this sections. In addition, versions of the algorithms, which aim at reduction in the computational complexity, are suggested. The computational complexity is defined as the number of operations, where an operation consists of addition, subtraction, multiplication or division. Absolute values are disregarded since they cost substantially less to perform. The computational complexity of the ROI detection depends on the detection method used (See section 2.1). However the skin-color detection in section 2.1.2 can be performed by Bayesian classifiers with two predetermined histograms [36] resulting in only one multiplication per pixel in the decision.
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3.4.1 Quality map

Low-pass filtering with a Gaussian filter is necessary to create the quality map from a previously determined binary detection map $B_{DM}$. The size of the filter kernel, $J \times J$, must be sufficiently large to include all the pixels affecting the filtering when using this kernel. The filter has a computational complexity of $2J^2$ operations per pixel, but the separability property of the two-dimensional Gaussian filter reduces the computational complexity to $4J$ operations per pixel by using two separate one-dimensional Gaussian filters. This results in a computational complexity of $4JMN$ per frame. If the mean value filter $\bar{M}(m,n) = \frac{1}{J^2} \sum_{a=m-\lfloor J/2 \rfloor}^{m+\lfloor J/2 \rfloor} \sum_{b=n-\lfloor J/2 \rfloor}^{n+\lfloor J/2 \rfloor} B_{DM}(a,b)$, (3.11)
is applied instead of the Gaussian filter, the number of operations is reduced by 50%, with the effect that the distance measure now becomes linear. This linear distortion measure does not provide a rapid descent close to the ROI as does the Gaussian filter and therefore on average a slightly higher standard deviation will be used for the transition region.

3.4.2 Spatial filter

The $S$ Gaussian filters used in the filtering are assumed to have been previously determined and recalculated once per frame at the most. Thus the computational complexity involved in determining the filters has only a limited impact on the total computational complexity and is therefore excluded from the calculation. The computational complexity determination in section 3.4.1 can be used to calculate the complexity involved in applying the SP filter, since a Gaussian filter is used to determine the quality map $Q$. The computational complexity of the background filter is then $4LN_{Bg}$ for filter kernels of size $L \times L$, where $N_{Bg}$ is the number of pixels in the background.

Method for reduced complexity

It is not necessary to SP filter all background pixels, since the filtering only has an effect in areas containing high frequencies. In figure 3.7 the proposed method for the reduction in computational complexity of the background filtering is presented.

After the quality map has been determined the following steps are taken before the final quality map $Q_{Var}$ is determined.
Figure 3.7: The computational complexity of the spatial filter can be reduced by eliminating those parts of the background that would not be noticeably affected by the spatial filter from the filtering. This elimination is based on the variance and mean value within blocks of arbitrary size in the background.
• **Variance map**: The mean value map $\bar{M}_{U \times U}$ and the variance map $V$ containing the average absolute deviation

$$V^{(u,v)} = \frac{1}{U^2} \sum_{m=U-u}^{U(u+1)-1} \sum_{n=U-v}^{U(v+1)-1} |Y^{(f,(m,n))} - \bar{M}_{U \times U}|$$

$$\bar{M}^{(u,v)}_{U \times U} = \frac{1}{U^2} \sum_{m=U-U}^{U(u+1)-1} \sum_{n=U-U}^{U(v+1)-1} Y^{(f,(m,n))}$$

is calculated for each $U \times U$ block $B^{(u,v)}_V$ of the intensity image $Y^{(f,(m,n))}$, where $u = \lceil m/U \rceil$, $v = \lceil n/U \rceil$ and $B^{(u,v)}_V \cap \text{ROI} = \emptyset$, to find blocks that can be omitted from the filtering. The blocksize $U \times U$ is arbitrary and is therefore not necessarily the same size as a block $B$ used for the DCT or an MB. However, $U$ should be a power of two for it to be proportional to the block sizes used in the block-based hybrid coding.

• **Erosion** The SP filtering with filter kernels of size $L \times L$ (See section 3.2.3) uses the values of pixels outside the $U \times U$ block $B^{(u,v)}_V$ in the calculation of the filtered value of one of the pixels $(m, n)$ within $B^{(u,v)}_V$. A morphological $3 \times 3$ erosion filter is applied to ensure that only blocks with neighboring blocks, which contain little detail, are excluded from the spatial filtering.

• **Mean neighbor map** When an edge in the original image is positioned at the border between blocks the difference in mean value between blocks can be substantial even if the variance within both blocks is low. Therefore, the mean value of each block is compared to its four closest neighbors as in

$$\bar{M}^{(u,v)}_{Ne} = |\bar{M}^{(u,v)}_{U \times U} - \frac{1}{4} \bar{M}^{(u,v)}_{Ne,SUM}|$$

$$\bar{M}^{(u,v)}_{Ne,SUM} = \bar{M}^{(u-1,v)}_{U \times U} + \bar{M}^{(u+1,v)}_{U \times U} + \bar{M}^{(u,v-1)}_{U \times U} + \bar{M}^{(u,v+1)}_{U \times U}$$

The maximum distance between a pixel in block $(u, v)$ and a pixel in a neighboring block is approximately twice that between two pixels in the same block. Therefore the maximum allowed mean value difference between two neighboring blocks $T_m$ is defined as twice the lower variance threshold $T_v$, $T_m = 2T_v$.

The eroded variance map $V_{erode}$ and the neighbor mean map $M_{Ne}$ are thereafter combined. The result shows, which $U \times U$ block is able to be excluded in the spatial filter. The resulting modified quality map $Q_{var}$

$$Q^{(m,n)}_{Var} = \begin{cases} 1 & \text{if } V^{(u,v)}_{erode} \leq T_v, \bar{M}^{(u,v)}_{Ne} \leq 2T_v, \\ Q^{(m,n)} & \text{otherwise} \end{cases}$$
where \( u = \lceil m/U \rceil \), \( v = \lceil n/U \rceil \), \( T_v \) the lower threshold of the variance affecting the spatial filter. The spatial filter in section 3.2.3 can be directly applied to the modified quality map.

The costs of applying this method are.

- Mean value map \( \bar{M}_{U \times U} \): \( U^2 \) operations per \( U \times U \) block
- Variance map \( V \): \( 2U^2 \) operations per \( U \times U \) block
- Erosion filter: 9 operations per \( U \times U \) block
- Neighbor mean map \( \bar{M}_{\text{Ne}} \): 5 operations per \( U \times U \) block

Thus the cost of applying the variance detection method in order to create the modified quality map is less than 4 operations per pixel, assuming \( U \times U \geq 4 \times 4 \).

The variance detection method thus results in reduced computational complexity compared to spatial filtering the complete background if

\[
4LN_{Bg} > 4L(N_{Bg} - N_{Bg,\text{Skip}}) + 4N_{Bg}
\]

\[
\frac{N_{Bg,\text{Skip}}}{N_{Bg}} > \frac{1}{L}
\]

where \( N_{Bg} \) is the total number of background pixels and \( N_{Bg,\text{Skip}} \) is the number of background pixels excluded from the filtering. A reduction in computational complexity is thus achieved if at least \( 1/L \) of the background pixels are excluded from the filtering.

### 3.5 Experimental setup

The performance of the SP filters were evaluated using the QCIF sequences Carphone and Foreman for 25 fps. The Foreman sequence has been edited so that it only include the first 233 frames in order to ensure that faces are included in all frames. The QCIF size corresponds to frame sizes of \( M \times N = 176 \times 144 \) and was chosen due to its similarity to the screen sizes of the 3G mobile phones.

The experiment is performed using the following steps:

- **ROI Detection**: The sequences contain talking heads and thus the ROI is determined using skin-color detection in order to detect the face (See section 2.1.2). The parametric model is presented in [32] and is briefly described in appendix A. It was chosen based on its simplicity and was applied with experimentally
determined thresholds at 30 % (Carphone) and 32 % (Foreman) of the maximum value of the parameterized model in order to extract the binary detection map \( B_{DM} \) for each frame. This model has a limited accuracy and is not robust to changes in illumination. However in the chosen sequences, problematic illumination is not present and the face is detected in all frames along with skin-color which is similar to background in some cases.

- **Quality map**: The \( B_{DM} \) from the previous step was used as the basis for the quality map. The filters used to create the quality map have filter kernels of size \( J \times J = 35 \times 35 \), and when a Gaussian filter is used it has a variance \( \sigma^2 = (J/4)^2 \). This kernel size is sufficiently large to ensure that holes caused by the eyes, mouth and misdetection are filled and small detected areas are excluded. The ROI border is defined using the parameter \( A = 1/3 \) (See section 3.2.2) giving an average ROI size of 32% (Carphone) and 25% (Foreman), as a percentage of the frame.

- **SP filter**: In the tests the numbers of filters used for the SP filter are limited to 5, 7 and 9, since a higher number would increase the complexity of the algorithm. As given in section 3.2.3 the variance of the filters is calculated based on the maximum variance \( \sigma^2 \). Tests using only one low pass filter with a maximum variance \( \sigma^2 \) for the complete background, including the transition area, were also performed as a point of reference for the multiple filter case. Tests on SP filtering based on the alternative version of the quality map \( Q \), which was modified based on variance and mean, were applied using 9 filters with a maximum variance of \( \sigma^2 = 5^2 \). These parameters were chosen based on the values appearing to give the best performance in the tests concerning \( PSNR_{ROI,Avg} \) and the score in subjective tests, when the quality map \( Q \) was applied. Due to the limited test material it is a possibility that these parameters may not be the optimal parameters to use in the general case.

- **Codec**: The resulting sequences were encoded and decoded using two different codecs belonging to separate standards in order to test the standard independence of the filtering. The MPEG-2 codec, ffmpeg [61], and the H.264 codec, JM 10.1 [62] for the High Profile, were used in the tests.

- **Objective performance evaluation**: As performance measures we determine the average PSNR of the ROI and of the border of the intensity component \( Y^{(f,(m,n))} \) for frame \( f \) and the total number of frames \( F \)

\[
PSNR_{ROI,Avg} = \frac{1}{F} \sum_{f=1}^{F} 10 \log_{10} \frac{255^2}{MSE_{ROI}}
\]
Table 3.1: The bit rates used in the tests where the max bit rate and min bit rates corresponds to a $PSNR_{Avg}$ of 34 dB and 30 dB, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Bit rate</th>
<th>Carphone</th>
<th>Foreman</th>
</tr>
</thead>
<tbody>
<tr>
<td>H.264</td>
<td>max</td>
<td>55 kbps</td>
<td>60 kbps</td>
</tr>
<tr>
<td>H.264</td>
<td>min</td>
<td>21 kbps</td>
<td>24 kbps</td>
</tr>
<tr>
<td>MPEG-2</td>
<td>max</td>
<td>160 kbps</td>
<td>220 kbps</td>
</tr>
<tr>
<td>MPEG-2</td>
<td>min</td>
<td>70 kbps</td>
<td>95 kbps</td>
</tr>
</tbody>
</table>

which are based on the average PSNR defined in section 2.4.1. In addition the $PSNR_{ROI,Avg}$ per frame is also determined. The H.264 gives a much more efficient compression than that for the MPEG-2 codec which results in a much higher PSNR for the same bit rate. The information in each of the two sequences demands different bit rates in order to achieve the same PSNR. The target bit rates for each original sequence and codec are therefore determined by choosing the target bit rate that gives a certain $PSNR_{Avg}$ in the original sequence. In these tests a max target bit rate and a min target bit rate were applied, that provides an approximate $PSNR_{Avg}$ of 34 dB and 30 dB, respectively for the original sequences. The bit rates are presented in table 3.1.

- Subjective performance evaluation: The perceived quality is not completely represented by the $PSNR_{ROI,Avg}$ measure since it does not consider the impact of introducing artifacts to the background by filtering. Therefore a subjective test was performed in order to verify the assumption that the coding method increases the perceived quality.

A subjective test was performed on pairwise images in order to verify the effect on perceived quality when using several, rather than merely one, filters. Each test subject was then asked to assess the quality of one of the images compared to the other. The assessment was made by marking whether the test image was
better, the same or worse than the reference image. The images were taken from spatially filtered carphone sequences filtered by means of 5-9 filters and encoded using MPEG-2 at 30 fps with bit rates of 100 kbps and 150 kbps. These were compared for each test pair to an image from the corresponding video sequence where only one filter had been applied and the sequence was encoded in the same manner as that for the 5-9 filtered sequence. The order in which the pairs were tested was randomized in addition to which was presented as the reference frame in each pair in order to avoid effects from fatigue and that some test subjects will favor a positive choice before a negative.

3.6 Experimental results

In this section the results of tests measuring the objective quality in the form of $\text{PNSR}_{ROI,Avg}$ and $\text{PNSR}_{Border,Avg}$ and subjective quality tests are presented and analysed. It can be assumed that the main characteristics of the experimental results could be transferred to sequences with larger frame size. This assumption is based on the fact that generally an increased frame size in both the ROI and background will give a proportional increase in detail. Thus more detail is available for removal in the background at the same time as the demand for bits, to ensure good quality in within the ROI, increases. The relationship between the size of the ROI and size of the background will remain the same for all frame sizes assuming that the same video sequence is viewed.

3.6.1 SP filtering using several Gaussian filters

In figures 3.8 and 3.9 it can be seen that by applying one or several gaussian filters and encoding the sequence using H.264, the $\text{PNSR}_{ROI,Avg}$ is increased by at least 1.9 dB for the max bit rate and 1.0 dB for the min bit rate for $\sigma_1 > 2.5$. The use of only one filter causes border effects for larger $\sigma_1$, which is an explanation for the moderate increase of approximately 0.1 dB for 5-9 filters compared to that when using only one filter which removes more information in the background and, thus, in principle should have a better $\text{PNSR}_{ROI,Avg}$. However, the complete effect on perceptual quality of these border effects can not be detected by the PSNR measure as it only consider the error per pixel and not in which context this pixel is found. In the case of only one filter better results are shown for $\sigma_1 < 2.5$, where the probability of border effects is low. There is no noticeable difference between using 5, 7 or 9 filters. A similar result can be seen in figures 3.10 and 3.11 when an MPEG-2 codec has been applied. The reason why the resulting curves are less smooth than for the H.264 case is that the chosen MPEG-2 encoder is less able to adapt to a particular target.
Figure 3.8: The $PSNR_{ROI,Avg}$ for different values of $\sigma_1$ and different number of gaussian filters are presented for h.264 encoded with max bit rate for the carphone sequence (top) and the foreman sequence (bottom).
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Figure 3.9: The $PSNR_{ROI,Avg}$ for different values of $\sigma_1$ and different number of gaussian filters are presented for h.264 encoded with min bit rate for the carphone sequence (top) and the foreman sequence (bottom).
Figure 3.10: The $PSNR_{ROI,Avg}$ for different values of $\sigma_1$ and different number of gaussian filters are presented for the with max bit rate MPEG-2 encoded carphone sequence (top) and the foreman sequence (bottom).
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Figure 3.11: The $PSNR_{ROI,Avg}$ for different values of $\sigma_1$ and different number of gaussian filters are presented for the with min bit rate MPEG-2 encoded carphone sequence (top) and the foreman sequence (bottom).
bitrate than the H.264 codec. Thus the variation in final bit rates is much larger in the MPEG-2 case than for the H.264 codec.

The quality of the border area shows an increase, when using 5-9 filters instead of one filter of $PSNR_{Border,Avg}$ of 0.4-1.5 dB for the Carphone sequence and 0.2-1.2 dB for the Foreman sequence considering $\sigma_1 > 2.5$ for H.264. Plots of the $PSNR_{Border,Avg}$ for different $\sigma_1$ and different numbers of Gaussian filters can be found in figures B.1 and B.2 in appendix B. This increase is due to the gradual quality degradation, which does not remove as much details as when only one filter is applied. In principle less quality in the background $PSNR_{Border,Avg}$ implies less bits to re-allocate to the ROI and thus a lower $PSNR_{ROI,Avg}$. However the results show that this is not the case when using 5-9 filters for $\sigma_1 > 2.5$ in comparison to the case involving only one filter. The $PSNR_{ROI,Avg}$ is even marginally improved by using 5-9 filters even though the $PSNR_{Border,Avg}$ is higher for 5-9 filters than for only one filter. The MPEG-2 encoding gives a similar result but with a smaller increase of $PSNR_{Border,Avg}$ for 5-9 filter than for H.264.

### 3.6.2 Reduction of computational complexity

In section 3.4.2 two methods for reducing computational complexity were proposed. The first is intended to reduce the number of operations when creating the quality map $Q$ from the binary detection map $B_{DM}$ by applying the mean value filter $\bar{M}_{J \times J}$ in equation (3.11) instead of the Gaussian filter $G$ in equation (3.5). Tests showed that applying $\bar{M}_{J \times J}$ instead of $G$ gives a maximum variation of the $PSNR_{ROI,Avg}$ of $\pm 0.2$ dB, which is not considered to be of significance.

The second approach aimed at reducing the number of spatially filtered background pixels by using variance and mean value measures. This method resulted in a reduction in $PSNR_{ROI,Avg}$ as the variance threshold $T_v$ increases, which can be observed in figure 3.12. The case involving the use of the original quality map is represented by $T_v = 0$. The corresponding reduction in percentage of filtered pixels in the background is presented in figure 3.13. It is assumed that a decrease of 0.2 dB for the max target bit rate and 0.1 dB for the min target bit rate cannot be detected by the human eye. In figure 3.12 the variance threshold, where the decrease in $PSNR_{ROI,Avg}$ is equal to 0.2 dB for max target bit rate and 0.1 dB for min target bit rate is marked by a line for each $U \times U$ size. The same threshold is also marked with a line in figure 3.13 indicating the percentage of pixels requiring to be filtered in order to ensure no visual reduction in $PSNR_{ROI,Avg}$. Thus only 66% of the background require to be filtered in these sequences assuming $U = 4 \times 4$. It can also be seen that a better performance is provided by the block size $U = 4 \times 4$ than that for $U = 8 \times 8$. In section 3.4.2 it was shown that if more than $\frac{L}{2}$ ($L \times L$ is the size of
Figure 3.12: The $PNSR_{ROI,Avg}$ for different variance thresholds $T_v$ are presented in this figure for the carphone sequence (top) and the foreman sequence (bottom). A variance threshold of $T_v = 0$ corresponds to filtering all background pixel.
Figure 3.13: The percentage of spatially filtered background pixels for different variance thresholds $T_v$ are presented in this figure for the carphone sequence (left) and the foreman sequence (right).
Figure 3.14: The result of the subjective test where the testsubject were asked to assess the quality of pairwise presented images, where one is spatially filtered with 5-9 gaussian filters and compared to an image filtered with one gaussian filter.

the filter kernels in the spatial filter) background pixels were skipped in the filtering, this method reduces the computational complexity. Thus by applying the approach in section 3.4.2 to exclude blocks with low variance, then the computational complexity is reduced since $0.34 > \frac{1}{L} = \frac{1}{5}$.

3.6.3 Subjective tests

In the first subjective tests applied to still images a majority of the test subjects found that applying the variable filter approach using 5-9 filters gave a better quality than when using only 1 filter (See figure 3.14). The tests also showed that the improvement in perceptual quality was more noticeable for 150 kbps than for 100 kbps. In section 3.6.1 it was shown that the $PSNR_{ROI,Avg}$ is not noticeably affected by the choice of 5,7 or 9 filters, but the result in figure 3.14 shows that the likelihood of noticeable boundary effects are higher, the fewer the filters used.

3.7 Chapter summary

A previous idea relating to SP pre-processing filters has been improved by introducing a gradual quality transition from the background to the ROI by applying 5-9 Gaussian filters with different variances. The decision relating to which filter to ap-
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The results of the theoretical analysis and the quantitative tests are summarized in Table 3.2.

The contribution of the author to this chapter includes:

- The determination of the quality map and its use to control the variance of a limited set of Gaussian filters instead of one filter in [11]. The idea of using several filters was partially introduced in [18] where a pyramid of Gaussian filters was applied to create a gradual quality transition based on the distance to a point. This is extended to include complete ROI’s by determining the distance to the border of a region instead of to single point. The position of the ROI and the distance to the ROI border can be extracted from the quality map.

- The effect of the spatial filter on the calculation of rate and distortion, which is a part of the automatic determination of coding parameters to achieve a target bit rate, was analysed based on the general hybrid block-based encoder and standards.

- A computational complexity analysis together with two methods to reduce the computational complexity.

- Test results from both objective measures, such as the PSNR, and subjective tests and an analysis of these.
### 3.7 Chapter summary

<table>
<thead>
<tr>
<th>Coding efficiency of the background.</th>
<th>Less bits allocated to DCT coefficients, prediction error and motion vectors.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re-allocation from background to ROI.</td>
<td>The bits released by the SP filter are reallocated mostly to the ROI, where the most DCT components are present or the prediction error is the largest.</td>
</tr>
<tr>
<td>Computational complexity</td>
<td>Detection of the ROI algorithm: From MN operations per frame or more depending on the detection algorithm (M x N = number of pixels per frame). Quality map: Gaussian filter kernel: 4JMN operations per frame for a JxJ size filter kernel. Mean value: 2JMN operations per frame. SP filter with L x L filter kernels: 4LN&lt;sub&gt;Bg&lt;/sub&gt; operations per frame, but with the computational complexity reduction using variance and mean this reduces to 4L(N&lt;sub&gt;Bg&lt;/sub&gt; - N&lt;sub&gt;Bg, Skip&lt;/sub&gt;) + 4N&lt;sub&gt;Bg&lt;/sub&gt;. N&lt;sub&gt;Bg&lt;/sub&gt; = the number pixels in the background N&lt;sub&gt;Bg, Skip&lt;/sub&gt; = the number of pixels skipped in the filtering</td>
</tr>
<tr>
<td>PSNR</td>
<td>The SP filtering increases PSNR&lt;sub&gt;ROI,Avg&lt;/sub&gt; by at least 1.9 dB and 1.0 dB, for max and min bit rate, respectively, when coding with the H:264 codec. Applying 5-9 filters give a moderate increase in PSNR&lt;sub&gt;ROI,Avg&lt;/sub&gt; and an increase of 0.2 - 1.5 dB in PSNR&lt;sub&gt;Border,Avg&lt;/sub&gt; for σ₁ &gt; 2.5 for the H.264 codec. MPEG-2 gives a similar result as the H.264 codec.</td>
</tr>
<tr>
<td>Subjective tests</td>
<td>5, 7 or 9 filters are experienced as better in most cases. The test score was better the larger the number of filters.</td>
</tr>
</tbody>
</table>

Table 3.2: A summary of the results of the theoretical analysis and the qualitative tests performed on the SP filter
Chapter 4

Temporal filtering

The proposed temporal filter presented in this chapter extends the approach in [25] in order to provide independence from the codec. This is achieved by controlling the blocks which should be skipped by the pre-filtering. Bilinear interpolation of the area close to the ROI border is also included so as to minimize artifacts due to large movement of the ROI.

The two versions of the temporal filter described in figures 4.1 and 4.2 are presented in detail in section 4.1. The performance of the filter has been evaluated using both a theoretical analysis as well as qualitative tests. The theoretical analysis includes an analysis of the effects of the TP filter on the rate distortion optimization in section 4.2 and the computational complexity in section 4.3. The results of the quantitative tests are presented in section 4.5 using bit rate and PSNR as performance measures.

4.1 Temporal filter

The position of the ROI, background and the transition area of the ROI are determined from the ROI detection and the resulting quality map, which is the same as in the spatial case (See section 3.2.2). This information is used to control the temporal filter in this section.

The proposed algorithm described in figure 4.1 performs a temporal filtering (TP) in order to achieve a reduction in the frame rate by a factor two in the background without coding and transmitting the sequence in separate parts, which would have to be synthesized in the decoder. The TP filter is performed on blocks $B_{TP}(p,q)$ instead of on pixels $(m,n)$ as for the SP filter. This is mainly because the aim of
Figure 4.1: The first version of the temporal filter including the ROI detection, calculation of the quality map and filtering of the background.
4.1 Temporal filter

Figure 4.2: The second version temporal filter including the ROI detection, calculation of the quality map and filtering of the background with bilinear interpolation.
the TP filter is to effect the prediction of a block-based hybrid encoder, which is determined on a MB basis as described in section 3.1. However, in H.264 [7] smaller block sizes are allowed in the prediction of an MB and therefore the size of the blocks in the TP filter are assumed to be $8 \times 8$. The values for the resulting filtered frame are determined by combining the values from even frames $I_{\text{even}}$ with the previous odd frame $I_{\text{odd}}$, allowing only the ROI to contain new information. Thus for every block $B_{TP}(p, q)$ in $I_{\text{even}}$ the corresponding block in the filtered frame becomes

$$I_{TP}^{(p,q)} = \begin{cases} I_{\text{even}}^{(p,q)}, & \text{if } B_{TP}(p, q) \cap \text{ROI} \neq \emptyset \\ I_{\text{odd}}^{(p,q)}, & \text{otherwise} \end{cases}$$

(4.1)

$$p = \lceil m/8 \rceil \text{ and } q = \lceil n/8 \rceil$$

The border between the ROI and background is not stationary between frames. This leads to problems similar to those when combining layers in an MPEG-4 decoder [47]. Large movements of the ROI from frame to frame will cause the background in $I_{\text{even}}$ to be assigned values from the ROI in the previous $I_{\text{odd}}$ (See figure 4.3). Corresponding artifacts also occur if the ROI of $I_{\text{even}}$ covers the background of the previous $I_{\text{odd}}$.

In the proposed TP filter in figure 4.2 these artifacts are compensated for by applying a gradual transition of quality from the ROI to the background. The classification as to whether a block belongs to the ROI, transition region or background depends on the maximum value of the quality map within that block. An example is given in figure 4.4. Thus the ROI includes all blocks where $B_{TP}(p, q) \cap \text{ROI} \neq \emptyset$ and the transition region is defined as all blocks $B_{TP}(p, q)$ where $A_{B_{g}} \leq Q^{(p,q)} < A_{ROI}$ and $Q^{(p,q)} = \max(Q^{(m,n)})$ for $(m, n) \in B_{TP}(p, q)$. The threshold giving the position of the ROI border $A_{ROI} = 1/3$ and its determination can be found in section 3.2.2.
4.2 Rate-Distortion of TP filtered video

In this section the encoding of the TP filtered video sequences will be addressed and compared to encoding the original video sequences. The analysis is based on the definitions in section 3.1. In this analysis the intra-coded frames are addressed in section 4.2.1 followed by the inter-coded frames in 4.2.2.

4.2.1 Intra-coded frames

The difference of the spatial filter addressed in 3.3.1 compared to the temporal filter is that it does not remove frequency components from any part of the spectrum and
therefore has no effect on the compression of the background in intra-coded frames. However, the temporal filter without bilinear interpolation introduces new edges at the border for large movements of the ROI from one frame to the other. This gives additional high frequency components to encode, but only at the ROI border.

### 4.2.2 Inter-coded frames

The removal of changes in the background by the temporal filter gives a prediction error for even frames of,

\[
E\{ | I_{Bg,TP}^{(f, m,n)} - I_{Bg,TP}^{(f-1, m,n) + \bar{d}_{MV}} |^2 \} = 0.
\]

for \( \bar{d}_{MV} = (0, 0) \), since \( I_{Bg,TP}^{(f, m,n)} = I_{Bg,TP}^{(f-1, m,n)} \) in this case. Thus the background blocks can be skipped in the encoding thus for even frames \( R_{Bg,TP}^{(f)} = R_{Bg,TP,OH}^{(f)} \).

The backgrounds of the odd frames, however, are predicted using data from the previous odd frame which means that the motion vector \( \bar{d}_{MV,TP} \) is chosen by minimizing

\[
E\{ | I_{Bg,TP}^{(f, m,n)} - I_{Bg,TP}^{(f-1, m,n) + \bar{d}_{MV,TP}} |^2 \} \approx E\{ | I_{Bg}^{(f, m,n)} - I_{Bg}^{(f-2, m,n) + \bar{d}_{MV}} |^2 \},
\]

since \( \bar{d}_{MV,TP} = \bar{d}_{MV}^{(f-1)} + \bar{d}_{MV}^{(f-2)} \) as described in figure 4.5 where the background of frame \( f - 1 \) is equal to the background of frame \( f - 2 \). However in the case involving a large change between two frames, either due to noise or scene changes, the best match in frame \( f - 2 \) in the original case might not match the best match \( f - 1 \) in the TP filtered case even though the background contains the same information. On the other hand, it can be assumed that the chosen best match costs less bits to encode than that given in figure 4.5 and therefore this is disregarded in the analysis. In addition intra-coding of the MB or prediction from ROI MBs might cost less bits, than predicting motion vectors from background MBs, and therefore be chosen. The analysis is simplified by assuming that only background blocks are used in the prediction, which gives a higher number of bits allocated to motion vectors of the filtered frame \( R_{Bg,TP,MV}^{(f)} \) than in reality. Under this assumption, the resulting motion vector \( \bar{d}_{MV,TP} \) is always shorter than the sum of the two motion vectors in the unfiltered case, \( \| \bar{d}_{MV,TP} \| \leq \| \bar{d}_{MV}^{(f-1)} \| + \| \bar{d}_{MV}^{(f-2)} \| \).

The number of bits allocated to \( \bar{d}_{MV,TP} \), which is twice as large as \( \bar{d}_{MV}^{(f-1)} \), depends on the encoding algorithm. In the H.261 [4], MPEG-2 [3] and H.263 [5] standards a table of variable length codes (vlc) is applied. One codeword per codeword length is applied for a motion vector with components of length below 2.5 for H.263 and below 5 for H.261 and MPEG-2. Thereafter the number of codewords per codeword length increases.
Figure 4.5: In the prediction of a particular MB in frame $f$ the best match in the previous frame $f-1$ is determined. The best match is the block of same size for which the motion vector $d_{MV}^{(f-1)}$ and the resulting prediction error of this block and the MB in frame $f$ costs the least bits to encode. The prediction of an MB in frame $f$ and the prediction of the used MB in frame $f-1$ is shown for the original sequence (top) and the temporally filtered sequence (bottom). It can be seen that the motion vector of the best match in $f-1$ in the temporally filtered sequence equals that sum of the two motion vectors in the original sequence. Thus

$$d_{MV,TP} = d_{MV}^{(f-1)} + d_{MV}^{(f-2)}.$$
Figure 4.6: For each MB a predicted motion vector determined from the previous MBs, which are grey in the figure, are subtracted from the motion vector given in the motion estimation and the resulting motion vector difference is transmitted instead of the original motion vector.

In the Context-based Adaptive Binary Arithmetic Coding (CABAC) used in H.264 [7] the motion vectors of the neighboring MBs (See figure 4.6) are used to predict the motion vector of the current MB. The difference between the actual motion vector of the current MB and the predicted motion vector, the motion vector difference (MVD), are then encoded. CABAC applies adaptive coding for the shorter MVDs (< 9) by adapting the codeword lengths to the probability of a particular MVD length. The MVD lengths exceeding 9 is encoded using exponential golomb with exponential growth of the number of code words per code word length.

The length of each MVD depends on how similar it is to the surrounding motion vectors. Under the assumption stated earlier in this section and, in particular, that the movement between frames does not vary rapidly, the TP filter provides motion vectors which are approximately twice as long as those in the background. Thus the length of each MVD will remain approximately the same, since the surrounding motion vectors have a proportional increase in comparison to one another. However by doubling the motion vector lengths any variations between neighboring motion vectors increases, which makes the prediction of the motion vector from the neighboring motion vectors less accurate and thus gives a larger MVD. Therefore the TP filter gives a slightly larger mean MVD than when encoding the original sequence if the variance in motion vector lengths in the background is large. This increase in mean MVD length still remains smaller than the original mean MVD length.

In the reasoning concerning the codeword lengths used for the codewords in order to describe the length of motion vector components, for the different standards, clearly, a double length motion vector is encoded using less bits than are used for two
motion vectors which have the original length. In addition information concerning the type of predictive encoding of that block is only sent for those MBs, which are not skipped by the encoder in the odd frames. The movement of a block over two frames by one motion vector can therefore be described by less bits than when using two motion vectors of half size, thus

\[ R_{B_g, TP, MV}^{(f)} \leq R_{B_g, MV}^{(f)} + R_{B_g, MV}^{(f-1)}, \]

where the equality only applies if there is no movement in the background when compared to the previous two frames.

Thus by encoding the filtered sequence with fixed quantization parameters, the prediction error of each odd frame thus satisfies

\[
E \left\{ | I_{B_g, TP}^{(f, (m,n))} - I_{B_g, TP}^{(f-2, (m,n)+\overline{d}_{MV, TP})} |^2 \right\} \\
\leq E \left\{ | I_{B_g}^{(f, (m,n))} - I_{B_g}^{(f-1, (m,n)+\overline{d}_{MV}^{(f-1)})} |^2 \right\} + E \left\{ | I_{B_g}^{(f-1, (m,n))} - I_{B_g}^{(f-2, (m,n)+\overline{d}_{MV}^{(f-2)})} |^2 \right\},
\]

where \( \overline{d}_{MV}^{(f-1)} \) is the motion vector in the original frame \( f \) that points to the MB in \( f - 1 \) whose motion vector \( \overline{d}_{MV}^{(f-2)} \) points at the same MB in \( f - 2 \) as \( \overline{d}_{MV, TP} \) in the temporally filtered case as shown in figure 4.5. Thus

\[ R_{B_g, TP, PErr}^{(f)} \leq R_{B_g, PErr}^{(f)} + R_{B_g, PErr}^{(f-1)}. \]

Assuming that video, in general, changes very little from frame to frame the equation (4.2.2) will either be equal or close to equal. More bits are allocated to the encoding of prediction errors in the complete frame, since the minimization in equation (3.2) implies that fewer bits are necessary for the encoding of the motion vectors. However, the distortion of a TP filtered video sequence is minimized by applying more bits to the prediction error in both the background and the ROI, since the TP filter does not reduce the prediction error to the same extent as the SP filter. Exclusive reallocation of bits to the ROI requires additional processing, such as SP filtering or controlling the number of DCT components used on the prediction error.

### 4.3 Computational complexity

The computational complexity is defined as the number of operations, where an operation consists of additions, subtractions, multiplications and divisions. The computational complexity of the detection and quality map is determined and presented in section 3.4.

Only the bilinear interpolation of the transition region requires consideration when determining the computational complexity of the temporal filter. The bilinear
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interpolation costs four operations for each considered pixel. Thus the complexity of
the temporal filter is $4N_{Tr}$, where $N_{Tr}$ is the number of pixels in the transition area.
No calculations are necessary in order to determine the filtered background pixels
not included in the transition area.

4.4 Experimental setup

The experimental setup for the steps required before the TP filter can be applied is
the same as for the ROI detection and quality map (See section 3.5.). One additional
sequence Closeup is added to the tests and all the sequences are tested for 10, 15, and
25 fps. This sequence was filmed by the author and contains a close-up of a talking
face with a panning outdoor background. Therefore the background information
of this sequence has a high level of motion. The ROI of the Closeup sequence is
detected using the same method as the other sequences with a threshold of 32%.
This gives an average ROI size of 49% of the frame.

Two versions of the background filtering were tested, method 1, utilizing the
background filtering in equation 4.1 and method 2, including the bilinear interpola-
tion as in equation 4.2. The $\alpha$ parameter of the bilinear interpolation is assumed to
be the function $\alpha = Q(m,n)/A$. This choice of function was verified as being a good
choice in appendix C. The performance was measured using the quality measures,
the average ROI PSNR $PSNR_{ROI,avg}$ and average border PSNR $PSNR_{Border,Avg}$.
The $PSNR_{Border,Avg}$ gives an indication of the presence of border artifacts and is
calculated for the region, where $A_{Bg} \geq Q(m,n) \geq 0.5$. The upper bound of 0.5 is
chosen so that all the effects at the border are included when encoding the MB con-
taining the border pixels and possibly also the ROI pixels. Additional tests with a
fixed quantization parameter of $Q_p = 28$ have been performed in order to show how
many bits are necessary to encode the sequence using fixed parameters. The same
codecs and bit rates of the sequences as used in section 3.5 were applied to these
tests. However the MPEG-2 codec was only applied in one of the PSNR tests so
as give an indication whether its bit-allocation differs from the bit-allocation in the
H.264 codec.

4.5 Experimental results

In this section the test results of three types of tests are presented. The first set being
those for the bit rate of the encoder given a fixed quantization parameter, which are
then followed by the $PSNR_{ROI,avg}$ and $PSNR_{Bkg,avg}$ together with the $PSNR_{ROI}$
per frame for a fixed bit rates.
4.5 Experimental results

4.5.1 Bitrate

TP filtering alone (method 1) saves approximately 25% in bit rate during the encoding when using a fixed quantization parameter $Q_p = 28$ for the Carphone and Closeup sequences (See figure 4.7). However, only 10% of the bits are saved for the Foreman sequence, which is mainly due to its low background motion content compared to that for the ROI. In figure 4.7 it can also be seen that TP filtering together with bilinear filtering (method 2) gives a reduction in bit rate of 21% for Carphone, 15% for Closeup and 6% for Foreman. Thus the TP filter including bilinear interpolation increases the bit rate by approximately 5% when compared to TP filtering on its own. The increase is larger for the Closeup sequence, which is partially caused by misdetections in the skin-color detection, where detected skin-color-like pixels in the background increases the size of the transition region. In addition the ROI is larger in the Closeup sequence compared to the others, which causes a larger part of the non-ROI area to be labeled as a transition region. On average the transition region costs more bits to encode, since all the blocks not skipped in the original sequence contain new information compared to the background which contains no new information in the even frames and therefore can be skipped in the encoding. Thus the
4.5.2 PSNR of the ROI and the transition region

Tests were also performed with a fixed bit-rate by choosing the rate control option of the codec. At 64 kbps and 10 fps improvements within the ROI of 0.98 dB (Carphone) and 0.29 dB (Foreman) are obtained for temporal filtering without bilinear interpolation (See figure 4.8). In most cases it would be assumed that an improvement of over 1 dB is necessary to provide visible improvement. However, in this case, the details such as the eyes and the mouth are important to the viewer. Thus there is a visible improvement in the carphone sequence. A similar improvement as for 10 fps was achieved for 15 fps for all sequences. This is a moderate improvement in comparison to the reduction in bit rate presented in section 4.5.1, when the quantization parameter was fixed. The bits released during the encoding of the
Chapter summary

In this chapter two temporal filtering approaches were presented. The first removes background information from every second frame by replacing the background in the current frame with the background from the previous frame. To cope with the problem of artifacts at the ROI border appearing due to movements of position of the ROI, a second approach is presented, which extends the first temporal filter by including bilinear interpolation of the transition area from the ROI to the background. The results of the theoretical analysis and the quantitative tests are summarized in table 4.1.

The first method gives a reduction in bit rate by 10-25% for a fixed quantization parameter or an increase in $\text{PSNR}_{ROI,\text{Avg}}$ of 0.29-0.98 dB for 64 kbps. The temporal filter is not able to re-allocate the bits released by the filter exclusively to the ROI which thus explains the moderate increase in $\text{PSNR}_{ROI,\text{Avg}}$.

The author’s contributions to the chapter includes:

- Extending the approach in [25] to a preprocessing approach using filters and solving the problem of moving ROI borders by bilinear interpolation.
- Analysing the effect of the temporal filter on the calculation of rate and distortion, which is a part of the automatic determination of coding parameters to
Figure 4.9: Frame 156 from the 25 kbps Carphone sequence has been TP filtered without bilinear interpolation (top, left) and encoded using h.264 for 64 kbps (bottom, left). The same for TP with bilinear interpolation is presented in (top, right) and (bottom, right), respectively.
<table>
<thead>
<tr>
<th>Coding efficiency of the background</th>
<th>Less bits are allocated to motion vectors.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re-allocation from background to ROI</td>
<td>The bits released by the TP filter are re-allocated to both the background and ROI, since the DCT components or prediction error is only marginally affected by the TP filter.</td>
</tr>
<tr>
<td>Computational complexity</td>
<td>Only the bilinear part of the TP filter has a noticeable computational complexity. The complexity of this part is $4N_T$ operations per frame, where $N_T$ = number of bits in the transition region.</td>
</tr>
<tr>
<td>Bit rate</td>
<td>TP filtering without bilinear interpolation saves approximately 25% in bit rate except for the foreman sequence, where only 10% is saved. This is due to the motion content of the sequence. Bilinear interpolation causes a minor loss in bit rate savings. A large ROI or a large number of misdetections might further reduce the saving of bit rate.</td>
</tr>
<tr>
<td>PSNR</td>
<td>A moderate improvement in $PSNR_{ROI,Avg}$ of 0.98 dB for the carphone sequence and 0.28 dB for the foreman sequence with the H.264 codec. The $PSNR_{ROI,Avg}$ remains approximately the same when bilinear interpolation is introduced. The $PSNR_{Border,Avg}$ is improved by 0.44-1.05 dB, when using bilinear interpolation compared to without bilinear interpolation.</td>
</tr>
</tbody>
</table>

Table 4.1: A summary of the results of the theoretical analysis and the qualitative tests performed on the TP filter.
achieve a target bit rate based on the general hybrid block-based encoder and standards.

- A computational complexity analysis.
- Test results from both objective measures such as PSNR and bit rate and an analysis of these.
Chapter 5

Spatio-temporal filtering

The improved coding efficiency of the background is mainly concentrated to the DCT coefficients and prediction error for the SP filter in chapter 3 and motion vectors for the TP filter in chapter 4. Thus by combining these two filters an increase in coding efficiency in the background is achieved and the reallocation problem of the TP filter is solved, since the SP filter reduces prediction error. The same ROI detection and determination of the quality map as addressed in section 3.2.2 is used to control both the SP and the TP part of the spatio-temporal filter (SPTP). The parts of the SPTP filter are described in figure 5.1. The SP filter in figure 5.2 is applied to every odd frame $I_{odd}$ as described in section 5.1. The even frames $I_{even}$ are TP filtered (See figure 5.3) using the previously spatially filtered odd frame $I_{odd,SP}$ which is addressed in section 5.2. The performance of the SPTP filter is first evaluated by analysing the coding efficiency and ability to reallocate bits from the background to the ROI in section 5.3 and the computational complexity in 5.4. Thereafter test results are presented and analysed in section 5.6.

5.1 The SP filter

The SP filter in section 3.2.3 can be combined with the TP filter without any alterations, since only information within the same frame is used in the calculations.

5.2 The TP filter

Alterations of the TP filter in section 4.1 are necessary because the present spatio-temporal filter uses information from the SP filtered odd frames $I_{odd,SP}$. The back-
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Figure 5.1: An overview of the SPTP filter, where the SP part is presented in detail in figure 5.2 and the TP part in figure 5.3.
Figure 5.2: The SP part of the SPTP filter corresponds to the SP filter in section 3.2.3.

Figure 5.3: The TP part of the SPTP filter corresponds to the TP filter with bilinear interpolation in section 4.1 with a few modifications.
ground pixels of even frames used in the bilinear interpolation must also be SP filtered. Another technicality is that the determination of the ROI is block-based for the TP filter while pixel-based for the SP filter. Hence, there exist pixels classified as background by the SP filter that are simultaneously part of a block classified as ROI by the TP filter. Therefore, these pixels must be detected and SP filtered to ensure that the border stays as smooth as possible in all frames.

These alterations result in the following TP filter using values from the even frame $I_{\text{even}}$ and the previous SP filtered odd frame $I_{\text{odd,SP}}$. First it is decided whether a block $B_{TP}(p,q)$ belongs to the ROI, the transition area or the background:

$$I^{(p,q)}_{\text{even,SP TP}} = \begin{cases} f_{ROI}(I^{(p,q)}_{\text{even,odd,SP}}), & \text{if } Q^{(p,q)} \cap A_{\text{ROI}} \neq \emptyset \\ f_{bl} = (I^{(p,q)}_{\text{even,odd,SP}}), & \text{if } A_{\text{Bg}} \leq Q^{(p,q)} < A_{\text{ROI}} \\ I^{(p,q)}_{\text{odd,SP}}, & \text{otherwise} \end{cases}$$

Then for each pixel $(m,n) \in B_{TP}(p,q)$

$$f_{ROI}(I^{(m,n)}_{\text{even}}, I^{(m,n)}_{\text{odd,SP}}) = \begin{cases} f_{SP}(I^{(m,n)}_{\text{even}}), & \text{if } (m,n) \cap \text{ROI} = \emptyset \\ I^{(m,n)}_{\text{even}}, & \text{otherwise} \end{cases}$$

$$f_{bl}(I^{(m,n)}_{\text{even}}, I^{(m,n)}_{\text{odd,SP}}) = \alpha f_{SP}(I^{(m,n)}_{\text{even}}) + (1 - \alpha)I^{(m,n)}_{\text{odd,SP}}$$

$$\alpha = \frac{Q^{(m,n)}}{A_{\text{ROI}}}$$

The filter $f_{SP}(I^{(m,n)}_{\text{even}})$ gives the SP filtered value for the pixel $(m,n)$.

**5.3 Coding efficiency of the background and reallocation**

The SPTP filter gives a larger reduction in bits allocated to the background than the SP and TP filters, since the SPT and TP parts of the SPTP filter reduces the number of bits in different parts of the encoded information. The analysis in section 3.3.1 indicates that the SP filtering of the even frames gives a reduction in the number of DCT components in the case of intra coding and decreases in the bits used to encode the prediction error in the case of inter coding. The TP filter, on the other hand, only decreases the amount of bits necessary to encode the motion vectors and the type of predictive coding (See section 4.2). The reduction is however not the sum of the reduction of the SP and TP parts, since the reduced prediction error has an impact on which motion vector is chosen as mentioned in section 3.3.2.

The bits released due to increased coding efficiency is used to improve the overall distortion and thus applied to where they reduce the distortion the most. In the
rate-distortion optimization of SP-filtered sequences (See section 3.3.2) these bits will mainly be reallocated to the ROI, since the distortion is reduced if more bits are used to encode a large prediction error. The SP filtering reduces the prediction error and therefore the bits are reallocated to the ROI, where the prediction error remains unaltered. In the TP case the bits are used to reduce distortion in the background as well as the ROI, since the prediction error remains approximately the same. Therefore, combining the SP and TP filter improves the reallocation of bits released by the TP filter to the ROI.

5.4 Computational complexity

The computational complexity is defined as the number of operations, where an operation consists of additions, subtractions, multiplications and divisions. The computational complexity of the detection and quality map is determined and presented in section 3.4.

The spatial filter including the reduction of computational complexity described in section 3.4.2 is used for odd frames, which gives computational complexity of \(4L(N_{Bg} - N_{Bg, Skip}) + 4N_{Bg}\). Considering the even frames the result for the temporal filter in section 4.3 gives a complexity of \(4N_{Tr}\). However, this computational complexity increases with \(4L\) per pixel in the transition region \(N_{Tr}\), since the pixel in the even frame \(I_{even}^{(m,n)}\) requires SP filtering. Thus, the computational complexity per \(I_{even}\) becomes \((4L + 4)N_{Tr}\). This gives an average computational complexity per frame of

\[
2L(N_{Bg} - N_{Bg, Skip}) + 2N_{Bg} + 2(L + 1)N_{Tr}.
\]

5.5 Experimental setup

The experimental setup for the ROI detection and quality map are specified in section 3.5. One additional sequence Closeup is added to the tests. This sequence is filmed by the author and contains a close-up of a talking face with a panning outdoor background. Therefore the background information of this sequence has an high level of motion. The ROI of closeup sequence is detected using the same method as the other sequences with a threshold of 32%. This gives an average ROI size of 49% of the frame.

The temporal filter with bilinear interpolation is applied for the temporal part of the spatio-temporal filter, since it was shown to give a better performance in chapter 4. A spatial filter, which consists of a set of 9 low-pass filters with variances
Table 5.1: The bitrates used in the tests where the max bit rate and min bit rates corresponds to 34 dB and 30 dB in $PSNR_{avg}$, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Bit rate</th>
<th>Carphone</th>
<th>Foreman</th>
<th>Closeup</th>
</tr>
</thead>
<tbody>
<tr>
<td>H.264 max</td>
<td>55 kbps</td>
<td>60 kbps</td>
<td>160 kbps</td>
<td></td>
</tr>
<tr>
<td>H.264 min</td>
<td>21 kbps</td>
<td>24 kbps</td>
<td>70 kbps</td>
<td></td>
</tr>
<tr>
<td>MPEG-2 max</td>
<td>160 kbps</td>
<td>220 kbps</td>
<td>360 kbps</td>
<td></td>
</tr>
<tr>
<td>MPEG-2 min</td>
<td>70 kbps</td>
<td>95 kbps</td>
<td>160 kbps</td>
<td></td>
</tr>
</tbody>
</table>

controlled by the largest variance is $\sigma_1^2 = 5^2$ (See section 3.2.3), is applied on the odd frames. In addition the original sequence was encoded and used as a reference in the tests. The same codecs as in section 3.5 were applied in the tests using the bitrates defined in table 5.1.

The performance is measured using the objective quality measure, average PSNR of the ROI $PSNR_{ROI,avg}$ In addition tests with a fixed quantization parameter of $Q_p = 28$ is performed, which shows how many bits are necessary to encode the sequence with this quantization parameter for the DCT components and the prediction error.

## 5.6 Experimental results

In this section the test results of the spatio-temporal filter are presented and analysed. First the bitrate of the encoder given a fixed quantization parameter giving an indication of the decrease in coding efficiency. This is followed by measuring the $PSNR_{ROI,avg}$ and $PSNR_{Bg,avg}$ for a target bitrate showing how the released bits are distributed within the video sequence.

### 5.6.1 Bitrate

The spatio-temporal filter saves about 31-52% of the bit rate compared to the original sequence (See figure 5.4), when the sequences where encoded with H.264 and 25 fps. The MPEG-2 encoded spatio-temporal filtered sequences show a decrease in bit rate of 22-36% instead. The bit rate decrease of the two different encoders can not be
Figure 5.4: The bitrate in kbps for different video sequences filtered by no filters and with the spatio-temporal filter for H.264 (top) and MPEG-2 (bottom).
directly compared since a fixed quantization parameter in one will not give a similar PSNR as the other. However it is clearly indicated that the spatio-temporal filter gives an clear decrease in bit rate.

5.6.2 PSNR

Tests were also performed with a fixed bit-rate by choosing the rate control option of the codec. In figure 5.5 it is shown that for the max target and min target bit rates encoding the spatio-temporal filtered sequences using H.264 gives an improvement in $PSNR_{ROI,Avg}$ of 1.58-3.2 dB and 1.32-2.04 dB, respectively, compared to encoding the original sequence.

Encoding with MPEG-2 instead results in an improvement in $PSNR_{ROI,Avg}$ of 2.38-3.07 dB (max bit rate) and 1.45-2.5 dB (min bit rate), respectively.
5.7 Chapter summary

In this chapter the spatial filter of chapter 3 and the temporal filter of chapter 4 were combined into one filter for three main reasons. First the spatial filter reduces the number of bits used for DCT components and prediction error, while the temporal filter reduces the number of bits used to encode motion vectors. Therefore by combining the two filters the coding efficiency of the background is increased. Secondly the problem that the bits released by the temporal filter is used to improve areas with a large prediction error in both the background and the ROI is solved since the spatial filter reduces this prediction error in the background. The third reason is to reduce the computational complexity imposed by the spatial filter. A summary of the results of the theoretical analysis and the experimental results can be found in table 5.2.

The authors contribution to the chapter includes:

- A combination of the spatial filter in chapter 3 and the temporal filter in chapter 4 into a spatio-temporal filter.

- An analysis of how a combination of the SP and the TP filter affect the coding efficiency of the background, the reallocation of bits from background to the ROI and the coding efficiency.

- Experimental results measuring PSNR and bitrate together with an analysis of these.
Coding efficiency of the background. Less bits allocated to DCT coefficients, prediction error and motion vectors. The increase in coding efficiency of the motion vectors is both due to decreased prediction error (SP) and fewer motion vectors (TP).

Re-allocation from background to ROI. The bits released by the SP filter and TP filter parts is mostly reallocated to the ROI where the most DCT components are present or the prediction error is the largest.

Computational complexity Assuming $L \times L$ filter kernels in the SP part gives:

$$2L(N_{Bg} - N_{Bg,skip}) + 2N_{Bg} + 2(L + 1)N_{Tr}.$$  

$N_{Bg}$ = number of pixels in the background 
$N_{Bg,skip}$ = number of pixels skipped in the filtering.  
$N_{Tr}$ = number of pixels in the transition region.

Bit rate The SPTP filter saves 29-53% in bit rate when encoding with H.264 and 22-36% when encoding with MPEG-2.

$PSNR_{ROI,Avg}$ H264 codec: 
Increase with 1.58 - 3.2 dB for max bit rate and 1.32 - 2.04 dB for min bit rate.

MPEG-2 codec: 
Increase with 2.38 - 3.07 dB for max bit rate and 1.45 - 2.5 dB for min bit rate.

Table 5.2: A summary of the results of the qualitative and quantitative analysis of the SPTP filter
Chapter 6

Qualitative and quantitative comparision of the filters

In this chapter the three filters proposed in this thesis, the SP filter in chapter 3, the TP filter in chapter 4 and the SPTP filter in chapter 5 are compared both analytically and experimentally. A summary of the qualitative analysis of the coding efficiency of the background and the reallocation of bits from the background to the ROI is presented in section 6.1. Thereafter follows a comparison of the computational complexities of the three filters in section 6.1.1. In addition a comparison of experimental results from the previous chapters together with additional tests on motion vector lengths and subjective tests are presented in section 6.3.

6.1 Comparision of qualitative tests.

A summary of the qualitative tests in the previous chapters is presented in table 6.1. It can be seen that the coding efficiency is improved by using the SPTP filter instead of the SP and TP filter, since it removes bits from more parts of the encoding. However the decrease is not equal to the sum of the results for the SP and TP filters since both reduce the number of bits given to motion vectors in different ways. The re-allocation of bits is succesful for both the SP and SPTP filters, since both have a reduced prediction error in the background causing bits to be re-allocated from the background to the ROI.
Qualitative and quantitative comparison of the filters

| Coding efficiency of the background. | SP: Less bits allocated to DCT coefficients, prediction error and motion vectors, due to decreased prediction error.
| | TP: Less bits allocated to motion vectors due to fewer motion vectors.
| | SPTP: A combination of the two above.
| Re-allocation from background to ROI. | SP: The release bits are mostly reallocated to the ROI where the majority of the DCT components are present or the prediction error is the largest.
| | TP: The released bits are reallocated both to the ROI and the background.
| | SPTP: As for the SP case.
| Computational complexity | SP: Assuming $L \times L$ filter kernels in the SP part gives:
| | SP: $4L(N_{Bg} - N_{Bg, Skip}) + 4N_{Bg}$ operations per frame.
| | $N_{Bg}$ = the number pixels in the background
| | $N_{Bg, Skip}$ = the number of pixels skipped in the filtering
| | TP: $4N_{Tr}$ operations per frame.
| | $N_{Tr}$ = number of pixels in the transition region of an odd frame.
| | SPTP: $2L(N_{Bg} - N_{Bg, Skip}) + 2N_{Bg} + 2(L + 1)N_{Tr}$.

Table 6.1: A summary of the results of the qualitative analysis of the three filters presented in chapters 3 - 5.
6.2 Experimental setup

6.1.1 Computational complexity

The computational complexity is defined as the number of operations, where an operation consists of additions, subtractions, multiplications and divisions. The computational complexity of the detection and quality map are determined and presented in section 3.4. This computational complexity is the same for all filters and therefore is disregarded in the calculations.

In table 6.1 the computation complexities of the three filters are presented. The computational complexity of the TP filter is much lower than for the SPTP filter or using SP filter by itself. However, it requires additional methods, such as low-pass filtering of the background, in order to re-allocate the released bits from the background to the ROI. Therefore, only the SP and the SPTP filters are considered in the comparison.

The SPTP filter gives a lower computational complexity than the SP filter if

\[ 2L(N_{Bg} - N_{Bg,\text{Skip}}) + 2N_{Bg} + 2(L + 1)N_{Tr} < 4L(N_{Bg} - N_{Bg,\text{Skip}}) + 4N_{Bg} \]

\[ \Rightarrow 2(L + 1)N_{Tr} < 2L(N_{Bg} - N_{Bg,\text{Skip}}) + 2N_{Bg} \]

\[ \Rightarrow N_{Tr} < N_{Bg} - \frac{L}{L+1}N_{Bg,\text{Skip}} \]

\[ \Rightarrow N_{Tr} < N_{Bg} - N_{Bg,\text{Skip}} < N_{Bg} - \frac{L}{L+1}N_{Bg,\text{Skip}} \]

Thus the SPTP filter has a lower computational complexity than the SP filter if the number of SP filtered pixels \((N_{Bg} - N_{Bg,\text{Skip}})\) is larger than the number of pixels in the transition region in the even frames \((N_{Tr})\). In the case of no bilinear interpolation there is no transition area, \(N_{Tr} = 0\). Thus without bilinear interpolation the SPTP filter always has a lower computational complexity than the SP filter.

6.2 Experimental setup

The same setup as for the SP filter in section 3.5, the TP filter in section 4.4 and the SPTP filter in section 5.5 is applied in the tests. However for the spatial filter only 9 filters and a maximum variance of \(\sigma_1^2 = 5^2\) are applied and the version using bilinear interpolation is applied in tests concerning the TP filter. The max and min target bit rate is defined in section 5.5.
6.2.1 Motion vector analysis

In these tests 10 frames of each sequence were encoded using H.264 and the components of the transmitted motion vectors were extracted. From this data the average length of the motion vector x and y components \( d_{MV,1} \) and \( d_{MV,2} \) for non-zero motion vectors and the standard deviation were calculated using

\[
m_{MV} = \frac{1}{N_{mv}} \sum_{f=1}^{F} \sum_{k=1}^{M/16} \sum_{l=1}^{N/16} \sum_{e=1}^{N(f(k,l),e)} (|d_{MV,1}^{f(k,l),e}| + |d_{MV,2}^{f(k,l),e}|)
\]

\[
m_{C,MV} = \frac{1}{N_{C,mv}} \sum_{f=1}^{F} \sum_{k=1}^{M/16} \sum_{l=1}^{N/16} \sum_{e=1}^{N(f(k,l),e)} (|d_{C,MV,1}^{f(k,l),e}| + |d_{C,MV,2}^{f(k,l),e}|)
\]

\[
\sigma_{MV}^2 = \frac{1}{N_{mv}} \sum_{f=1}^{F} \sum_{k=1}^{M/16} \sum_{l=1}^{N/16} \sum_{e=1}^{N(f(k,l),e)} \left( (d_{MV,1}^{f(k,l),e} - m_{MV})^2 + (d_{MV,2}^{f(k,l),e} - m_{MV})^2 \right)
\]

\[
\sigma_{C,MV}^2 = \frac{1}{N_{C,mv}} \sum_{f=1}^{F} \sum_{k=1}^{M/16} \sum_{l=1}^{N/16} \sum_{e=1}^{N(f(k,l),e)} \left( (d_{C,MV,1}^{f(k,l),e} - m_{C,MV})^2 + (d_{C,MV,2}^{f(k,l),e} - m_{C,MV})^2 \right)
\]

where \( N_{mv} \) and \( N_{C,mv} \) are the total number of motion vectors and the number of motion vectors within region \( C \in (Bg, ROI) \) in the sequence. The number of motion vectors within the macroblock \( MB(k,l) \) is given by \( N_{mv}(f(k,l)) \), since there can be more than one motion vector pair in H.264.

The determination regarding whether a motion vector belongs to the ROI or background was made per MB such that for an MB with index \((k,l) \in ROI \) if \( Q^{(m,n)} \geq A_{ROI} \) for \( (m,n) \in MB(k,l) \).

6.2.2 Subjective tests

The setup stated at the beginning of this experimental setup section is applied in the tests. However, only the min target bit rate is applied in order to limit the number of tests.

The three main goals of this test in order of priority are:

1. Verify that encoding video filtered using the three filters gives a better quality than when the original sequence is encoded.
2. Determine which of the filtering methods produces the best perceptual quality.
3. Determine whether the perceptual quality is reduced by the artifacts resulting from the filtering of the background.
This information is extracted by a subjective test using a stimulus comparison method, where video clips were played in pairs. The reference sequence was the first to be which was followed by the test sequence. The viewer was then asked to judge the quality of the test sequence compared to the reference sequence using the ITU-R Comparison scale [60] in table 6.2. The test was performed using 15 non-expert test subjects, as recommended in ITU-R BT.500-11 [60]. They were asked to assess the quality of the video sequence using the given scale with no additional information concerning the encoding. During a preliminary run of the test it became apparent that the test subjects over-analysed the test results when they are only asked to assess the quality but provided with no additional instruction. The goal of the test was to obtain an indication regarding how they would perceive the quality in everyday life. However, the test subjects appeared to focus more on the task of providing a good quality assessment than in giving their first impression. Therefore the instructions were modified as follows:

1. It was emphasized that they should assess the video sequences as if they were being seen in a real life situation. It was also clearly stated that they were not being asked to give a perfect quality evaluation, but rather that we were curious about the manner in which they perceived the quality as individuals.
2. The test subjects were asked to imagine that they were in a conversation with
the characters in the video sequences over an application such as a mobile
phone or pda.

Each test subject viewed 22 pairs of video sequences, where the first two were used as a warm up. The content of the 22 pairs was varied over 3 test groups such that all possible filter combinations requiring testing were included while the original sequence was varied. The order in which each sequence pair was played was randomized in order to minimize the effects of fatigue and learning. Fatigue occurs due to the strain of concentrating on several sequences in a row and learning occurs when the same original sequence is used several times. If a sequence, independent of the filtering, is shown several times the person becomes used to its appearance and begins to look around in the sequence for information that would not be noticed during its first occurrence. Some of the sequence pairs were shown twice to each viewer to increase the number of viewings and provide an indication of consistency in the quality assessment. In that case the order in which the two identical sequence pairs are shown are independent of each other. At the conclusion of the test some qualitative questions were asked in order to obtain an indication to regarding what was perceived to be good quality. The tests where performed on 15 inch screens with a resolution of 1024 × 728 pixels.

The quantitative results where measured both by taking the vote mean $m_{vote}$ of all the votes assessed according to the ITU-R comparison scale in table 6.2 and by the percentage that experienced the sequence to be better, the same or worse for each sequence pair. The quantitative questions were analysed to discover any similarities in the answers and were combined with views concerning the tests expressed by the test subjects during informal discussions after the test had been concluded. The mean difference between the vote for a sequence pair shown to one test subject, $m_{Diff}$ and the corresponding standard deviation $\sigma_{Diff}$ were used as a measure of the reliability of the tests.

### 6.3 Experimental results

In this section a comparison of performance is presented with the bit rate for a fixed quantization parameter and the $PSNR_{ROI,Avg}$ for a max and min target bit rate as performance measures. A quantitative analysis of the effect of the filters on the motion vectors is presented and compared to the $PSNR_{ROI,Avg}$ and the bit rate. In addition the results for the subjective test using human test subjects are also presented.
6.3 Experimental results

Figure 6.1: Bit rate (kbps) for $Q_p = 28$ when encoding three different video sequences filtered using no filters or the three different filters at frame rates of 25 fps using H.264 (top) and MPEG-2 (bottom).

6.3.1 Bit rate

The largest reduction in bit rate compared to the original sequences (using h.264) was achieved by applying the SPTP filter (See the top of figure 6.1). The exception was the Closeup sequence for which the SP filter provides the largest reduction. It can also be seen at the top of figure 6.1 that the SP and SPTP filters give a reduction by at least a factor of two as that for the TP filter. Even though the bit rate for the SP and the SPTP filters differ by at most 5% the most the analysis in section 6.1.1 shows that the computational complexity of the SPTP filter is substantially lower. At the bottom of figure 6.1 the bit rates for the encoding using MPEG-2 are presented. MPEG-2 gives a proportional reduction in bit rate compared to the results for H.264. The SPTP filter gave the largest reduction for all sequences including the Closeup sequence.

6.3.2 PSNR

The SPTP filter gives the largest increase in $PSNR_{ROI,Avg}$ of the three filters compared to the unfiltered case (See figure 6.2 and figure 6.3), except for the closeup sequence. The SP filter gives almost the same increase in $PSNR_{ROI,Avg}$ as for the
Figure 6.2: The $PSNR_{ROI,Avg}$ for the max bit rate (top) and min bit rate (bottom), when encoding using H.264 at frame rates of 25 fps to encode none, SP, TP and SPTP filtered sequences.

Figure 6.3: The $PSNR_{ROI,Avg}$ for the max bit rate (top) and min bit rate (bottom), when encoding using MPEG-2 at frame rates of 25 fps to encode none, SP, TP and SPTP filtered sequences.
SPTP filter and an even larger $PSNR_{ROI,Avg}$ for the Closeup sequence. The TP filter gives only a moderate improvement.

### 6.3.3 Motion vector analysis

In this section the motion vectors are extracted and analysed for the encoding using h.264 with a target bit rate as well as a fixed quantization parameter. There is a practical difference involved when encoding motion vectors with a target bit rate instead of a fixed quantization parameter which must be considered in this analysis (See section 3.3.2). In the case of fixed quantization parameters there is no limitation of bit rate and thus the motion vectors are chosen such that the sequence receives the minimum distortion under a particular quantization of the prediction error. However at a target bit rate only a lesser amount of motion vectors is afforded unless the target bit rate is high enough to include the rest. The release of bits by the filters therefore enables the use of more motion vectors to decrease the overall distortion. However, for the tested sequences the filtering reduces the number of motion vectors in a majority of the cases, when a fixed quantization parameter or a target bit rate is used (See figures 6.4 and 6.5).

The standard deviation was in the majority of the cases was much larger than the mean value and the change in standard deviation corresponded to the change in mean value. Thus the standard deviation was not analysed any further.

#### SP filter

In the case of the SP filter, the number of background motion vectors increases for the carphone and foreman sequences (See figure 6.5), when encoded at a target bit rate for low frame rates. A possible reason for this is that the prediction errors cost less to code due to the reduction in detail of the background. This might cause some of the saved bits to be used to reduce the distortion by adding more motion vectors. On the other hand, in the case of a fixed quantization parameter the SP filter reduces the number of motion vectors (See figure 6.4). This confirms the statement in 3.3.2 that the reduction of details could affect the choice of motion vectors. If the prediction error for no motion vector, $d_{MV} = (0, 0)$, is reduced it may become cheaper to encode just this prediction error than the motion vector and prediction error chosen in the original sequence. However, this reduction in motion vectors could be partially the result of a reduced number of motion vectors within a makrobloc.

Another observation is that the number of motion vectors in the ROI remains almost stationary for a fixed quantization parameter, the exception being the Closeup sequence. On the other hand, the number of motion vectors in the ROI increases in
Figure 6.4: The number of motion vectors assigned to the background and the ROI for the carphone (top), forman (middle) and closeup (bottom), when the sequences are filtered using the different filters and then encoded using H.264 with fixed quantization parameter $Q_p = 28$. 
Figure 6.5: The number of motion vectors assigned to the background and the ROI for the carphone (top), forman (middle) and closeup (bottom), when the sequences are filtered using the different filters and then encoded using H.264 at max bit rate as target bit rate.
the majority of the cases when a target bit rate is applied. This confirms that the bits released from the background are used both to improve the encoding of the prediction error as well as the motion vectors of the ROI.

**TP filter**

There is a reduction in the number of background motion vectors by almost 50% for the TP filtered sequence compared to the original sequence in the case of a fixed quantization parameter in figure 6.4. This corresponds to the theoretical analysis in section 4.2.2. However, this reduction in the number of motion vectors is sometimes less when a target bit rate is applied. As for the SP filter this is most likely the case because adding motion vectors to the background of odd frames might reduce the overall distortion compared to encoding the original sequence. The addition of bilinear interpolation increases the number of motion vectors slightly for the carphone and the foreman sequences compared to the TP filtered sequences (See figure 6.5 and figure 6.4). This is to be expected as the blocks in the transition area contain information for the encoding of the difference in the background of the even frames. The larger increase in motion vectors in the closeup sequences occurs because the transition area covers more of the non-ROI than the other sequences.

The ratio of the number of motion vectors in the background and the number of motion vectors in the ROI affects the adaptive coding in H.264. The region containing the majority of the motion vector content has the greatest impact on the adaptation of codeword lengths to motion vectors statistics by CABAC. In figure 6.5 it can be seen that the TP filter provides a reduction in the number of background motion vectors for the closeup sequence. At the same time the number of ROI motion vectors in most cases increases or remains the same. Thus the adaptation will be in favor of the motion vectors from the ROI for the TP and SPTP filters. This provides an explanation for the lack of improvement in quality when the TP filter or the SPTP filter is applied.

In addition the mean lengths of the motion vector components were also extracted for each sequence and presented in figure 6.6. In the worst case scenario given in section 4.2.2 the non-zero motion vectors in the background of the TP filtered sequence are twice as long as those when the original sequence is encoded. The mean values of the TP filtered sequences encoded using a fixed quantization parameter show that the average motion vectors are substantially shorter than twice the mean when using no filter. The sequences showing the largest increase in mean value contains a large amount of background movement. This indicates that the assumption that a large variance in motion in the background in the original sequence causes a larger increase in motion vector lengths for the TP filtered sequence. This
### 6.3 Experimental results

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Original</th>
<th>SP</th>
<th>TP</th>
<th>TP + bilinear</th>
<th>SPTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carphone</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Forman</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Closeup</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 6.6: The mean length of the motion vectors assigned to sequences Carphone (top), Forman (middle) and Closeup (bottom), when the sequences are filtered using the different filters and then encoded using H.264 at 25 fps with a fixed quantization parameter (left) and a target bit rate (right).
is also the case in which a target bit rate is applied, apart from for the Foreman sequence.

**SPTP filter**

In figures 6.4 and 6.5 it can be seen that the reduction in the number of motion vectors of the SPTP filter compared to the case when using no filters is almost a weighted sum of the decrease of the TP and SP filters by themselves.

**Summary**

Based on the decrease in the number of motion vectors and a limited increase in motion vector lengths it can be concluded that the number of bits assigned to motion vectors in the background is substantially reduced, when the filters are applied. Although this decrease is reduced if the ROI contains the main part of the motion vectors. The codeword lengths and thus the number of bits to encode the motion vectors are then adapted to the motion vector statistics of the ROI. In addition the total number of bits assigned to inter-coded frames also includes the prediction error, which accounts for those cases when this decrease does not correspond to the increase in \( \text{PSNR}_{ROI,Avg} \).

**6.3.4 Subjective tests**

The results of the subjective tests are investigated using two measures. The mean vote \( m_{\text{vote}} \) in figure 6.7 (According to the ITU-R comparison scale in table 6.2.) and the percentage of votes for better, same and worse are given in figures 6.8 and 6.9. The SP filtered and H.264 encoded closeup sequence were omitted from the results and analysis. It can be seen that the effect of the TP filter is not clearly visible to the majority of test subjects. This confirms the conclusion in the qualitative analysis that the bit re-allocation from the background to the ROI is not successful (See table 6.1). This is an explanation regarding the limited improvement in \( \text{PSNR}_{ROI,Avg} \) of the TP filter presented in figure 6.2. The SP and particularly the SPTP filters show an improvement for the Carphone and Foreman sequence. In the comparison of the SPTP filter with respect to the other filters at the bottom of figure 6.7 it can be seen that the SPTP filter shows an improvement compared to the other filters for the Carphone and Foreman sequence. This corresponds well with the previous qualitative and quantitative tests.

The Closeup sequence was assessed to have no change in perceived quality when the filters where applied except for the TP and SPTP filter and 10 fps H.264 encod-
Figure 6.7: The vote mean of the different filters with no filter as a reference (top) and the vote mean of the SPTP filtered test sequence compared to the SP or TP filtered sequences (bottom).
Figure 6.8: The percent of votes classified as better, same or worse according to the scale in table 6.2 with no filter as reference for Carphone (top), Foreman (middle) and Closeup (bottom).
Figure 6.9: The percent of votes classified as better, same or worse according to the scale in table 6.2 for the SPTP filtered sequence compared to SP and TP filtered sequences for Carphone (top), Foreman (middle) and Closeup (bottom).
The large movement in the background due to larger camera movement and moderate movement of the face results in a higher quality for the face as compared to the background. Thus the quality of the main features of the face are sufficiently high so that the movement of the lips can be followed in the majority of the cases. Therefore it is to be expected that an increase in $PSNR_{ROI,Avg}$ will not affect the overall perceived quality as much as in the other test sequences. In addition the movement in the background was experienced as being somewhat disturbing by the test subjects. The TP filter causes some additional jerkiness at high movement from frame to frame, which gives a possible explanation for the low bit rates performing rather worse than the high bit rates for the TP and SPTP filters. Further tests would be necessary to determine whether jerky movement in the background would attract attention even if the perceived quality of the ROI was substantially improved. If that is the case a threshold for the maximum movement between frames or a post-processing step would reduce the artifacts such that they do not draw attention to the face. Another possible reason for the low results for the Closeup sequence is that the ROI border is located at a position rather close to the face.

The answers for the qualitative questions together with the discussions with the test subjects confirm that distortion to the face was experienced as the most disturbing. In particular that involving either the mouth or the eyes. In addition they found the quality in all sequences to be extremely bad, which is to be expected since they only viewed it at min bit rate. However this also made it more difficult for any improvements to be noticed due to the high number of strong artifacts attracting attention. In addition some people noticed that they tended to look for the problems in the image rather than focusing on the overall experience of quality when viewing the same type of sequence several times.

The reliability measures for the mean and standard deviation of the difference between results for identical tests were determined as $m_{Diff} = 1.11$ and $\sigma_{Diff} = 0.34$. Considering that the vote mean for most sequence pairs is $|m_{Vote,Pair}| \leq 1$ this verifies the statement by the test subjects that they experienced problems when assessing the quality. More reliable results could probably be achieved if a bit rate between the two extremes min and max bit rate, was used instead of only the min bit rate. In addition by including more sequences the effects of fatigue and learning are reduced. It might also be possible to test whether playing both sequences at the same time next to each other would be of assistance when judging them. However, it is difficult to view two things at once. The problem involved with playing them after each other is that the viewer is unable to remember the quality in the complete reference sequence when assessing the quality of the test sequences.
### Table 6.3: The a summary of the percentage reduction in bits achieved by using one of the three filters compared to the others.

<table>
<thead>
<tr>
<th>Filter</th>
<th>SP filter</th>
<th>Compared to</th>
<th>TP filter</th>
<th>SPTP filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP</td>
<td>-</td>
<td>&gt; 25%</td>
<td>-8% → 3%</td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>&lt; -34%</td>
<td>-</td>
<td>&lt; -34%</td>
<td></td>
</tr>
<tr>
<td>SPTP</td>
<td>-3% → 7%</td>
<td>&gt; 25%</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

According to the qualitative analysis summarized in table 6.1 the SPTP performs better than the other filters. It has the highest coding efficiency of the three filters and a lower computational complexity than the SP filter. This is based on the assumption that the transition area contains less pixels in a frame than the number of filtered pixels. The smaller the background area the less th number of bits to be found for re-allocation to the ROI. Therefore the background must be sufficiently large in order for it to be worthwhile applying ROI video coding. Thus the assumption stated above is valid. In addition the SPTP filter successfully re-allocates released bits from the background to the ROI. The motion vector analysis confirms the results of the qualitative analysis concerning the bit assignment to motion vectors.

The SPTP filter also has a better performance in the majority of the cases, when using the measures \( PSNR_{ROI,\text{Avg}} \) and bit rate. (See table 6.4 and 6.3.) However the SP filter gave a better result when encoding the Closeup sequence, which explains the negative minium value for both the bit rate and the \( PSNR_{ROI,\text{Avg}} \) when the SPTP filter is compared to the SP filter. This is probably due to the larger number of motion vectors within the ROI than the background and thus has the most impact on codeword lengths. In addition the transition area of this sequence occupies substantially more of the background than in the other sequences.

The subjective test also indicated that the SPTP filter gives a better performance concerning perceived quality. The improvement in \( PSNR_{ROI,\text{Avg}} \) and bit rate was not visible for the Closeup sequence for any of the filters. The extreme movement
Qualitative and quantitative comparison of the filters

<table>
<thead>
<tr>
<th>Filter</th>
<th>Bit rate</th>
<th>SP filter</th>
<th>Compared to</th>
<th>TP filter</th>
<th>SPTP filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>max</td>
<td>min</td>
<td></td>
</tr>
<tr>
<td>SP</td>
<td>max</td>
<td>-</td>
<td>&gt; 1.11 dB</td>
<td>-</td>
<td>&gt; 0.44 dB</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>-</td>
<td>&gt; 0.71 dB</td>
<td>-</td>
<td>&gt; 0.38 dB</td>
</tr>
<tr>
<td>TP</td>
<td>max</td>
<td>&lt; -1.11 dB</td>
<td>-</td>
<td>&lt; -1.21 dB</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>&lt; -0.72 dB</td>
<td>-</td>
<td>&lt; -0.92 dB</td>
<td></td>
</tr>
<tr>
<td>SPTP</td>
<td>max</td>
<td>-0.25 dB</td>
<td>&gt; 1.21 dB</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>-0.09 dB</td>
<td>&gt; 0.92 dB</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4: The increase in $PNSR_{ROI,Avg}$ achieved by using one of the filters compared to the others.

of the background in this sequence could be a distraction for the viewer, and in particular when jerky movement is introduced by the TP filter. An additional aspect to consider was that the quality within the face was already sufficiently large in the facial region to reduce the impact of any improvement. However the reliability of the subjective tests is questionable and further tests are necessary so as to provide a conclusive analysis.

The authors contributions to the chapter includes:

- A summary of the analysis regarding how the encoding of a filtered sequence affects the coding efficiency of the background and the re-allocation of the released bits from the background to the ROI.
- A comparison of the computational complexities of the three different filters.
- An qualitative analysis of the effect encoding a filtered video sequence has on motion vector assignment.
- The results and analysis of a subjective test.
Chapter 7

Conclusions

7.1 Summary and discussion

ROI video coding makes it possible to adapt the encoding with regards to how a human would perceive the quality of a video sequence in a particular application at low bit rates. The quality of the ROI can be improved by reducing the quality in the less noticeable background, which gives the appearance of improved perceived quality to the viewer without having to increase the bit rate. In this thesis the focus was on how to re-allocate bits from the background to the ROI without altering the encoder, assuming that the ROI is correctly detected. This enables any arbitrary block-based encoder to be used to encode the video at the expense of adaptivity to changes in bit rate. Pre-processing in the form of filters removing information in the background can be used to achieve a successful re-allocation of bits from the background to the ROI. Three pre-processing methods were proposed. The spatial (SP) filter removing details in the background, the temporal (TP) filter which removes information in the background of every second frame and a combination of the two filters in the form an spatio-temporal (SPTP) filter.

The SP filter reduces the number of bits which are allocated to the DCT components, the prediction error and the motion vectors of the background due to the reduced prediction error. The use of multiple Gaussian filters to enable a gradual quality transition from ROI to background decreases the likelihood of creating artifacts at the ROI border due to a low cut-off frequency. In addition to reducing perceived quality at the border these artifacts also contain high frequencies. Thus the quality of the ROI remains the same or better when the gradual quality transition is used instead of just one low-pass filter. The TP filter, on the other hand, reduces the number of bits used for the motion vectors by decreasing the number of motion
vectors. Bilinear interpolation can be applied to reduce the artifacts that appears in the TP filtering due to large movements of the ROI border.

In order for the pre-filtering to result in a successful ROI video coding the bits released by the filter must be re-allocated to the ROI by the encoder. The encoder assigns bits to where they have the greatest effect on the reduction in the distortion. In intra frames that consists of the number of DCT components and in inter frames the prediction error. Therefore, the SP filter manages such a reallocation successfully whereas for the TP filter the bits are reallocated to the background as well as the ROI.

The SPTP filter combines characteristics of the SP and TP filters giving a reduction in the number of the bits allocated to the DCT components, the prediction error and the motion vectors. The number of bits assigned to motion vectors is reduced compared to either the TP or the SP filter, since the SP and TP filters affect the motion vector assignment in different ways. The re-allocation problem of the TP filter is also solved as the SPTP filter applies the TP part of the filter on SP filtered data. In addition it is also shown that the SPTP filter has a lower computational complexity than the SP filter as long as the number of pixels that are filtered in the odd frames is larger than the number of pixels in the transition area. This can be assumed to be true for natural video sequences and a maximum allowable ROI size. The concept of ROI video coding only works if the ROI size is limited, since there has to be a sufficient amount of bits in the background to be re-allocated. In addition the computational complexity of the SPTP filter is always lower than for the SP filter, when no bilinear interpolation is used. A summary of the qualitative analysis of the filters is found in table 7.1.

In tables 7.2 and 7.3 it is confirmed that the SPTP filter gives the best performance measured in bit rate and $PSNR_{ROI, Avg}$ in the majority of the cases. The negative results compared to the SP filter in both bit rate and $PNSR_{ROI, Avg}$ is produced during tests on the Closeup sequence. However the improvement in using the SP filter instead of the SPTP filter in this case is marginal. Therefore the lower computational complexity of the SPTP filter makes it the better choice.

The subjective tests gives a confirmation that the SPTP filter does improve perceived quality even if it is largely marginal. In addition there were indications that in the presence of extreme movement the TP filter might cause jerky artifacts that are strong enough to contribute to a reduced perceived quality at low frame rates. This requires further investigation to determine whether preventative measures such as a threshold on movement or post-processing are necessary. The overall reliability of the tests could be improved by additional tests with a higher bit rate, more sequences and perhaps a different test setup.
## Coding efficiency of the background

SP: Less bits allocated to DCT coefficients, prediction error and motion vectors, due to decreased prediction error.

TP: Less bits allocated to motion vectors due to fewer motion vectors.

SPTP: A combination of the two above.

## Re-allocation from background to ROI

SP: The release bits are mostly reallocated to the ROI where the majority of the DCT components are present or the prediction error is the largest.

TP: The released bits are reallocated both to the ROI and the background.

SPTP: As for the SP case.

## Computational complexity

SP: Assuming $L \times L$ filter kernels in the SP part gives:

$$SP: 4L(N_{Bg} - N_{Bg, Skip}) + 4N_{Bg} \text{ operations per frame.}$$

$N_{Bg}$ = the number pixels in the background
$N_{Bg, Skip}$ = the number of pixels skipped in the filtering

TP: $4N_{Tr}$ operations per frame.

$N_{Tr}$ = number of pixels in the transition region of an odd frame.

SPTP: $2L(N_{Bg} - N_{Bg, Skip}) + 2N_{Bg} + 2(L + 1)N_{Tr}$.

The TP filter has the lowest computational complexity but it fails to reallocate most bits to the ROI. The SPTP filter on the other hand, has a lower computational complexity than the SP filter if $N_{Tr} < N_{Bg} - N_{Bg, Skip}$.

<table>
<thead>
<tr>
<th>Coding efficiency of the background</th>
<th>SP: Less bits allocated to DCT coefficients, prediction error and motion vectors, due to decreased prediction error.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP: Less bits allocated to motion vectors due to fewer motion vectors.</td>
</tr>
<tr>
<td></td>
<td>SPTP: A combination of the two above.</td>
</tr>
<tr>
<td>Re-allocation from background to ROI</td>
<td>SP: The release bits are mostly reallocated to the ROI where the majority of the DCT components are present or the prediction error is the largest.</td>
</tr>
<tr>
<td></td>
<td>TP: The released bits are reallocated both to the ROI and the background.</td>
</tr>
<tr>
<td></td>
<td>SPTP: As for the SP case.</td>
</tr>
<tr>
<td>Computational complexity</td>
<td>SP: Assuming $L \times L$ filter kernels in the SP part gives:</td>
</tr>
<tr>
<td></td>
<td>$SP: 4L(N_{Bg} - N_{Bg, Skip}) + 4N_{Bg} \text{ operations per frame.}$</td>
</tr>
<tr>
<td></td>
<td>$N_{Bg}$ = the number pixels in the background</td>
</tr>
<tr>
<td></td>
<td>$N_{Bg, Skip}$ = the number of pixels skipped in the filtering</td>
</tr>
<tr>
<td></td>
<td>TP: $4N_{Tr}$ operations per frame.</td>
</tr>
<tr>
<td></td>
<td>$N_{Tr}$ = number of pixels in the transition region of an odd frame.</td>
</tr>
<tr>
<td></td>
<td>SPTP: $2L(N_{Bg} - N_{Bg, Skip}) + 2N_{Bg} + 2(L + 1)N_{Tr}$.</td>
</tr>
</tbody>
</table>

Table 7.1: A summary of the results of the qualitative analysis of the three filters.
Table 7.2: The a summary of the decrease in bits in percent achieved by using one of the three filters or no filters compared to the others.

<table>
<thead>
<tr>
<th>Filter</th>
<th>None</th>
<th>SP filter</th>
<th>Compared to</th>
<th>TP filter</th>
<th>SPTP filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>-</td>
<td>&lt; −8%</td>
<td>&lt; −45%</td>
<td>&lt; −45%</td>
<td></td>
</tr>
<tr>
<td>SP</td>
<td>&gt; 31%</td>
<td>-</td>
<td>&gt; 25%</td>
<td>−8% → 3%</td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>&gt; 8%</td>
<td>&lt; −34%</td>
<td>-</td>
<td>&lt; −34%</td>
<td></td>
</tr>
<tr>
<td>SPTP</td>
<td>&gt; 31%</td>
<td>−3% → 7%</td>
<td>&gt; 25%</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

7.2 Future works

Future works could include to:

- Perform additional subjective tests with other bit rates and additional sequences to obtain more reliable results and to examine when jerky movement in the background has a substantial effect on perceived quality.

- Improve the methods presented in section 2.1 for detecting the ROI. Even though extensive work is performed on face detection there is still a need for faster and more accurate methods. In addition other applications could be considered (See section 1.3.1), where methods of detection have not been thoroughly researched at the present time.

- Applying ROI video coding strategies to scalable video coding.

- Incorporate low pass filtering into the codec and adapt the rate-distortion optimization to the low pass filtering in addition to other methods and ordinary encoding.

- Improve the parts of the methods where temporal filtering is included to minimize the problem associated with a moving ROI even further. Include an optional post-processing step to reduce the impact of jerky movements in the
### Table 7.3: The increase in $PNSR_{ROI,Avg}$ achieved by using one of the filters or no filters compared to the others.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Bit rate</th>
<th>Compared to None</th>
<th>Compared to SP filter</th>
<th>Compared to TP filter</th>
<th>Compared to SPTP filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td></td>
<td>-</td>
<td>&lt; −0.37 dB</td>
<td>&lt; −1.48 dB</td>
<td>&lt; −1.58 dB</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>min</td>
<td></td>
<td>&lt; −0.23 dB</td>
<td>&lt; −1.12 dB</td>
<td>&lt; −1.32 dB</td>
</tr>
<tr>
<td>SP</td>
<td>max</td>
<td>&gt; 1.48 dB</td>
<td>-</td>
<td>&gt; 1.11 dB</td>
<td>−0.44 dB → 0.25 dB</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>&gt; 1.12 dB</td>
<td>-</td>
<td>&gt; 0.71 dB</td>
<td>−0.38 dB → 0.09 dB</td>
</tr>
<tr>
<td>TP</td>
<td>max</td>
<td>&gt; 0.37 dB</td>
<td>&lt; −1.11 dB</td>
<td>-</td>
<td>&lt; −1.21 dB</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>&gt; 0.23 dB</td>
<td>&lt; −0.72 dB</td>
<td>-</td>
<td>&lt; −0.92 dB</td>
</tr>
<tr>
<td>SPTP</td>
<td>max</td>
<td>&gt; 1.58 dB</td>
<td>−0.25 dB → 0.44 dB</td>
<td>&gt; 1.21 dB</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>&gt; 1.32 dB</td>
<td>−0.09 dB → 0.38 dB</td>
<td>&gt; 0.92 dB</td>
<td>-</td>
</tr>
</tbody>
</table>
background. This post-processing would attempt to recreate the information in the background that was removed by the temporal filter.
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Appendix A

Parametric skin detection model

In [32] Lv et al have suggested a simple elliptic two-dimensional model, which is based on the more complex model suggested by Hsu et al in [39]. In [39] it was shown that skin-color forms an elliptic cluster in the CbCr chrominance plane assuming that the YCbCr color space (See section 2.1.2) is used. Therefore, Lv et al in [32] apply the parameterized ellipse

$$ E_p(m, n) = \frac{(C_r(f,m,n) - ecx)^2}{a^2} + \frac{(C_b(f,m,n) - icy)^2}{b^2} $$

to indicate if pixel \((m, n)\) in frame \(f\) belongs to a skin region in the CbCr plane, where \(C_r(f,m,n)\) and \(C_b(f,m,n)\) are the chrominance components of the pixel value \(f(f,m,n)\). The constants are defined in [32] as \(ecx = 1.60, icy = 2.41, a = 1.60\) and \(b = 14.03\).
Appendix B

$P SNR_{Border,Avg}$ for SP filtering

In the figures B.1 and B.2 the $P SNR_{Border,Avg}$ is plotted for various $\sigma_1$ of the SP filter, number of filtered and video sequences coded using H.264.

Figure B.1: The $P SNR_{Border,Avg}$ for different values of $\sigma_1$ and different numbers of Gaussian filters are presented for the carphone sequence.
Figure B.2: The $P_{SNR_{Border,Avg}}$ for different values of $\sigma_1$ and different numbers of gaussian filters are presented for the foreman sequence.
Appendix C

The $\alpha$ parameter

A short test was performed to verify the assumption that $\alpha = Q^{(m,n)}/A$ is a good choice for the $\alpha$ parameter in the bilinear filtering in section 4.1. The three different versions of $\alpha$ presented in figure C.1 are applied in the tests, where $\alpha = (Q^{(m,n)}/A)^2$ gives a higher impact of the pixel $(m, n)$ in the current frame in most of the transition region. On the other hand, $\alpha = \sqrt{Q^{(m,n)}/A}$ gives a higher impact of the previous frame within the transition region and $\alpha = Q^{(m,n)}/A$ is a compromise of the previous two versions. The tests show (See figure C.2) that $\alpha = Q^{(m,n)}/A$ in average gives the best result of the three considering both the $PNSR_{ROI,Avg}$ and the $PSNR_{Border,Avg}$. The two other alternatives favor either $PNSR_{ROI,Avg}$ or $PNSR_{Border,Avg}$ and thus $\alpha = Q^{(m,n)}/A$ is applied in the tests.
Figure C.1: The three different versions of the $\alpha$ parameter applied in the tests.

Figure C.2: Tests on the alpha parameter for three different sequences encoded with H.264 at 64 kbps gives $PSNR_{ROI,Avg}$ (top) and $PSNR_{Border,Avg}$ (bottom).
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