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A B S T R A C T

Modern vehicles nowadays are equipped with highly sensitive sen-
sors which continuously log in the information when the vehicle is
in motion. These vehicles also deal with some performance issues
like more fuel consumption, breakdown, or failure etc. The informa-
tion logged in by the sensors can be useful to analyze and evaluate
these performance issues. As vehicles are there in the market and are
used in multiple places. These vehicles can perform differently based
on the way they are operated and driven and the usage of a vehicle
varies from time to time. Moreover, the European Accident Research
and Safety Report from Volvo Organization describes the factors re-
sponsible for road fatalities and accidents. It explains that 90% of road
fatalities are caused by the style of vehicle being driven and 30% is
caused by the external weather and environment factor [1]. There-
fore, in this work, vehicle usage modelling is done based on time to
determine the different usage styles of a vehicle and how they can af-
fect a vehicle’s performance. The proposed framework is divided into
four separate modules namely: Data pre–processing, Data segmenta-
tion, Unsupervised machine learning and Pattern analysis. Mainly,
ensemble clustering methods are used to extract the pattern of the
vehicle usage style and vehicle performance in different seasons us-
ing truck logged vehicle data (LVD). From the results, we could build
a strong correlation between the vehicle usage style and the vehicle
performance that would require further investigation.
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1
I N T R O D U C T I O N

Development in the technology of the vehicle sector periodically has
led to the usage of more sensors in modern vehicles. The sensors con-
tinuously record the operational information of the vehicle while it is
in operation. These recorded data provide some insight into the way
the vehicle is driven by analyzing the logged data. Using this infor-
mation can assist in evaluating the vehicle’s performance, which may
allow the vehicle’s performance to be improved. There are some per-
formance parameters that can be used to gauge the performance of a
vehicle, such as fuel consumption, breakdown of the vehicle, and fail-
ure of the components (hardware) and software [2]. It is also critical
to consider how the vehicle is being used and how it is being driven,
as both can highly impact its performance. Every vehicle performs
differently based on the conditions in which it is used and driven.
The different conditions could include weather, the season of the year
(Summer, Winter, Fall, Spring/big) or topography, or the road the
truck is driven on e.g. a highway, a city street, etc. There is a chance
that the vehicle usage style varies from time to time, depending on
several factors, such as the driver or the road conditions. A change in
the way a vehicle is used or driven affects the way it performs. Con-
sequently, determining how vehicles are used in different contexts is
an important task that can be accomplished by modeling their use. It
is imperative that vehicle usage modeling receives greater attention
nowadays, out of concern for both environmental preservation and
vehicle performance. If a vehicle consumes less fuel or has fewer fail-
ures or breakdowns, its performance is deemed good. Similarly, the
poor performance of a vehicle may be attributed to greater fuel con-
sumption, frequent failures, or breakouts. When running in certain
conditions, a vehicle may perform well, while under different condi-
tions, it may not perform well. It depends on both the usage style
as well as the conditions under which it is used. Modeling vehicle
usage can provide useful information regarding the type of use and
the ability to achieve high performance in different circumstances by
identifying different types of usage styles.

1.1 problem statement

For modelling the vehicle usage, driving behaviour or usage style can
play a key role. Bad driving or bad vehicle usage leads to breakdown
and wear and tear of the components which affect the performance.
It also causes excessive fuel usage which in turn leads to more emis-
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2 introduction

sion that degrades the environment surroundings. This can also have
a negative impact on the manufacturing domain. Therefore, improv-
ing the performance in terms of reducing the fuel consumption or
reducing the frequency of failure or breakdown of the vehicle could
help in cost effective manufacturing and reduction in emission [3].
To aid the vehicle manufacturing sector in dealing with the possi-
ble quality issues and evaluating the relationship between the usage
style and the performance of the vehicle is the main motivation for
this work by formulating the main objectives:

• To determine the different usage styles of the vehicles over time.

• Categorize the determined styles into meaningful patterns.

• Analyze the effect of the obtained styles on the performance of
the vehicles.

In this work, modelling of the vehicle usage under different contexts
and how a vehicle usage changes overtime is determined with the
help of machine learning.

1.2 motivation

The main motivation behind this work is to model the vehicle usage
in such a way so that different usage styles for a vehicle can be de-
termined. Determining different driving styles could be helpful in
improving the vehicle’s performance and dealing with quality issues
like breakdown and internal faults in the manufacturing sector. Re-
cent studies and research have shown that the percentage of vehicle
emissions and breakdowns have increased over years. More emission
from vehicles means more fuel consumption which is a concern in
the smart cities [4]. Vehicles which operate under different condi-
tions give out different operation patterns which in turn is the result
of different driving behaviours. This continuous operation of vehicles
throughout the year also leads to frequent breakdowns and internal
components fault. Modelling the vehicle usage can ensure the best
way for using the vehicle so that its performance can be enhanced.
it can further help to aware the drivers to follow the specific way of
vehicle usage for better vehicular performance [5].

In this work, it needs to be determined up to what extent the vehi-
cle usage modelling under different context can be done. This extent
is in terms of determining the different usage styles and categoriz-
ing them into meaningful patterns. Apart from this, there are certain
challenges that are associated with the proposed work.
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1.3 challenges 3

1.3 challenges

There are certain challenges associated with conducting this work of
modelling the vehicle usage. The dynamic usage of a vehicle over
time is one of the most important factor to consider as the vehicle
could be used by multiple drivers over time and that too in different
conditions and locations. It is a challenge to model a specific usage
style for that specific vehicle. High dimensional data is a challenge
in machine learning field. The datasets used are LVD and All_Claims
data of the trucks operating in Europe. These datasets are explained
in detail in Chapter 3, Section 3.1.1. These datasets have very large
number of features which increases the dimensionality of the data.
This can be solved by selecting the most important features and dis-
carding the rest of the features and hence reducing the dimensional-
ity of the data. Another challenge is the uncertainty of the model to
be a good model. This challenge needs continuous updating and im-
provement while modeling the vehicle usage as there is no predefined
definition of a usage style.

Related work is explained in detail in Chapter 2, with the latest
articles. These articles helped in formulation of the framework which
is presented in Chapter 3 in detail, followed by the explanation about
each section of the methodology namely Data pre–processing, Data
analysis, Unsupervised Machine Learning and Pattern Analysis. The
results obtained after carrying out the experiment following the pro-
posed methodology are presented in the Chapter 4. Results are fol-
lowed by the derived conclusion which is explained in Chapter 5.

[ October 14, 2021 at 9:56 – classicthesis version 4.0 ]



[ October 14, 2021 at 9:56 – classicthesis version 4.0 ]



2
R E L AT E D W O R K

The chapter discusses the state of the art work done in the field
of vehicle usage modeling. The related work explains about the ap-
proaches and algorithms used in modeling the vehicle usage and it
also narrated and inspired the proposed approach. Several articles
related to this work are studied and reviewed. Few articles in this
chapter focuses on the vehicle usage modelling in the transportation
industry. Another set of articles discusses about the optimization of
vehicle usage, mainly in terms of fuel consumption, vehicle failures
and breakdowns. A brief summary of few of the reviewed articles is
shown in the form of tables for better understanding of the concept
and the frameworks proposed in the figure 1 and 2.

From the literature review, it could be studied that there is an inter-
connected relationship between four factors that affect the vehicle’s
performance namely; human, environment, organization, and Vehi-
cle. Under the Human factor, vehicle performance depends on the
humans and how the vehicle is being driven. On an RDE-compliant
test route, driving style and road grade were assessed, and the as-
sociation to on-road exhaust emissions was presented in this study
conducted by Gallus, J,et. al. [6]. PEMS was installed in two diesel
test vehicles, and multiple on-road tests were undertaken with three
different drivers. The driving parameters relative positive accelera-
tion (RPA), mean positive acceleration (MPA), and v apos95 helped
to classify different driving styles more accurately. The normal PEMS
trips were clearly representative of normal driving when compared to
reference values obtained from the WLTC 5.3 and FOT data, whereas
intentionally severely driven trips were characterized by larger MPA,
RPA, and v apos95 percent values [6]. Varella, R.A,et. al. [7] came
up with a study that examines the impact of various data measure-
ment and analysis methods (i.e. cold operation, road grade, trip selec-
tion, and driving style) on CO2 and nitrogen oxides (NOx) emissions
based on 13 RDE tests conducted in the Lisbon Metropolitan Area,
Portugal. Two drivers used five automobiles to conduct the testing.
Each driver took two journeys, one in regular driving and the other
in aggressive driving. The consequences of each parameter are shown
in the results, such as the average difference between drivers (7 per-
cent in CO2 emissions and 55 percent in NOx emissions) and the
difference between aggressive and normal driving. Based on world-
wide harmonized light vehicle test cycles (WLTC), Gao J,et. al. [8]
explored the correlations between driving behaviors and NOx emis-
sions based on selective catalytic reduction (SCR) and ammonia cre-
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6 related work

ation and conversion technology (ACCT) systems [8]. Prakash S,et.
al. [9] examined NOX emissions from a diesel vehicle in an urban set-
ting, on a predominantly flat, hilly, and calm route at varying levels of
aggressive driving. Regardless of whether the testing route was pre-
dominately flat or extremely hilly, all the driving dynamics parame-
ters and the cumulative NOX emissions are positively correlated with
one another. The results suggest that driver aggressiveness is also re-
sponsible for the higher levels of NOX emissions. Faria R,et. al. [10]
studied that driving aggressively with high rates of acceleration and
high speeds reduces the range per charge and therefore contributes
to more emissions due to a greater energy consumption. Javanmardi
S,et.al. [5] came up with a Vehicle Simulation tool, VEHLIB that was
used to simulate fuel consumption precision using a driving style
model for different driving styles. Current model results were used
in an automotive simulation program to determine whether differ-
ent driving styles impact fuel consumption. On a highway road, the
current model is able to produce different fuel consumption levels
for each of the three driving styles with a satisfying level of accu-
racy. Nevertheless, the fuel consumption modeling on urban roads
needs to be improved to make the calculations more precise. Sentoff
KM,et.al. [11] proposed a study that explains how MOVES estimates
emissions level based on 2.5 million one-second records of actual driv-
ing activity recorded in vehicles. Using these data, the researchers
determined that individual driving behavior has a large impact on
MOVES emissions estimates. Chandra R,et. al. [12] proposed a new
Machine Theory of Mind approach, they use a combination of vertex
centrality from computational graph theory to explicitly and precisely
model the behavior of human drivers in real-time traffic by consider-
ing only the trajectories of all vehicles in the global coordinate frame
of reference. Choi E,et. al. [13] conducted an experiment to analyze
the impact of acceleration on the increments in fuel consumption and
to determine the critical aggressive acceleration for starting and driv-
ing vehicles. Dahl, O,et. al. [14] proposed a framework that combines
Clustering and Rule-based Machine Learning to identify the driving
behavior of vehicles. The data collected by the system is segregated
into three categories: Performance, Exterior Conditions, and Usage.
Cephas Alves da Silveira Barreto,et. al. [15] proposed the idea of im-
plementing Machine Learning techniques on engine data to deter-
mine driving style patterns. Here, unsupervised ML techniques are
implemented initially to get the partitions and these partitions are an-
alyzed and later used as class labels. Later, supervised ML techniques
are implemented to perform classification to determine driver behav-
ior patterns and to identify to which group a new instance belongs,
based on the model training. Javanmardi, Setareh,et. al. [5] discusses
the behavior of driver models for efficient driving and proposes dif-
ferent styles of driving behavior models. The main reason for model-
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related work 7

ing the behavior is that it largely affects the consumption of fuel and
energy. Yang Xing,et. al. [16] proposed an independent framework to
estimate the speed as well as the future energy consumption by the
vehicle based on the driving behavior. They have explained the differ-
ent characteristics for a vehicle that consumes more energy in terms
of high speed, more acceleration, etc., and tried to evaluate and ana-
lyze the relationship between these characteristics.

Under the environment factor, all the external factors affect the way
a vehicle performs. These factors could be weather, time, region, road
conditions, etc. Koshkangini, R,et. al. [17] used time as a factor to
highlight different failures and issues which are quite common in
vehicles. They have proposed a probabilistic prediction model using
time series data since different time periods (seasons) can have a po-
tential effect on a vehicle’s usage pattern or failure of components.
This study can help the manufactures to detect the cause of a fail-
ure earlier only and save the cost of maintenance. Similar to this,
Bousonville,et. al. [18] estimated the utilization of fuel for a group of
trucks of different models using Machine Learning by taking weather
and region data into consideration. Faria,et. al. [19] have discussed
the patterns of driving behavior based on several conditions like the
type of road and condition of the weather. The main goal of their
work is to study the impact on fuel consumption and how the energy
is consumed based on the style of driving behavior. There is a large
change in the driving style with different types of roads and with
different types of weather conditions. Hsu,et. al. [20] also discussed
how the driving is affected by the driver’s behavior and the type of
vehicle used by proposing a fuel prediction model based on vehicle
characteristics like the speed of the vehicle, speed of the engine, and
the engine load. Abu Ali,et. al. [3] discussed various aspects of driver
modeling behavior including communication, different areas of appli-
cation, and the future work that can be done within this field.
If the third factor is considered i.e. Vehicle, then all the vehicular char-
acteristics are considered and their effect on the vehicle’s performance
is determined. Koshkangini, R,et.al. [2] have proposed an approach on
predictive maintenance of failures in vehicles. In this work, they have
tried to predict the failures in advance so that they can be worked
upon using an ant colony optimization algorithm. Similarly, another
approach proposed by Khoshkangini, R,et. al. [21] predicts the quality
issues using machine learning. In their approach, the quality issues
are predicted in the initial stage to forecast the faulty component.
They have combined regression and classification to perform the pre-
diction task. Khoshkangini, R,et. al. [22] have proposed a machine
learning model to predict the claims of the vehicle. Feature Impor-
tance and K-Best algorithms are used for feature selection and Extra
Tree Classifier is used to extract more meaningful features. Here, the
main goal of feature extraction is to reduce the dimensionality of the
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data. Similarly, Revanur, V,et.al. [23] have used representation learn-
ing to convert high dimensional data to low dimensional data which
is used to predict vehicle failures or faults. They have proposed a
predictive maintenance approach based on a parallel stacked autoen-
coder to detect vehicle faults. They have specifically considered a com-
ponent named powertrain to predict the fault in advance. Kroyan, Y
et. al. [24] have tried to determine the impact of fuel properties on the
engine’s performance in the case of light-duty vehicles using a multi-
linear regression method and the data-driven black-box modeling to
come up with two mathematical models which shows the impact of
fuel properties on the spark ignition and the combustion ignition
engine types. Nazemi,et. al. [25] on the other hand have proposed
a framework called Vehicle Make and Model Recognition (VMMR)
which performs classification of different vehicle models. The pro-
posed framework uses an Unsupervised Machine learning technique
to perform Feature Extraction and Classification to identify and clas-
sify vehicles under different classes. Gerrit Bode,et. al. [26] performed
feature selection and classification on a time series data using Unsu-
pervised Machine Learning techniques based on autoencoders. Here,
deep convolutional autoencoders are trained for extraction. Kee,et.
al. [27] have proposed a ship fuel prediction framework using ANN
for fuel usage optimization and it is compared with multiple linear re-
gression models to evaluate the prediction results. They have tried to
derive the relationship between the two performance parameters i.e.,
Fuel consumption and speed. Xu, Zhigang,et. al. [28] have come up
with different approaches to estimate or predict the fuel consumption
by the trucks considering energy consumption index and generalized
regression neural network. Perrotta, Federico,et. al. [29] also came up
with their approach to model the fuel consumption of vehicles in a
specified fleet using three machine learning techniques. A combina-
tion of fuel data and road data from the road agency is used for the
experimentation and modeling. They also discussed the factors af-
fecting the fuel consumption as the behavior of the vehicle driver, the
traffic or the vehicle conditions, and the characteristics of the vehicle
in the fleet. Koshkangini, Ret. al. [30] have proposed an energy con-
sumption approach using fuzzy logic. It is a challenge in a wireless
sensor network that needs attention. The main motive of their work
is to reduce energy consumption and increase the life of the network.

Under the machine learning, literature review is done to study the
implementation of unsupervised machine learning algorithms and to
acquire the knowledge of pattern analysis and evaluation. Punera, K.
et. al. [31] discussed about different approaches to solve ensembles of
soft clustering to obtain better clustering results. They have described
the Cluster Ensembling technique as an unsupervised machine learn-
ing method. This method works by accumulating the results from
different implemented clustering algorithms and later gives the best
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partition out of all the individual algorithm partitions. The aim of this
method is to get the best result from the individual results obtained
from the different implemented clustering algorithms. In this paper,
different methods are explained to carry out the ensemble cluster-
ing process. These methods include CSPA, HGPA, MCLA and HBGF,
which are used to carry out the experiment on different datasets to
deduce that soft clusterings as input gives better results rather than
hard clustering inputs. They have individually explained each con-
sensus function. These algorithms transforms the set of cluster par-
titions into a hypergraph. CSPA is based on the idea behind clus-
tering i.e. if two data points are present within the same cluster, it
means they are similar otherwise they are different from each other.
A similarity matrix is created for data points in each cluster with
values as 1, If two data points are similar to each other and 0 if
they are not similar to each other. This similarity matrix is used to
re-put the objects in clusters by using a similarity based clustering al-
gorithm.This method is considered to be computationally expensive.
HGPA algorithms uses the already formed clusters to re-partition the
data points. This solver function considers hypergraph for clustering
where the partitioning is done into several hyperedges from the hy-
pergraph. In the hypergraph, each hyperedge and the vertex has the
same weight. MCLA is an algorithm that works by performing clus-
tering on the already present clusters.Apart from this, a confidence
value for the cluster membership is generated for each data point.
Each cluster is represented by a hyperedge. This algorithm groups
and segregates the hyperedges which are related and assign the data
points to the respective segregated hyperedges which that data point
relates strongly with. These segregated hyperedges are obtained by
graph-based clustering and each hyperedge cluster is named as a
meta-cluster. In HBGF, the representation of an ensemble is as a bi-
partite graph in which clusters and datapoints are taken as nodes
with edges between them. Here, the edges of the graph are weighed
on the basis of how much association is there between the datapoint
and the cluster it is present in. Yang Xing et. al. [16] proposed an inde-
pendent framework to estimate the speed as well as the future energy
consumption by the vehicle on the basis of the driving behavior. They
have explained about the different characteristics for a vehicle that
consumes more energy in terms of high speed, more acceleration etc.
and also tried to evaluate and analyse the relationship between these
characteristics. In their work, they have employed RNN to perform
the modeling for their time series based system for predicting and
estimating future consumption of energy using the different vehicle
usage styles. Chunhui Y. et. al. [32] explained the working of k means
algorithm which is a very popular partitional clustering technique
that segments the data points into k clusters based on the similar-
ity of data points. This algorithm is easy to implement and under-
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stand. It works by randomly selecting k centroids i.e. cluster centers.
It keeps on assigning each point to the cluster of the nearby centroid
and again estimate the cluster centroid based on the assigned data
points for each cluster. It keeps on repeating this process of assigning
and re-estimating the cluster centroid till there is no change in the
cluster centroid. The number of clusters n to be obtained as output
is mentioned beforehand. The similarity between the data points is
measured by measuring the distance between them. There are many
methods to calculate the distance between the data points i.e. Man-
hattan Distance, Euclidean distance etc. it is very important to select
the value of k which refers to the number of clusters. They have ex-
plained different selection methods for the value of k and tried to find
the best k value selection method among them all.They have selected
four K-value selection algorithms to analyze them. These methods
are namely Silhouette Coefficient, Elbow Method, Canopy and Gap
Statistic. Kettani O. et. al. [33] discussed the agglomerative clustering
algorithm. It is a hierarchical clustering algorithm in which number
of clusters are not known in advance. Agglomerative clustering is a
bottom-up approach which works by merging many small clusters
to create big clusters. Initially, each point is taken as a cluster in it-
self. It keeps on combining two nearest clusters into one till the point
when all the clusters are merged into one cluster. The cluster distance
is measured using any of the four measures namely: maximum dis-
tance, Euclidean Distance or Manhattan Distance. This process leads
to the formation of a tree like structure which is called dendogram.
Dendogram is useful in identifying the number of clusters for the
partition of data points. In the dendograms, vertical lines represents
number of clusters. These vertical lines keeps on merging into big
clusters till only one cluster is left. The distance between the clusters
is examined and a horizontal line is drawn if the distance between the
two clusters is not comparable and is too large, above the horizontal
line the number of vertical lines represents the number of clusters.
Most of the work reported in this section considered either vehicle,
human or environment factor or a combination of any of the two fac-
tors to aid in evaluating the vehicle’s performance. But in this thesis,
we have taken into consideration a combination of three factors to aid
in evaluating the vehicle’s performance. These factors include vehicle,
human and environment as in this work, vehicle usage modelling is
performed to determine the different usage styles of vehicles in each
season.
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Figure 1: Table Showing the Literature Review
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Figure 2: Table Showing the Literature Review
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3
M E T H O D O L O G Y

This chapter put forth the proposed approach for the work. The method-
ology consists of four main modules namely: Data Pre–processing,
Data Segmentation, Unsupervised Machine learning and Pattern Ex-
traction. The proposed approach in the form of a flowchart is shown
in the Figure 3.

Figure 3: Flowchart showing the Proposed Framework

13
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14 methodology

3.1 data preparation

There are two datasets used in this work namely: LVD
(
Logged Vehi-

cle Data
)

and All_Claims from Volvo. In the first step of the method-
ology, i.e. Data Loading part, both the datasets are loaded as each of
them consists of some part of information which is mainly required
for this work.

3.1.1 Dataset

• LVD: LVD
(
Logged vehicle data

)
consists of information logged

by the sensors infused on the vehicle, while the vehicle is in op-
eration mode. This data mainly consists of vehicular character-
istics information of heavy-duty trucks operating in Europe for
the year 2016-2019. In this data, certain features are categorical
and some are cumulative.

• All_Claims: The All_Claims data mainly consists of the infor-
mation regarding the claims made if a vehicle experiences a fail-
ure or breakdown. This data gives the information about how
many times a vehicle has experienced breakdowns or failure of
components, it is useful to know about the performance of the
vehicle.

3.1.2 Data Integration

Since, this work is based on determining and categorizing the vehic-
ular usage style, parameters for evaluating the performance of the
vehicle are essential which are present in both the datasets. There-
fore, these two datasets are integrated to get the merged dataset. Fig-
ure 4 shows the overall process of data integration in the form of
a flowchart. The merging of LVD dataset is done with All_Claims
dataset as these datasets consist of information about the vehicular
usage as well as the failure information. To merge the two datsets,
T_CHASSIS feature present in both the datasets is used, which iden-
tifies the unique vehicles. All the vehicles in the All_Claims dataset
are selected with the same T_Chassis value as the vehicles in LVD
dataset. FGRP4 feature present in the All_Claims dataset gives the in-
formation about multiple types of failures, but here only the failure
type 2584 is considered. The feature FGRP4 is renamed as target with
modified values as 0 and 1. For all the vehicles with FGRP4 value, as
2584, failure is considered to be true and the value for feature target
is set as 1 and for all the vehicles with FGRP4 value not equivalent
to 2584, the value for target feature is set to 0 which shows that no
failure is present.
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Figure 4: Flowchart showing the Data Integration Process

3.2 data pre–processing

The integrated dataset is the data on which pre–processing has to be
done to make it ready for the machine learning algorithms. For data
cleaning and processing, irrelevant data points and the duplicate data
points are to be removed as they would be useless. Apart from this,
handling the missing values is very important.

3.2.1 Handling Missing Values

Certain methods are there to handle the missing values or the null
values such as deleting the whole row or replacing the missing val-
ues with the mean or the median. Here, the missing\null values are
imputed using the interpolation technique which is a mathematical
method that fits a function to the given data and with the help of
this function the missing data is imputed. This technique fills in the
missing\null values between the two data points. The imputation is
performed for all the rows that belong to a specific vehicle id first and
then for the next vehicle id using the ’linear’ method. Linear interpo-
lation method is the default method that fills the values between the
data points by estimating the values in an increasing order similar to
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Figure 5: Feature A before linear interpolation

Figure 6: Feature A after linear interpolation

the order of the previous values [34]. Figure 5 and Figure 6 shows the
results for the first 100 values of a feature A in the data before and
after the interpolation has been performed and the red circles shows
the missing values before and after the missing value imputation.

3.2.2 Feature Selection

Feature selection in unsupervised machine learning helps to deter-
mine the features that best uncovers the interesting patterns in the
data based on the chosen criterion. In order to select the important
features to perform the machine learning, multiple feature selection
models were employed and applied on the data namely; Decision
tree, Stochastic Gradient, Naive Bayes, Extra Tree and Random For-
est Feature Selector. The best feature selector for this work is chosen
on the basis of accuracy score. The plot in the figure 7 shows the
accuracy score of all the mentioned feature selector classifier models
for our data. Initially, Naïve Bayes and Stochastic Gradient models
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are discarded because of their very less accuracy percentage value
which is below 50%. Random Forest Feature Selector model comes
out with the better accuracy out of all the five models with a percent-
age value of 96%. The Extra Tree Selector and Decision Tree Selector
takes the second and third place with the accuracy of 93% and 92%
respectively.

Figure 7: Accuracy Score for Feature Selection Algorithms

Therefore, in this work, Random Forest Feature Selector method
with the highest accuracy value is considered for feature selection
and this algorithm is implemented using scikit learn library. This al-
gorithm helps in the feature selection by calculating the feature im-
portance score for each feature. Those features which are highly asso-
ciated with ’target’ feature will have higher feature importance score
and are selected. A threshold value for feature importance score is
set, the score below the threshold value indicates less association be-
tween any feature a and the feature ’target’. These features are consid-
ered less important and are discarded. The number of features keep
on increasing with the decrease in the feature importance score. The
threshold value for feature importance score is set to 0.0027. The num-
ber of features with feature importance score greater than or equal to
the set threshold value is 26. Below the set threshold value, the fea-
tures have less and comparable feature importance score. From the
bar graph in figure 8 it can be deduced that the feature importance
score for all the features below the threshold value is comparatively
low and is approximately 0.0026. In order to reduce the dimension-
ality of the data, we need less number of features with more feature
importance score. Therefore, total number of features selected is 26.
Once the features are selected, the scaling on the data is performed to
make the data ready for machine learning algorithms. The minmax
scaler function from scikit learn library is used which scales the data
in a specific range i.e. within a minimum and a maximum value.
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Figure 8: Feature Selection using Random Forest Feature Selector

3.3 data segmentation

Based on the problem statement, the vehicle usage modelling is to be
done under different contexts, it could be on the basis of on any ex-
ternal factor like time, location or weather. As the vehicle usage varies
from time to time, therefore, the data is segmented into different seg-
ments based on time. For time as the basis, months, years or days
could be used, but in this work, Season is used, as each season is a set
of three months and all the four seasons together forms a year. The
external conditions like weather or climatic conditions also changes
in each season which affects the usage style of a vehicle. Moreover,
to determine the vehicle usage style, vehicle should be in use for at
least one year. To perform the data segmentation a new feature ’Sea-
son’ is extracted from a feature biweek_send_date which is present in
LVD data. Using the datetime function, months are extracted from
the biweek_send_date.

The months are aggregated in a group of three months for each ’Sea-
son’. For the months 3

(
March

)
, 4

(
April

)
, and 5

(
May

)
, the ’Season’

value is 1
(
Spring

)
. For the months 6

(
June

)
, 7

(
July

)
, and 8

(
August

)
,

the ’Season’ value is 2
(
Summer

)
. For the months 9

(
September

)
,

10
(
October

)
, 11

(
November

)
, the ’Season’ value is 3

(
Fall

)
. For the

months 12
(
December

)
, 1

(
January

)
, and 2

(
February

)
,the ’Season’

value is 4
(
Winter

)
. Table 1 shows the ’Season’ value for each month.

Based on the newly extracted feature ’Season’, the data is segmented
into four segments. Here, each segment represents a different ’Season’.
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This can be helpful in understanding the different usage styles of ve-
hicles in different seasons and which usage style is mostly followed
in each season. Apart from this, to see how the vehicle’s usage style
changes from one ’Season’ to another the vehicles which are operating
in all the seasons and all the years are taken into consideration.

Month Months Name Season Weather

3,4,5 March, April, May 1 Spring

6,7,8 June, July, August 2 Summer

9,10,11 September, October, November 3 Fall

12,1,2 December, January, February 4 Winter

Table 1: Season Value for each month of the year

3.4 unsupervised machine learning

Unsupervised machine learning deals with unlabeled data, using the
clustering algorithms, clusters of data samples can be created which
shows similarities. In this work, unsupervised machine learning tech-
nique via clustering is applied to identify different vehicle usage
styles in different seasons which are primarily unknown and cate-
gorise them into meaningful patterns based on the pattern analysis.
Clustering technique can help in determining the variation in the us-
age style for a specific vehicle from one ’Season’ to another by viewing
the usage style of a specific vehicle in different clusters in different
seasons. Many clustering algorithms are there, in this work, primarily
two algorithms are employed namely K-means [32] and the agglom-
erative clustering algorithm [33]. These two algorithms are used as
they are highly efficient with the high dimensional data and easy to
implement.

In order to choose the optimal number of clusters to perform un-
supervised clustering, Elbow method is applied. In this method, for
every cluster number, WCSS value is calculated. WCSS here stands
for “Within-Cluster Sum of Square”. WCSS for each cluster number
is calculated by taking the squared distance value between each data
point and later adding this value to the centroid of the cluster. Here,
WCSS is calculated for cluster numbers ranging from 1 to 10. When a
graph for the values of WCSS versus the number of clusters is plotted,
the plot looks like an elbow curve. It must be noted that the value of
WCSS decreases as the cluster number is increased. The elbow curve
is created where at one point, the WCSS value decreases and the
graph becomes almost parallel to the x-axis. The cluster number cor-
responding to that point can be considered as the optimal number of
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Figure 9: Elbow curve for optimal number of clusters in all data segments
for Season 1,2,3 and 4

clusters [35]. For every data segment, the elbow curve is obtained at
the point where cluster number is 3 which can be observed from the
figures 9.

3.4.1 Ensemble Clustering

In this work, cluster ensemble technique is implemented using the
consensus function and is applied on each of the four data segments.
The flowchart in Figure 10 shows the general flow of events in using
the ensemble clustering technique whereas Figure 11 shows how the
ensemble clustering technique has been implemented in this work.
To implement the Ensemble Clustering, two base individual cluster-
ing algorithms are selected for individual partitioning labels. The
selected base clustering algorithms are K–Means [32] and Agglom-
erative Clustering [33]. These algorithms are applied on each data
segment and individual partitions are obtained from each algorithm.
To get the best partition for each data segment, Cluster Ensembles
library is used which takes consensus functions as input arguments.

Consensus function takes partitions from different base algorithms
as parameters and determines the best partition out of them. There

[ October 14, 2021 at 9:56 – classicthesis version 4.0 ]



3.4 unsupervised machine learning 21

Figure 10: Flow of events for the ensemble clustering technique

Figure 11: Flowchart showing the process of Ensemble clustering

are several consensus functions available to perform the ensemble
clustering namely Cluster based Similarity Partitioning Algorithm(
CSPA

)
, Hyper Graph Partitioning Algorithm

(
HGPA

)
, Meta Clus-

tering Algorithm
(
MCLA

)
and Hybrid Bipartite Graph Formulation(

HBGF
)

[31]. All these consensus functions are applied on the parti-
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tions obtained by the data segments to check which consensus func-
tion performs best on the given data. Based on their performance,
Hybrid Bipartite Graph Formulation (HBGF) function is used for the
ensemble clustering as its computational efficiency is high over other
functions. The bar plot in figure 12 shows the execution time for all
the consensus functions employed on the data segments. It shows
that the computation time for HBGF is 26 seconds, which is less as
compared to other consensus functions

(
CSPA = 52 seconds, HGPA =

34 seconds
)
. The data is high dimensional in nature, therefore other

functions are computationally expensive whereas HBGF function rel-
atively computes faster. In other words, HBGF function is computa-
tionally cheaper and faster for the data used in this work.

Figure 12: Execution time for multiple consensus functions

3.4.1.1 Hybrid Bipartite Graph Formulation (HBGF)

In this consensus function, the representation of an ensemble is as a
bipartite graph in which clusters and datapoints are taken as nodes
with edges between them. Here, the edges of the graph are weighed
on the basis of how much association is there between the datapoint
and the cluster it is present in. The bipartite graph has n+c vertices,
where n is the number of vertices and c is the number of clusters.
Equation 1 and 2 shows how weights are assigned to edges in the
graph. If i, j are both clusters or datapoints, then the weight assigned
is 0 as shown in the equation 1 and in case, i is the data point and j
is the cluster, then the weight assigned is S where S is the probability
of i belonging to the cluster j as shown in equation 2 [31].

w
(
a,b

)
= 0 (1)

w
(
a,b

)
= Si,j (2)
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The obtained partitions i.e. final partitions are then used for further
cluster analysis to determine the vehicle usage style in each ’Season’
and also to determine the relationship between vehicle usage style
and the vehicle performance from the observed patterns in the clus-
ters.

3.4.2 Pattern Analysis

After applying the ensemble clustering technique, three different clus-
ters are obtained for each segment of data. From the related work, in
Chapter 2, it is studied that the parameters fuel consumption and
failure play a key role in determining the driving behavior of a ve-
hicle. Therefore, these two parameters are considered in this work
for the pattern analysis and determination of usage style. Along with
these, two more parameters namely, speed and acceleration are also
considered for the analysis. Speed is a prime factor responsible for
the functionality of a vehicle engine. Higher and lower speed values
are considered while observing how efficiently the engine is being
used. Higher values of speed are primarily responsible for exhaust-
ing the engine’s performance which leads to engine shaft and core
vehicular failures. This study can be used to explain that speed in
general, can be used to determine the failure of a vehicle [36]. On the
other hand, acceleration is also an important parameter in this work,
because speed is dependent on the values of acceleration. Higher val-
ues of acceleration lead to high speed and vice versa. Also, accelera-
tion is directly proportional to the amount of fuel consumed. In the
transportation sector, higher levels of acceleration are also a major
cause for increased emissions where the higher emissions define the
abrupt usage of fuel [37]. Hence, speed and acceleration have a pos-
itive correlation with the fuel consumption and failures [38]. ’Speed’,
and ‘acceleration’ features are extracted using two features namely dis-
tance and the time from the dataset. After the Clustering step, these
four performance features are selected to evaluate and analyze the
clusters.

3.4.2.1 Statistical Test

Once the clusters are obtained, it is important to check how the pop-
ulation distribution in each cluster is and how significantly different
they are from other clusters before performing the cluster analysis. In
some cases, the population distribution in two groups can vary, there-
fore before comparing the two groups, determining the population
distribution is required. Since the data is not normally distributed
therefore, non-parametric test was conducted. With the help of non-
parametric tests, two different populations can be compared when
there are paired observations [39]. Wilcoxon Signed Rank test [39] is
used to test the population distribution of each cluster and determine
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whether the selected populations have the same distribution. This test
compares the median of two distributions. There is an alpha value i.e.,
hypothetical value, which is set to some value, normally it is set to
0.05. Another value i.e., p-value is interpreted based on the chosen
alpha value which tells what the median difference between the pairs
is.

• If p-value >alpha: it means that the compared population has
a median value which is not different from the hypothetical
value but it can not be concluded that they both are same. The
compared population distribution is not different.

• If p-value <= alpha: it means that the compared population has
a median value different from the hypothetical value. The com-
pared population distribution is different.

3.4.3 Utility Function

Utility function is the function that has been employed in this work
to aid in categorizing the clusters in each ’Season’ to a specific usage
style. As the vehicle usage style is dynamic in nature, it can vary from
time to time, utility function can help to understand this dynamicity
of usage style with its confidence value. As different features have dif-
ferent impact on the characterization of a vehicle’s usage style, utility
function can determine this impact and based on that can catego-
rize the usage style of a vehicle into different categories [40]. The
flowchart in figure 13 shows the flow of events and the steps fol-
lowed in defining the utility function for categorizing the vehicle us-
age styles for different clusters in each Season.
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Figure 13: Utility function for determining the usage style of vehicles
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4
R E S U LT S

This chapter shows the results obtained after applying the methods
and algorithms mentioned in the proposed methodology. It gives de-
tails about the cluster evaluation and how the different vehicle usage
styles are obtained and categorized into different categorises based
on the performance factors.

4.1 unsupervised machine learning

Using the elbow method as explained in Chapter 3 Section 3.4, we
could determine the optimal number of clusters for all the data seg-
ments before applying the clustering algorithms. The number of clus-
ters determined by the elbow method is 3 for each of the four data
segments. K–Means [32] and Agglomerative Clustering [33] are the
two base algorithms used on each data segment before proceeding
with the ensemble clustering. In order to evaluate the clustering algo-
rithm and validate the clustering results, Davis-Bouldin Index [41]
i.e.

(
DBI

)
is used for both the algorithms. The DBI results obtained

for each data segment is shown in table 2. The dbi values in the table
2 for both the clustering algorithms is low, therefore these partitions
are taken as input for the consensus function to get the best partition.

DBI Value K–Means Agglomerative

Season 1 Data 0.503129 0.492822

Season 2 Data 0.503618 0.492450

Season 3 Data 0.503778 0.513051

Season 4 Data 0.505192 0.491590

Table 2: DBI values for K–Means and Agglomerative Clustering Algorithm

4.2 pattern analysis

After applying the ensemble clustering technique using HBGF func-
tion as discussed in chapter 3 Section 3.4, three different clusters are
obtained for each segment of data. As explained in Chapter 3 Section
3.4.2 four performance parameters are selected to evaluate and anal-
yse the clusters. To compare the values of all the four performance

27
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parameters in three different clusters for all the seasons, population
distribution is determined with the help of statistical tests.

4.2.1 Statistical Test

For all the four performance parameters, p–value for each cluster is
determined by comparing the two cluster populations for each pa-
rameter using the wilcoxon signed rank test. The parameters used to
evaluate and validate the clusters are mentioned in table 3.

Feature Feature Name

A Fuel Consumption while moving

B Speed

C Acceleration

D Failure

Table 3: Features used for cluster analysis

The table in figure 14 shows the p –values obtained after compar-
ing the population of two clusters for each performance parameter
for all the seasons 1, 2, 3 and 4 respectively. In the table, there are
six columns namely clusters, Season, Feature A, B, C, and D. Here,
the column ’clusters’ contains the value of three different clusters in
each season. The clusters are named as 0, 1, and 2. Similarly, ’Season’
column refers to the four different data segments obtained after per-
forming data segmentation. A, B, C, and D refers to the four different
features from the dataset, these feature names are shown in the table
3. For each feature, the population in each cluster is compared with
the population in another cluster to see how significantly different
the population in two clusters are for the same feature. For example,
for feature A, when population in two different clusters 0 and 1 for
season 4 is compared, a p–value is obtained. This obtained p–value is
compared with the selected alpha value. The highlighted p–values in
the table tells that the population has a median value which is not dif-
ferent from the hypothetical value i.e. the alpha value. The compared
population distribution is not different but it does not mean that they
are same. For the other values which are less than the alpha value,
the median of the two compared population is different and we can
conclude that the population distribution is different.

4.2.2 Cluster Analysis

In order to get an overview of all the four parameters and how their
values are varying in different clusters, bar plots are plotted for all
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Figure 14: p values obtained after comparing the population in three clusters

the four seasons. The bar plot for fuel consumption by the vehicles
in each cluster is shown in figure 15. From the plot, we can deduce
that the usage style of vehicles in cluster 1 of season 2, 3, and 4 leads
to a lot of fuel consumption whereas the same type of usage style
could be followed by vehicles in cluster 3 for season 1 as the fuel
consumption is more when compared to the vehicles in other two
clusters. Similarly, if the second performance parameter is checked
i.e. failure, we can deduce that the usage style of vehicles in cluster
3 of season 1,3 and 4 leads to more failure of vehicular components.
Also, the usage style of vehicles partitioned in cluster 1 for season
2,3, and 4 follows low average speed and acceleration as compared to
vehicles in other two clusters. As a way to interpret the message seen
in the bar plots as well as to learn more about the different behaviours
of vehicles with varying values for all four performance parameters,
utility function is utilised.
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Figure 15: Average Fuel Consumption in all Seasons

Figure 16: Failure Count in all Seasons

4.2.3 Utility Function

The inference from State-of-Art explains the importance of fuel con-
sumption and failure parameters in determining the usage style of
vehicle from time to time. As discussed in Subsection 3.4.2, two more
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Figure 17: Average Speed in all Seasons

Figure 18: Average Acceleration in all Seasons

features have been added as the features affecting the vehicle’s per-
formance i.e. ’Speed’ and ’Acceleration’. As discussed in the Chapter
3 Section 3.4.3, Utility function is designed to categorize the deter-
mined usage styles into meaningful patterns. Here, Quantile function
is used to divide the cluster data into three different threshold ranges
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specified for each vehicle usage style. The motive behind the allo-
cation of thresholds is to determine and categorize different usage
styles for the vehicles efficiently based on the values in each thresh-
old. The usage styles are primarily unknown and a proposed solution
to determine them is by observing the vehicles under each threshold
range. Percentile values of 33, 66 and 100 are selected to divide the
data into three different threshold ranges and these percentile values
are used to define the ranges for the data equally into three different
extremes

(
minimum, mid–range and maximum

)
which can help us

to categorize the usage styles as Good, Moderate and Bad respectively.
Using these percentiles, threshold values are calculated for each pa-
rameter in the cluster which are further used to determine the thresh-
old ranges for them. For example, the threshold values are obtained
for the fuel consumption parameter and with the help of these val-
ues, the fuel parameter is divided into three threshold ranges. The
same procedure is implemented on failure, speed, and acceleration
parameters.

For each parameter, these three threshold values are determined
which is representing the three usage styles in the cluster and this
step is repeated for all the four parameters.

M1 = C1× fu_w+C1× fa_w+C1× s_w+C1× a_w (3)

M2 = C2× fu_w+C2× fa_w+C2× s_w+C2× a_w (4)

M3 = C3× fu_w+C3× fa_w+C3× s_w+C3× a_w (5)

M =

n∑
j=1

Cj ×W j (6)

M =


’Good’, if M1 > M2,M3

’Moderate’, if M2 > M1,M3

’Bad’, if M3 > M1,M2

The proposed utility function is illustrated in the form of mathemat-
ical formula as seen in equation 6.M stands for the usage style, n
stands for number of parameters, C represents the count of instances
and W is the assigned parametric weights. Weights are assigned for
the four parameters which indicates the importance of each parame-
ter. The state-of-art explains the importance of Fuel Consumption and
Failure in determining the vehicular usage style from time to time.
Therefore, initially, these two parameters are assigned with greater
weight values. The concept of weight computation is proposed to get
the score for each usage style. Later, using the obtained scores for
all the three styles of vehicle usage, confidence value for each us-
age style is determined [40]. After assigning the weights to each of
the performance parameter, the count of instances under each thresh-
old range is determined. Separate count of samples is obtained from
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each threshold range for each of the four parameters. The value of the
weights are tuned for every iteration till the usage style obtained for
a vehicle is the same as the usage style of the threshold range under
which it is present.

In the initial iteration, the values are assigned as follows:

• Fuel Consumption = 0.40

• Failure = 0.40

• Speed = 0.10

• Acceleration = 0.10

With these values of weights, when the usage style is determined for
each cluster, it was difficult to differentiate among them i.e. for all
the clusters in a season the usage style was same. This is because
the difference in the weight values of speed with respect to fuel con-
sumption as well as failure is large when compared individually with
the weights of fuel consumption and failure. The same scenario is
observed with the weight value of acceleration when compared sep-
arately. Due to this, most of the vehicles under a threshold range A
does not exhibit the usage style specific to the threshold range A. For
example, when the usage style of vehicles in minimum threshold is
determined, then there can be variations in the usage style of some
vehicles i.e. they might be following the usage style specific to mod-
erate threshold or maximum threshold which is inappropriate. This
occurrence is due to the large difference in the value of weights. But
the benefit of using weights in the utility function is that the weights
are tunable. Therefore, for the second iteration, the difference in the
weight values for speed as well as acceleration with respect to fuel
consumption and failure weights is a bit reduced by slightly increas-
ing speed and acceleration weights and tuning the fuel consumption
and the failure weight accordingly. Like the first iteration, in the sec-
ond iteration, the weights for the four parameters are as follow:

• Fuel Consumption = 0.40

• Failure = 0.30

• Speed = 0.15

• Acceleration = 0.15

In this iteration, there is a negligible change in the usage style for
all the clusters in a particular season and still the clusters cannot
be differentiated based on the type of usage style. The weights are
tuned with a little change in their values for every iteration to check
the significant change in the usage styles for different clusters. Similar
to this, several iterations are performed by tuning the weights with
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different values until the usage style for each cluster is determined
and differentiated in a better way.

Final assigned weights for each parameter are as follows:

• Fuel Consumption = 0.40

• Failure = 0.20

• Speed = 0.15

• Acceleration = 0.25

In the tuning process, it was observed that increasing the weight
value of acceleration might provide a better result and the vehicle
samples might show the usage style according to the threshold range
they are present in. Therefore, the final weights with higher acceler-
ation value are assigned. Initially, few iterations showed a lot of am-
biguity for cluster wise usage style in each season. The final weights
observed are as follow:

• Fuel Consumption = 0.40

• Failure = 0.20

• Speed = 0.15

• Acceleration = 0.25

After assigning the weights and allotting the threshold ranges, the
count of instances is retrieved from each threshold. As mentioned
above, the data from all the four parameters is divided into three
ranges in a cluster. Individual count of samples is obtained from each
threshold range of a parameter and all these individual counts, when
summed up gives us the total n instances of the cluster. M1, M2 and
M3 are obtained using the general formula of M as seen in the equa-
tions 3, 4 and 5 where M1 stands for the measure of usage style of
vehicle instances in minimum range, M2 stands for measure of usage
style of vehicle instances in mid-range and M3 stands for measure
of usage style of vehicles in maximum range. Similarly, in the equa-
tions 3, 4 and 5, C1 is the count of samples in the minimum threshold,
C2 is the count of samples in the moderate threshold and C3 is the
count of samples in the maximum threshold. C1, C2 and, C3 is ob-
tained from each threshold respectively for every parameter which
varies for each parameter. Also, fu_w, fa_w, s_w, and a_w represents
the weights assigned to the performance parameters namely fuel con-
sumption, failure, speed and acceleration. In the formula for M1, all
the counts of instances are multiplied with their respective weights
and the resultant products are summed. Similar step is followed to
determine M2 and M3 from moderate and maximum thresholds. The
usage style of a specific vehicle is determined with a significant norm
or measure with the values of M1, M2 and M3 as the base criteria
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or factor. Later, comparison is made between M1, M2 and M3 to con-
clude that the usage style of a vehicle is Good if M1 is greater than M2
and M3, usage style is Moderate if M2 is greater than M1 and M3 and
the usage style is Bad if M3 is greater than M1 and M2. This condi-
tional methodology can be used to determine the primarily unknown
usage styles.

4.2.4 Vehicle Usage Styles

With the help of utility function, different usage styles are determined
based on the four performance parameters. As mentioned in Chapter
3 Section 3.4.1 clusters obtained after performing ensemble clustering
refer to a different usage style for vehicles. The observed results are
shown in the figure 19 in the form of a table presenting the number
of vehicles with Good, Moderate, and bad usage style in each cluster
for each Season. The table gives the information about each unique
vehicle and what kind of usage style it tends to follow. In each season,
a total of 1818 unique vehicles are in operation. To determine which
category of usage style a cluster falls in, for each usage style the count
of vehicles is determined and the usage style which is followed by the
maximum number of vehicles is considered to be the usage style for
that cluster. This step is followed for all the clusters in all the seasons.

From the table, it can be observed that in Season 1, the maximum
count of vehicles which follow good usage style is in cluster 1 and
moderate usage style is followed mostly by vehicles in cluster 2 and
3, therefore, we can conclude that cluster 1 refers to good usage style
of vehicles, cluster 2 and 3 refers to Moderate usage style of vehicles.
In case of season 2,it can be concluded that in cluster 1 and 3 maxi-
mum vehicles follow good and moderate usage style respectively but
most of the vehicles in cluster 2 follows bad usage style. Similarly, for
Season 3, maximum vehicles in cluster 1, 2, and 3 follow the same
usage style as in season 2 i.e., good, bad and moderate respectively.
In case of Season 4, maximum vehicles follows bad usage style in
Cluster 1 whereas, in cluster 2, most of the vehicles follows good us-
age style and moderate usage style in cluster 3. From categorising the
clusters of each season in different usage styles, we can conclude that
maximum vehicles follow moderate usage style in two consecutive
seasons 1 and 2 i.e., Spring and Summer Season. In case of Season
3 i.e., Fall Season, most of the vehicles follow the same usage style
or follows the good usage style. But in case of Season 4 i.e. Winter
Season, the usage style of maximum vehicles is good.

This transition of vehicles from one usage style to another in be-
tween different seasons is shown with the help of Sankey plot in
figure 20.

The plot tries to showcase how the vehicles possess different usage
styles in each season for three random vehicle ids. In the plot, there
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Figure 19: Usage Styles of vehicles in all the seasons

are three nodes in three rows representing the usage style namely
Good, Moderate and Bad and four columns representing the four sea-
sons. With the help of this plot, we can observe the percentage values
of vehicles under different usage styles in each season. Starting from
Season 1, most of the vehicles, nearly (nearly 85%) follow the good us-
age style which changes to moderate usage style in season 3 and then
to bad usage style in season 4. Nearly 80% of the vehicles follow the
moderate usage style till season 2 which increases to 92% in season 3

and the usage style changes to good in season 4. Under the bad usage
style, from season 1 to season 2, nearly 22% of the vehicles continued
following the same usage style which increased to 71% from season
2 to season 3. But in season 3, the usage style of vehicles nearly 77%
changed from bad to good usage style.

Some vehicles tend to continue with the same usage style from sea-
son to season, while the other vehicles show the variation in usage
styles as it transits from one season to other season. From the plot
we can conclude that most of the vehicles in autumn season follows
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Figure 20: Transition of Vehicles between different Seasons based on the Us-
age style

moderate usage style whereas in spring season, the number of vehi-
cles following the good usage style is more. The vehicles follow good
and moderate usage style in summer and winter season respectively.
One probable reason for variation in usage style from season to sea-
son might be due to the operation time of vehicles as it varies from
vehicle to vehicle. Long operational time span of vehicles probably
lead to wear and tear of internal components which may result in
the vehicle’s performance change over time. Another possible reason
might be the abnormal or irrational driving behavior and this shows
the significant shift in usage style from season to season.

4.3 discussion

In this work, the usage style of vehicles are determined and catego-
rized for each season in a year using unsupervised machine learning
algorithms. The various methods of ensemble clustering were tried
before deciding the one on which the results are based. In this sec-
tion, results based on the listed objectives in Chapter 1 Section 1.1 are
discussed.

As, it cannot be claimed with certainty, that the vehicle categorized
under a specific usage style tend to be used that way only, but as
per the data results, it is the case for all the usage styles. This is be-
cause the data provided for a specific vehicle is biweekly and the
data instances are logged in twice a week. If the data instances are
recorded on an everyday basis then the number of instances would
have been more to conduct the experiment on. It can be called a limi-

[ October 14, 2021 at 9:56 – classicthesis version 4.0 ]



38 results

tation on the part of data used. The parameters like fuel consumption
while the vehicle is moving, speed, acceleration, and failure are used
to get to know how the vehicle is performing, but this data is for
the trucks operating in Europe without any information about the
kind of conditions it has been operated in e.g., highways, mines, etc.
However, the data contains sufficient information about the vehicular
characteristics and performance parameters which helped in obtain-
ing the results. The clusters are obtained after performing ensemble
clustering on each data segment, these clusters refer to a specific us-
age style i.e., how the vehicle is being driven. The second objective to
address in this work was to categorize the obtained usage styles in
the form of clusters. As each vehicle id can have multiple instances
in the data, therefore, the cluster with the maximum instances for a
specific vehicle id will follow the usage style which is obtained for
that cluster using the utility function. Based on the study in Chapter
2, four parameters were taken into consideration to determine how
the vehicle is performing with different values of these parameters.
The first parameter i.e., fuel consumption while moving, gives infor-
mation about the amount of fuel being consumed while the vehicle
is in motion. More fuel consumption leads to more emission in the
surroundings, and it is not economic as well. Failure or breakdown
of components internal or external is always unwanted as the vehicle
would not perform as it is desired to perform. If we talk about speed
and acceleration, they have a direct link with fuel consumption, as
more speed leads to more fuel consumption and more emission in
the environment which is not eco–friendly driving. Therefore, based
on the results obtained, values for these parameters should be low.
Based on these four parameters and their desired values, three us-
age styles have been determined i.e., good, bad, and moderate. The
transition plot in the figure 20 shows how the usage style varies in
between the season. We can conclude that most of the vehicles in au-
tumn season follows moderate usage style whereas in spring season,
the number of vehicles following the good usage style is more. The
vehicles follow good and moderate usage style in summer and winter
season respectively as per the data.
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C O N C L U S I O N A N D F U T U R E W O R K

In summary, this thesis discusses the vehicle usage modelling under
different contexts. Vehicle usage modeling is essential to optimize the
vehicle’s performance for better functionality. To perform the vehicle
usage modeling, the usage style as well as the external conditions
needs to be analyzed. The usage style is how the vehicle has been
operated. The factors affecting the usage style involve the accelera-
tion, gear, idle time, cruise time etc. The external conditions could be
time of the year

(
Spring, Summer, Fall and Winter

)
, the region where

the vehicle is driven
(
Topography and Road Condition

)
or weather

conditions and so on. In this work, time is taken into consideration
for modeling the vehicle usage style. The task to carry out the vehicle
usage modeling is done to determine the relationship between the
performance of the vehicle and the usage style. As the labels are not
predefined and there is no information about the patterns present in
the data, Unsupervised machine learning technique is applied on the
data. The clustering algorithms gives a partition in the form of clus-
ters and each cluster is further analyzed with the help of utility func-
tion to categorize them into usage styles as Good, Moderate or Bad. The
outcome of this work can be helpful in providing guidelines to drivers
on how to drive the vehicles over time in an efficient way and expect
good performance. Vehicle parametric values like low/high fuel con-
sumption, failure, speed, and acceleration are used to determine how
good or badly the vehicle is used. Therefore, when the usage style
of a vehicle is determined in each season and the outcome is either
moderate or bad, then the parametric values of these styles can be
provided as threshold values to the drivers, where these drivers can
improvise the driving by using the vehicle with parametric values be-
low the provided threshold values. Modelling the vehicle usage and
determining its usage style over the seasons can provide significant
benefits to automotive sectors as well in terms of vehicle sales. Here,
instead, the user manual can be provided to the customers by the
vehicle manufacturers. A usage style report for a particular vehicle
in each season can be documented with parametric values for differ-
ent usage styles and this report can be provided to the customers to
utilize the vehicle efficiently in each season. Apart from this, usage
style of a vehicle determines how safely a vehicle is driven. The Euro-
pean Accident Research and Safety Report from Volvo Organization
describes the factors responsible for road fatalities and accidents. It
explains that 90% of road fatalities are caused by the style of vehicle
being driven and 30% is caused by the external weather and environ-

39
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ment factor [1]. In this work, the usage style of a vehicle is determined
from season to season, therefore, considering usage style as the driv-
ing style and season context as external weather/environment factor
as per the safety report [1], coherent values of performance parame-
ters, speed, and acceleration in specific, can be considered for safety
driving and to minimize road fatalities in every season. This work
can be extended by utilizing the concept of explainable Artificial In-
telligence. It revolves around answering two main questions as how
and why in decision making process for different applications of vehi-
cles manufacturing, banking, medicine etc. [42]. Explainable Artificial
Intelligence can be useful in understanding how the performance pa-
rameters affect the usage styles and why a vehicle’s usage style is
considered as Good, Bad and Moderate with proper reasoning.
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