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ABSTRACT

Context: With the advent of Machine Learning (ML) and especially Deep
Learning (DL) technology, companies are increasingly using Artificial
Intelligence (AI) in systems, along with electronics and software. Never-
theless, the end-to-end process of developing, deploying and evolving ML
and DL models in companies brings some challenges related to the design
and scaling of these models. For example, access to and availability of data
is often challenging, and activities such as collecting, cleaning, preprocess-
ing, and storing data, as well as training, deploying and monitoring the
model(s) are complex. Regardless of the level of expertise and/or access
to data scientists, companies in all embedded systems domain struggle to
build high-performing models due to a lack of established and systematic
design methods and processes.

Objective: The overall objective is to establish systematic and structured
design methods and processes for the end-to-end process of developing,
deploying and successfully evolving ML/DL models.

Method: To achieve the objective, we conducted our research in close
collaboration with companies in the embedded systems domain using
different empirical research methods such as case study, action research
and literature review.

Results and Conclusions: This research provides six main results: First, it
identifies the activities that companies undertake in parallel to develop, de-
ploy and evolve ML/DL models, and the challenges associated with them.
Second, it presents a conceptual framework for the continuous delivery
of ML/DL models to accelerate AI-driven business in companies. Third,
it presents a framework based on current literature to accelerate the end-
to-end deployment process and advance knowledge on how to integrate,
deploy and operationalize ML/DL models. Fourth, it develops a generic
framework with five architectural alternatives for deploying ML/DL mod-
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els at the edge. These architectural alternatives range from a centralized
architecture that prioritizes (re)training in the cloud to a decentralized ar-
chitecture that prioritizes (re)training at the edge. Fifth, it identifies key
factors to help companies decide which architecture to choose for deploy-
ing ML/DL models. Finally, it explores how MLOps, as a practice that
brings together data scientist teams and operations, ensures the continu-
ous delivery and evolution of models.

Keywords. Machine Learning, Deep Learning, Development, Deploy-
ment, Evolution
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1 Introduction

Throughout history, technological innovation has been the primary driver
of economic growth. Companies use these technological innovation to
transform their core processes and business models, increase value deliv-
ery and accelerate innovation. Due to high data availability and tremendous
advances in high-performance parallel hardware such as GPUs and FP-
GAs [2] [3], Artificial Intelligence (AI) and especially Machine Learning
(ML) and Deep Learning (DL) are increasingly adopted in embedded sys-
tems companies. ML/DL technologies are used in sectors such as telecom-
munications, automotive [4], finance [5] [6], defense, healthcare [7] [8],
manufacturing, etc. and various other sectors.

Althoughmost companies have ongoingAI initiatives, previous research
shows that the transition from prototype to production-ready deployment
of ML/DL models is challenging and most companies are struggling
with [9] [10] [11]. According to a study by Gartner [12], 47% of AI
projects remain in the prototype phase because of a lack of tools and pro-
cesses to develop and manage a production-ready AI system. As previous
research has shown, companies face challenges in developing, deploying,
and evolving ML/DL models [10] [13] [14] [15] [9] [16] in practice.

Software Engineering (SE) is undergoing a major transformation with
the introduction of ML/DL technology [17]. Engineering ML/DL systems
in real-world environments is challenging because they add extra complex-
ity to the development of traditional software. According to [18], there are
three fundamental differences in the construction of MLmodels compared
to previous technologies. First, in the case of ML, additional effort is re-
quired to find, generate, manage and version data compared to software
code. Second, in addition to their SE skills, teams need sufficiently deep
knowledge of ML to build, evaluate and tune models from scratch [13].
Third, it is more difficult to maintain strict module boundaries between
ML models than it is for SE modules. These differences also apply to DL
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models. From these differences, it is clear that methods, processes, and
techniques designed for the development of traditional software systems
and applications are less effectively applied to the development, deploy-
ment and evolution of ML/DL models. To address this problem, recent
evidence [10] shows that established SE principles, processes, approaches
and methods [19] [20] need to be considered and extended in the develop-
ment, deployment and evolution of ML/DL systems.

Despite numerous promising examples, there is a schism in the ML, DL
and SE communities. The ML and DL communities are concerned with
algorithms and their performance, while the SE community is concerned
with the implementation and deployment of software-intensive systems. In
this context, it is crucial to bring together the knowledge and experience
of these two communities.

Previous research shows that even experienced practitioners have diffi-
culty developing, deploying and evolving the ML/DL models. According
to [13], the development of ML requires the skills of ”high priests”. To
support this assertion, [21] suggested that ”crafting these solutions gen-
erally requires knowledge possessed by few”. Data scientists involved in
the development, deployment and evolution of ML /DL models often have
a broad range of skills in areas such as mathematics and statistics, ML,
DL and AI, databases, cloud computing, and data visualization [22]. Even
when companies are using ML/DL technology extensively in embedded
systems, they struggle to recruit adequate data scientists [23]. Therefore,
when data science teams are formed in a company, practitioners with a
background in SE or business analytics, data governance and ethics ex-
perts usually take on the role of data scientist [22] [24]. Based on a survey
of 16,716 practitioners (15 job titles) working in data science conducted
by Kaggle [25], most respondents were ”data scientists” (15%), followed
by ”engineer” (14%), ”researcher” (10%), ”data analyst” (7%), ”business
analyst” (5%) and the remaining categories (5%). Data science employs
a large number of practitioners in a variety of job categories and titles,
and its diversity increases over time [26]. Data scientists use a variety of
tools, ranging from simple programming languages to shared notebooks
to graphical canvases, to set data pipeline [25] and apply different skills
ranging from data wrangling to modeling to visualization [27] [28]. De-
spite the fact that data science offers powerful tools for gaining insights,
practitioners’ knowledge of how to apply these tools to tailored situations
is limited. On the other hand, while small companies have easy access

4



to local and domain knowledge, they lack the skills to apply data science
tools to their problems [29]. According to the HCI (Human-computer
interaction) and ML literature [21], people involved in the development
of ML models can be divided into three categories: a) Experts, b) Inter-
mediate users of ML (some experience with ML, but without the deep
knowledge that experts possess) [30] and c) Amateurs (interact with ML
systems without ML knowledge, such as some domain experts and end
users). In summary, ongoing research and surveys show that practitioners
have difficulty operationalizing and standardizing work processes. On the
other hand, it also shows that companies across the domain, regardless of
the level of expertise [13]and/or access to data scientists, struggle to create
high-performing models due to a lack of established and systematic design
methods and processes.

To address these issues, we focus our research on two main problems:
a) the challenge of moving from prototype to deployment of ML/DL
models and b) the lack of data science expertise (and thus the need for
others to contribute to the development, deployment and evolution of
ML/DL models). Our research is motivated by the fact that there is a
growing interest in establishing sound SE methods and practices in the
development of ML and DL systems [18]. To do this, it is necessary
to consider and adapt well-established SE practices that have been largely
ignored or have had a narrow focus in theML literature [13] [15]. Therefore,
we focus on developing systematic and structured design methods and
processes for model development, deployment, and evolution to not only
empower and encourage experienced data scientists, but also enable less
experienced data scientists, software engineers and even non-experts to
effectively approach the process of developing, deploying, and evolving
ML/DL models in today’s embedded systems domain where there is a
shortage of highly skilled data scientists.

To achieve this, we are conducting studies that cover the end-to-end
process of developing ML/DL models as well as in-depth studies that fo-
cus on the specifics of the deployment phase (architectural alternatives for
deploying AI at the edge and the key factors that lead to the selection of
a particular architecture) and how these models can be operationalized in
large-scale embedded systems and how ML systems can be continuously
delivered and evolved usingMLOps (Machine Learning Operations). This
research is conducted in collaboration with AI-enhanced companies in
embedded systems domain, using different research approaches and tech-
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niques.

This thesis is organized as follows: Chapter 1 presents the need for sys-
tematic and structured design methods and processes for the development,
deployment and evolution of ML/DL models. Chapter 2 provides the back-
ground to the study. Chapter 3 describes the research methodology and
process employed in the study. Chapters 4, 5, 6, 7, 8 and 9 are based on
the publications. Chapter 10 concludes the thesis with a discussion of the
main findings and future work.
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2 Background

This section provides background information and describes related work
in this thesis. Section 2.1 discusses contemporary SE and the different
approaches to software development. Section 2.2 explains the continuous
practices that emerge in response to the dynamic environment in which
SE takes place. Section 2.3 helps to understand the specifics of ML and
DL. Section 2.4 presents workflows and practices for the development,
deployment, and evolution of ML/DL models. Section 2.5 provides a brief
overview of the challenges reported and faced by practitioners.

2.1 Contemporary Software Engineering

Software-intensive companies have experienced a paradigm shift over the
past decade due to the digitalization of products and services [31]. Accord-
ing to Gartner [32], digitalization is ...”the use of digital technologies to
change a business model and provide new revenue and value-producing
opportunities; it is the process of moving to a digital business”. This
paradigm shift driven by digitalization has a significant impact not only
on the products and services that companies produce, but also on the
way these products and services are produced, i.e. on the development ap-
proaches themselves. If companies want to remain competitive, they must
understand, embrace and maximize the benefits of different development
approaches. As software becomes an integral part and a key differentiator,
companies are being forced to transform their business to enable them to
develop software at large-scale [33] [34] and also to drive the approaches
they use to develop these systems to ensure value for their customers. With
the increasing availability of and access to data and the advent of AI and
technologies such as ML and DL, companies are complementing their tra-
ditional requirements engineering approaches to development with other
approaches [31].
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However, when developing software to be used as part of an embed-
ded system, there are a number of factors to consider compared to pure
software companies [33] [34]. As shown in [31], there are three different
development approaches to contemporary software development (1) Re-
quirement driven development, (2) Outcome/data driven development and
(3) AI driven development. In requirement driven development approach,
the software is built according to the specification. This approach is used
when the new features or functions are fully understood and specified and
business revenue does not depend on frequent release of new features.
Requirements are gathered, specified, and carefully documented as the
primary input to development teams and as a mechanism to ensure that a
system is built and delivered in accordance with customer preferences and
needs, especially in embedded systems companies [35] [36].

In the outcome/data driven development approach, development teams
are given a quantitative target to achieve and are asked to experiment with
different solutions to improve the metric. This approach is primarily used
for developing new features that are used by customers on a regular basis
and for innovation initiatives when there is uncertainty about how to imple-
ment a new feature. This approach is used in the embedded systems domain
where experimentation with different software solutions to determine and
validate customer value is becoming increasingly important [37] [38] [39].

The third and rapidly emerging new approach to software development
is AI driven development [31]. In this approach, companies have access
to large data sets and use AI techniques such as ML and DL to develop
components that provide insights based on input data and learn from past
actions, with the goal of minimizing prediction errors. An example of this
type of development is object recognition in automobiles. This develop-
ment approach is used when manual processing of the software would be
either too difficult, time consuming or expensive. In this approach, the
computer is given the task of solving a problem. Problems arise when
building a production-ready AI system in a company that lacks mecha-
nisms and infrastructure for conducting experiments has limited resources
for large and complex data sets, and whose corporate culture, skills, and
interests are incompatible with cross-functional collaboration.

As AI driven development is still in its infancy in many companies,
they face challenges related to the development, deployment and evolution
of ML/DL models. This highlights the need to define systematic and
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structured design methods for developing, deploying and evolvingML/DL
models.

2.2 Continuous Development Practices

Regardless of software, data or ML/DL components, companies are look-
ing for continuous development practices that enable ongoing development
as well as delivery of these components [40] as more opportunities exist
to deliver improvements to customers on a regular basis. Companies are
adopting DevOps, DataOps, and MLOps as practices that go beyond agile
methods and represent newways of working for software-intensive embed-
ded systems. They are using these practices to improve automation and
quality of production in terms of development, data and ML operations.

2.2.1 DevOps

DevOps stands for development and operations [41]. It aims to ”reduce
the time between committing a change to a system and the change being
placed into normal production while ensuring high quality” [42]. The goal
is to merge development, quality assurance and operations into a single
continuous set of processes.

2.2.2 DataOps

According to reference [43], DataOps can be defined as "an approach
that accelerates the delivery of high-quality results by automation and
orchestration of data life cycle stages". It brings speed and agility to the
end-to-end process of data pipelines, from collection to delivery.

2.2.3 MLOps

Following continuous practices in SE (DevOps and DataOps), companies
are trying to enable continuous practices in rapid deployment of ML
models as well [44]. The practice of continuous delivery of ML is referred
to as MLOps. It is an engineering practice that applies DevOps principles
to ML systems to unify the development and operation of the ML system.
In practice, ML models are embedded in a larger software system that
hosts, provides access to and monitors the ML features [45]. Because the
model is often only a small component of the overall software system,
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the interaction of the model with the rest of the software and context is
extremely critical [15].MLOps helps data scientists and engineers generate
long-term value and reduce risk in data science, ML and AI initiatives
through standardization and streamlining Machine Leaning Lifecycle [46].
MLOps enables data scientists to collaborate and increase the speed of
delivery and quality of model development by monitoring, validating, and
driving machine learning models. This is similar to the way DevOps helps
software engineers develop, test and deploy software faster and with fewer
defects. MLOps supports the data science life cycle in the same way that
DevOps supports the application development lifecycle [47].

2.3 Machine Learning (ML)/Deep Learning (DL)

Companies that integrate ML/DL into their software-intensive systems
seek to gain an increasingly competitive advantage over companies that
do not use ML/DL technologies. The term ML was coined by Arthur
Samuel [48]. According to TomM.Mitchell [49], ML can be defined as ”a
computer program is said to learn from experience E with respect to some
class of tasks T and performance measure P if its performance at tasks in
T, as measured by P, improves with experience E”. ML consists of four
main learning paradigms, namely supervised learning (SL), unsupervised
learning (UL), semi-supervised learning (SSL) and reinforcement learning
(RL) [50] [51]. Unsupervised learning attempts to find hidden structures
in labeled data while supervised learning infers a function from labeled
training data. SSL presents a challenging learning setting where models
are constructed from training data typically consisting of a small number
of labeled instances and a large number of unlabeled instances. Reinforce-
ment learning seeks to maximize reward based on actions performed in
the environment. ML has rapidly evolved from a laboratory curiosity to a
practical and commercially used technology.

Deep Learning (DL), a subset of ML builds on multiple levels of rep-
resentation by composing simple but non-linear modules. According to
Yoshua Bengio [52] ”Deep learning algorithms seek to exploit the un-
known structure in the input distribution in order to discover good rep-
resentations, often at multiple levels, with higher-level learned features
defined in terms of lower-level features”. Compared to conventional ML
algorithms, DL methods are very effective in exploring high-dimensional
data.
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2.4 ML/DL Workflows and Practices

Previous research has identified workflows and practices for developing,
deploying and evolving models.

According to [53], the workflow of ML consists of three components:
a) Data Pre -processing (DPR), b) Learning/Inference (L/I) and c) Post
Processing (PPR). In DPR, the raw data is converted into a format com-
patible with the ML algorithm through data manipulations such as data
cleaning and feature extraction. In L/I, the learned MLmodel based on the
transformed data is used to make predictions for unseen data. PPR deals
with the operations after performing inference based on a learned model.
Companies that integrate ML workflow into the software development
process employ polymath data scientists on their software teams [18]. As
ML becomes more prevalent, data scientists must specialize as domain ex-
perts who have a deep understanding of the business case, modelers who
develop predictive models and platform developers who are responsible
for creating cloud-based infrastructure.

The ML workflow used by Microsoft [18] to develop AI applications
includes nine stages with feedback loops. They are model requirements,
data collection, data cleaning, data labeling, feature engineering, model
training, model evaluation, model deployment and model monitoring. In
model requirements, practitioners decide on the features and types of
models that are appropriate for a particular business problem. In later
stages, they find and collect data, remove noisy data and assign ground
labels. After labeling the data, they perform feature engineering, train
and tune the models, and evaluate the model against predefined-metrics.
The model for inference is deployed on target devices and continuously
monitored for performance degradation. This workflow is illustrated in
various forms in [54] [13] [55] [56]. These workflows have similarities to
KDD [57] and CRISP-DM [58] in the context of data science and data
mining.

2.5 Challenges in Developing, Deploying and Evolving
ML/DL Models

Despite well-established workflows and practices as described above, the
development ofML/DLmodels suffers from a number of challenges. Refer-
ence [10] attempts to identify and classify various SE challenges that exist
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when building and deploying ML models in software-intensive systems.
Experts encounter problems in building systems with ML algorithms, as
described in [13] [14]. The development of ML models by non-experts is
explored in [21] using their experience, knowledge and blind spots. The
unique potentials and pitfalls of non-experts are highlighted in this paper.
In [15], several ML specific risks are illustrated that should be considered
in system design using the SE framework of technical debt. These include
boundary erosion, hidden feedback loops, data dependencies, configura-
tion debt, changes in externalworld, etc.Many studies have been conducted
to test software [59] and ML models. However, studies that consider the
combination of SE and ML have not been as extensively researched [60].
Implementing a production-ready ML system needs to be tested, as does
the software [19]. The challenges in the intersection of SE and ML can be
grouped into development, production, and organizational challenges [9].
DL techniques require special infrastructure support compared to ML and
traditional software development [61]. DL requires high-end infrastruc-
ture to train large amount of data in reasonable time and achieve better
accuracy.
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3 Research Methodology & Process

Software engineering is a multidisciplinary field that spans various social
and technological boundaries. Therefore, it has become imperative to in-
vestigate not only the tools and processes used by software engineers, but
also the social and cognitive processes that surround them and in which
software and systems development takes place, in order to better under-
stand how individual software engineers create and maintain complex,
evolving software systems and how teams and organizations coordinate
their efforts [62]. Research methodology is a scientific and systematic way
for solving a research problem. In research methodology, ontological and
epistemological principles are translated into guidelines that indicate how
research should be conducted and into principles, procedures and practices
that govern research [63]. To conduct successful research, one must under-
stand not only research methods and techniques, but also methodology.

There are two strands of research methodology: (a) Qualitative research
and (b) Quantitative research. The aim of qualitative research is "Develop-
ment of concepts which help us to understand social phenomena in natural
(rather than experimental) settings, given due emphasis to the meanings,
experiences and views of the participants" [64]. This researchmethodology
helps to provide richer information, deeper insights into the phenomenon
under study and an understanding of the perceptions that underlie and
influence the various negative impacts studied. The goal of quantitative
research is to "explain behavior in terms of specific causes (independent
variables) and the measurement of the effects of those causes (dependent
variables)". Quantitative research improves the generalizations of a larger
number of subjects and thus achieves greater objectivity. We adopted a
qualitative approach to our research.

Previous studies have shown little empirical support for the development,
deployment and evolution of ML/DL models. The end-to-end process of
developing, deploying, and evolving models and integrating them into
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larger embedded systems presents a significant challenge. This is espe-
cially true for large, complex, highly regulated and safety-critical embed-
ded systems in areas such as telecommunications, automotive, defence,
security, healthcare, etc. With this in mind, the goal of this research is
to enable not only experienced data scientists, but also less experienced
data scientists, software engineers, and even non-experts to address and
promote the development, deployment, and evolution of ML/DL models.

This chapter is organized into sections covering the research questions,
qualitative research, case companies involved in the research, research
methods and research techniques.

3.1 Research Questions

The objective of this research is to develop systematic and structured
design methods and processes to support the development, deployment,
and evolution of ML/DL models. To achieve the research objective, we
have adopted a qualitative research methodology. The research focuses on
three primary research questions.

RQ1: What are the activities performed and challenges experienced in the
process of developing ML/DL models in companies with software-
intensive embedded systems?

RQ2: What are the best practices, challenges encountered and architectural
choices made by practitioners in deploying and operationalizing
ML/DL models?

RQ3: How can MLOps practices help large-scale embedded systems com-
panies achieve continuous delivery and evolution of ML/DL mod-
els?

The first research question (RQ1) aims to identify the phases and activities
that companies undertake simultaneously to develop, deploy and evolve
models and the challenges they face. This question also addresses iter-
ations and triggers that optimize model design for better accuracy and
identifies the roles and organizational functions involved. The second re-
search question (RQ2) focuses on the specifics of the deployment phase
and how these models can be operationalized in large embedded systems.
This question aims to improve the understanding of the integration, deploy-
ment and operationalization of ML/DL models. For example, it explores
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the architectural choices for deploying models at the edge, ranging from
centralized cloud to decentralized edge and identifies the factors that af-
fect architectural choices. The third research question (RQ3) analyzes how
practices such as MLOps help to ensure the continuous development and
delivery of ML/DL models. This question aims to provide practitioners
with a blueprint on how to effectively implement continuous practices, i.e.
MLOps, into the company’s business.

3.2 Research Context

The research reported in this thesis was conducted as part of Software
Center [65]. Software Center is a large research collaboration consisting of
seventeen companies in the embedded systems domain and five Swedish
universities. It initiates and carries out research projects with industrial
and academic partners in an active, close and long-term collaboration. As
the name suggests, the companies involved in this collaboration develop
products and services based solely on or supported by software. As best
practices change rapidly in SE, Software Center enables companies to in-
novate and build new core capabilities to increase their competitiveness by
collaborating to develop novel software engineering as a core competency.
In addition, these companies are incorporating ML/DL models into their
software-intensive embedded systems to provide value to their customers.

Each calendar year, the Software Center organizes an ongoing collabo-
ration between university researchers and practitioners from partner com-
panies in two six-month sprints. During a typical sprint, practitioners and
researchers with similar interests meet frequently in company-specific and
cross-companyworkshops to identify current research challenges, advance
ongoing research, coordinate work and present and validate results. Each
sprint begins with a joint "kick-off" workshop session where practitioners
and researchers agree on a research focus and frequent research activities.
The sprint ends with a reporting workshop attended by all partner com-
panies. In addition, the Software Center day is held once a year where
all partner companies and universities come together to discuss the recent
research and industry challenges. At the end of each sprint, the research
proposal for the next sprint is presented to the steering committee (selected
practitioners from each partner company) for approval. Companies engage
in proposals that they consider interesting and relevant to their specific do-
main. On the other hand, they wish to remain anonymous throughout the
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research as we reflect on the challenges, pitfalls and limitations in their
current practice of developing, deploying and evolving ML/DL models.
Based on their engagement in our research, we categorize ten of the seven-
teen companies as primary and the rest as secondary. Primary companies
are those with whom we worked continuously and very closely and who
actively contributed to the research during the sprints. Secondary compa-
nies are those that did not play an active role in the research during the
sprint, but did participate in activities where we shared our results.

3.2.1 Primary Case Companies

Below, we present the primary case companies contributed to this research:

Table 1: Primary Case Companies

Case Description
A A multinational telecommunication company providing equipment

and telecommunications systems to mobile and fixed-line
operators, communications networks and multimedia solutions

B An automotive company that manufactures and supplies transport
solutions, construction technologies and commercial vehicles

C A multinational packaging company that provides processing and
packaging solutions for food and beverage products

D Functions as an innovation center for an automotive company that
introduces smarter solutions for passenger vehicles

E Manufactures and distributes pumps for heating, air conditioning
and fluid handling

F Develops software and hardware for various products, from home
appliances to vehicles. They have standards to ensure product
design, functionality and quality

G An automotive manufacturer that uses AI to develop autonomous
driving technology

H A multinational company that provides systems for generating and
transmitting power and medical diagnostics

I A global provider of transportation solutions
J Provides a platform for developing and deploying DL models
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3.3 Qualitative Research

To answer the research questions of interest, we used a qualitative research
approach. According to [66], qualitative research ”involves an interpretive,
naturalistic approach to the world. This means that qualitative researchers
study things in their natural settings, attempting to make sense of, or
interpret phenomena in terms of the meanings people bring to them”.
Qualitative research examines behaviours, beliefs and motivations in a
particular context. This involves collecting, analysing and interpreting
data that cannot simply be reduced to numbers [67]. The main purpose of
qualitative research is to answer the following questions: ”Why?, How?,
What is the process?What are the influences or context?” [68]. Qualitative
research explores people’s experiences in depth using research techniques
such as interviews, group interviews (focus groups), observations and
documents [69]. We chose qualitative research as a mode of inquiry [70]
and used interviews, group interviews (focus groups) and observations
to study real-world environments. Qualitative research is appropriate in
our study to understand how a purposively selected company [68] or
practitioners within that company perceive the development, deployment
and evolution of ML/DL models.

3.3.1 Case Study Research

Yin defines a case study [71] ”as an empirical inquiry that investigates
a contemporary phenomenon within its real-life context, especially when
the boundaries between phenomenon and context are not clearly evident”.
The five steps involved in the case study are as follows [72] (a) Case
study design:- establishing the objectives and planning the case study (b)
Preparation for data collection:- defining data collection procedures and
protocols (c) Collection of evidence:- conducting data collection proce-
dures for the case under study (d) Analysis of collected data:- apply data
analysis procedures to the data and (e) Reporting:- packaging the study
and its conclusions in reportable formats. According to [73] classification,
there are four research purposes: (a) Exploratory, which helps to uncover
processes, gain new insights and develop ideas and hypotheses for new
research, (b) Descriptive, which describes a situation or phenomenon, (c)
Explanatory, which seeks an explanation for a situation or problem that
is not necessarily in the form of a causal relationship and (d) Improving,
which seeks to improve some aspect of the phenomenon under study. The
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selection of an appropriate case is a crucial part of case study research.
It uses purposive sampling to choose relevant cases for the study [62].
Depending on the phenomenon under study, a case study can be single
or multiple. A multiple case study allows for a deeper understanding of
each case as a unit by comparing similarities and differences. Case study
research also allows for the study of a phenomenon over a longer period
of time, which is called a longitudinal case study [72]. Case studies are
conducted not only to increase knowledge about individuals, groups and
organizations [74], but also to bring about change in the phenomena under
study based on the results of case studies. In SE, case studies are used to
better understand how and why SE was undertaken, thus improving the
SE process and the resulting software products [72].

We chose both an exploratory and a longitudinal multiple case study to
understand, clarify or demonstrate new technique capabilities, methods,
tools, processes, technologies or organizational structures, and to focus on
an in-depth investigation of a contemporary phenomenon that is difficult
to study separately in its real-world context. Through the multiple case
study, we explored the different phases, activities performed by practition-
ers and associated challenges of developing ML/DL models, the factors
influencing the selection of an architecture for deploying AI models, and
the ways in which companies adopt MLOps to ensure continuous model
delivery.

3.3.2 Action Research

Action research [75] is a research method in which researchers and prac-
titioners work closely together to solve a research problem in a company.
Action research can be considered ”the most realistic research setting
found because the setting of the study is the same as the setting in which
the results will be applied for a given organization, apart from the presence
of the researchers” [76] and its application reinforces ”more on what prac-
titioners do than what they say they do” [77]. The action research cycle
consists of five steps [78]: (1) Diagnosing - focusing on understanding,
describing and agreeing on a problem to be solved, (2) action planning
and design - focusing on discovering alternatives to solve a problem and
selecting an appropriate choice, (3) action taking - focusing on implement-
ing the action plan, (4) Evaluation - capturing the impact of the action
using a variety of data collection methods and (5) Specifying learning
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- determining learnings based on the evaluation. According to [79] [78],
the entire process is documented using notes, semi-structured interviews,
questionnaires and audio recordings. In addition, several versions of soft-
ware prototypes serve as documentation of changes made during the action
research cycles. Action research can be characterized [80] as intervention-
focused, iterative and participatory. In intervention-focused research, the
researcher introduces the action (intervention) to understand its conse-
quences in the context under study. In iterative research, the implemented
action (e.g., a method or tool) is iteratively improved through several cy-
cles of action research [81] [78]. In participatory research, the researcher
is given the opportunity to actively participate in the implementation of
actions and to observe the context under study. Action research seems to
be a well-suited research method to increase the relevance of SE because
it emphasizes collaboration between SE researchers and practitioners in
real-world settings. It provides a practical benefit to client companies that
are trying to solve a real-world problem while exploring the experience of
solving the problem [82]. The disadvantage of action research is that the
researcher has to invest a lot of time and energy to evaluate the problem
in different iterations [62]. In addition, companies often refuse to use their
developments as trial cases.

Action research is a variant of case study research. Its main goal is to
"influence or change some aspect of what is the focus of the research" [73].
Case study is purely observational whereas action research focuses on
and is involved in the change process [83]. Action research is initiated to
solve an immediate problem and aims to change the current state and con-
tribute to an improved situation, whereas case studies focus on a specific
phenomenon over a longer period of time.

We complemented case study research with action research because we
wanted to improve and impact practice. A prerequisite for action research
is that both the researcher and the practitioners of the case company work
together to identify and agree on a problem to be solved. In our case, the
problem to be solved was to develop different architectural alternatives for
deploying AI models at the edge. In the next step, the primary researcher
spent two days per week for six months at the case company. During this
time, the researcher gained an in-depth understanding of the company,
its use cases, the technologies used, and the challenges involved. Action
research emphasizes participatory research and iteratively develops practi-
cal usable solutions. The entire process is documented through interviews,
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meetings, discussions, workshops (both individual and group), meeting
notes, written diaries and company presentations. As a result of the action
research, the researcher developed a generic framework consisting of five
architectural alternatives ranging from a centralized to a decentralized ap-
proach to deploying AI at the edge. The final results were presented to the
case company in the form of a presentation. Based on the action research,
we conducted a follow-up study of different case companies to identify the
factors that influence the selection of a particular architecture alternative.

3.4 Research Techniques

Research techniques are used to collect empirical data to analyze actions
in real industrial contexts [84]. In case study and action research study, we
employed a number of different techniques to collect empirical data.

3.4.1 Interviews

Interviews are a data collection technique commonly used in empirical SE
research [85]. The main purpose is to collect data about a phenomenon
that cannot be captured by quantitative measures. By interviewing prac-
titioners, one gains insight into their work practices, use cases, opinions,
thoughts and feelings about a particular topic under study. Based on the
number of participants in interviews, they can be divided into (1) Indi-
vidual interviews, in which one interviewer and one respondent discuss
a topic of mutual interest [86] and (2) Group interviews, also known as
focus groups [87], in which multiple respondents discuss topics intro-
duced by one or two interviewers. Interviews can be divided into struc-
tured, unstructured, and semi-structured interviews. Structured interviews
allow for specific research questions as the interviewer has a clear idea
of the information to be gathered [69]. In highly structured interviews,
responses can be quantified. In unstructured interviews, the interviewer
suggests the theme of the interview but has few specific questions in
mind [88]. In semi-structured interviews [88], also called focused inter-
views, specific questions (to obtain predictable information) are combined
with open-ended questions (to obtain unexpected types of information).
In addition to actually conducting the interviews, several activities are
required. These include scheduling appointments with interviewees, gath-
ering background information, preparing interview guides and following
up on interviews/meetings, writing summaries and transcribing [85]. In-
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terviews can be recorded in a variety of ways, such as with an audio tape
recorder or a scribe.

We chose to conduct a semi-structured interview study to gain insights
into the activities performed by practitioners and the associated challenges
of developing models, to consider the factors influencing the choice of
architecture for AImodel deployment and to explore how companies adopt
MLOps practices.

3.4.2 Observations

Qualitative data collection using observations provides rich insights into
the topic under study [62]. Observations define a setting in which a sub-
ject performs a task while being observed by an experimenter [89]. An
observational approach can be more time consuming for the experimenter
and less relaxing for the subject than interviews or questionnaires. Obser-
vations are reported on real phenomena that are judged for their interest.
They provide valuable clues to practice when findings are not available.
They also help to understand an area and lay the foundations for research
that will lead to new knowledge or findings over time [90]. Observations
can be conducted to study how a particular task is performed by software
engineers [62].

Data collection in an observational study can be divided into two
subtypes:- observational and inquisitive. Observational data are collected
while the process is being carried out, but without interference from the re-
searcher. For example, subjects are asked to think aloud while performing
a technique so that the researcher can gain insight into the performance
of the technique. Inquisitive data are collected after a process step is com-
pleted rather than during its execution. The researcher needs to be more
assertive and solicit answers to predefined questions rather than passively
observe. For example, at the end of each step, the researcher might ask
the subject for qualitative feedback on whether that step was worthwhile
or whether the same results could have been better achieved in a different
way [89].

Observation can be a first or second degree method. There are many
different approaches to observation. One approach is to observe a group of
software engineers with a video recorder and analyze the recording later,
for example by protocol analysis [91] [92]. Another alternative is to use a
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"Think Aloud" protocol, in which the researcher repeatedly asks questions
such as "What is your strategy?" and "What are you thinking?" to remind
subjects to think aloud. This can be combined with audio and keystroke
recordings. Another type is observation in meetings, where participants
interact with each other to gain information about the subject of the study.
An alternative approach is proposed by [93] where a sampling tool is used
to obtain data and feedback from participants.

A particular form of ethnography is participant observation, where the
researcher becomes amember of the community under study for a period of
time. Here the researcher seeks to understand the community not through
the observations of an outsider, but through the privileged perspective that
comes from membership. The greatest challenge in ethnographic research
is to conduct detailed observations, data collection and analysis while
avoiding bias. The researcher needs a high level of training in observational
and qualitative data analysis techniques. We used participant observation
in our study by participating in stand-up meetings, workshops, interviews
and action research in companies.

3.4.3 Multi-vocal Literature Review

A multi-vocal literature review (MLR) aims to identify existing evidence
on a particular topic and explore current gaps, suggest areas of investigation
and provide a framework for positioning new research activities [94] [95]
[96]. An MLR is a form of SLR that includes grey literature as well as
published literature. MLRs provide summaries of the state-of- the-art and
state-of-practice in a given area. SLRs are conducted according to the
procedures summarized by Kitchenham [96] to minimize publication bias
and increase the completeness of the search.

We conducted MLRs to explore how ML/DL models are integrated,
deployed and operationalized and to examine the MLOps practices used
to ensure the continuous delivery and evolution of models. We used semi-
structured interviews, workshops and observations to complement the
findings of the MLRs in our research. We mapped the case companies to
the MLOps maturity model derived using MLRs wth the help of semi-
structured interviews, workshops, observations, meetings and stand-up
meetings.
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3.5 Data Analysis

Qualitative research provides unstructured text-based data. These may be
interview transcripts, workshop notes, meeting notes, diary entries, etc. In
this thesis, we have used two types of qualitative data analysis: a) Open
coding and b) Triangulation.

3.5.1 Open coding

In analysing the qualitative data, we applied elements of open coding to
identify key concepts and then group them into conceptual categories [97].

3.5.2 Triangulation

Triangulation increases the precision and validity of our study [98]. Be-
cause there were three of us researchers conducting the interviews and
reading the interview transcripts, notes and summaries, triangulation al-
lowed for multiple perspectives on the topic under study [99].

3.6 Research Process

The primary step in the research process was to find an idea for the research.
The research idea emerged as a result of continuous interactions with
SoftwareCenter companies that helped us identify current challenges faced
by practitioners in AI-enhanced systems in the embedded domain. Of the
various challenges listed by practitioners, we wanted to focus primarily on
developing a systematic and structured designmethodology for the process
of developing, deploying and successfully evolvingML/DLmodels as part
of software-intensive and highly complex systems. To achieve this, we
propose to conduct studies that cover the end-to-end process of developing
ML /DLmodels, aswell as in-depth studies that focus on the specifics of the
deployment phase and how to operationalize these models in large-scale
embedded systems and how to continuously deliver and evolve Machine
Learning Systems (MLOps). The RQs are framed to begin with exploring
and identifying the problem and developing and identifying solutions. We
have chosen a qualitative research methodology for our thesis.

The overview of the research process is shown in Figure 1. Figure 1 ex-
plains the different research methods that were used in the case companies
to answer the RQs. It also shows the results obtained to answer the RQs
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and the related publications. A, B, C, D, E, F, G, H, I and J denote the case
companies included in the research while RQ1, RQ2 and RQ3 denote the
RQs.

Figure 1: Research Process Overview

The overall research process in this thesis consists of four case studies,
one action research study and one literature review and can be described
as follows:

3.6.1 Case Study 1: Development of ML/DL Models

Despite the fact that practitioners are interested in developing ML/DL
models, they do not follow a systematic and structured approach. In our
interviews with practitioners, we asked them "how they deal with the de-
velopment, deployment and evolution of ML /DL models". Surprisingly,
we found that practitioners did not have a clear and concise answer to this
question. This has led us to focus our research on this extremely important
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topic. In order to investigate the phases of the design process based on
the activities performed by practitioners, the challenges encountered and
the iterations and triggers between phases to optimize the design process
during the development of ML /DL models, we employed an exploratory
case study method to three case companies. The case study allows for an
in-depth and detailed investigation of the phenomenon based on evidence
collected in interviews, workshops and meetings. In case company A, we
studied four use cases, while in case companies B and C, we studied only
one use case. Semi-structured interviews with open-ended questions are
the primary researchmethod used to collect data.We conducted interviews
with nine practitioners to gather valuable information. All interviews were
scheduled for one hour, two of which were conducted face-to-face with
primary researcher and the rest via videoconference. The interviews were
transcribed and recorded for further analysis if the interviewees agreed to
this. We held five workshops (both cross-company and company-specific)
in which nine practitioners discussed the development of ML/DL models
and the challenges involved. In addition to the interviews and workshops,
we held frequent meetings to learn more about the topic. Through anal-
ysis of the interview summary and notes taken during the interviews,
workshops and meetings, we used open coding elements to identify key
concepts and organize them into conceptual categories. We validated the
study through triangulation and sent the findings to the practitioners in-
volved in the study for feedback. Based on the findings, a paper published
is presented in reporting workshops, company specific and cross-company
workshops, academic lectures and seminars.

3.6.2 Case Study 2: AI-driven Business Development Frame-
work

In this study, we have identified the high-level activities that companies
perform in parallel and concurrently to develop, deploy and evolve mod-
els. We have also detailed the activities, iterations and triggers used to
optimize model design, as well as the roles and organizational functions.
We also demonstrated how this study helps companies solve challenges
we identified, and discussed different decision points for immediately ter-
minating less valuable business cases. As part of this study, we worked
closely with practitioners from six different software-intensive embedded
systems companies to examine nine use cases. Of the six case companies,
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three companies are involved in our case study 1. Primary data collec-
tion techniques include semi-structured interviews, workshops, meetings
and events. Eighteen experts from six large companies representing dif-
ferent business areas and domains participated in the interview study. We
organized a total of five workshops in which we visited the same case com-
panies to present our preliminary findings based on the study and solicit
their feedback. The findings were presented at these meetings and events
for validation.

3.6.3 Case Study 3: Key Factor Selection for Ideal Architec-
ture

Although ML/DL is popular, we have found that companies find the tran-
sition from prototypes to production-quality models difficult. In previous
interactions with companies as part of our action research study, we found
that practitioners wrestle with the decision of whether to deploy AI at the
edge using a centralized approach, a mix of centralized and decentralized
approaches, or a fully decentralized approach. In order to identify key
factors as well as prioritization and trade-offs between these key factors
that impact the selection of an optimal architecture for AI deployment, we
chose to conduct a longitudinal case study. We conduct a case study to ob-
tain in-depth information about the topic under study. This is a continuation
of our action research study, working closely with five of the companies
previously involved and also including two new companies. We conducted
semi-structured interviews with 11 practitioners from 6 case companies
and a workshop with thirty practitioners in one of the case companies.
Since this is a follow-up study to our action research study, we presented
our architectural alternatives to the practitioners at the beginning of the
interviews and workshop to give them a better idea. We then asked for
their thoughts on the factors relevant to the selection of the specific archi-
tecture. The transcripts of the interviews and the notes from the workshops
facilitate the collection of our empirical data. To analyze the data, we used
investigator triangulation.

3.6.4 Case Study 4: Adoption of MLOps

There is little research onMLOps as it is a recent phenomenon. To improve
understanding of how companies practice MLOps, we conduct a SLR and

26



a GLR to provide a framework that identifies MLOps adoption activities
and the stages in which companies evolve as they become more mature
and advanced. Following SLR and GLR, we conducted a validation study
in three case companies and mapped the case companies to the stages of
the maturity model derived from the literature review. For data collection,
we used interview studies, workshops, meetings and stand-up meetings in
companies. Open coding and triangulation were used for data analysis.

3.6.5 Literature Review 1: End-to-end Deployment Process

Previous studies have shown that very little research has been done on
how to manage and deploy models once they have been trained with appro-
priate ML/DL models. To improve the understanding of how AI models
are integrated, deployed, operationalized and evolved, we conducted sys-
tematic and grey literature reviews. They were were conducted to obtain
an overview of the current state-of-the-art as well as the state-of-practice
and voice of practitioners on the end-to-end deployment process. For SLR,
we searched IEEE Xplore, ACM Digital Library, Scopus, ScienceDirect
and Web of Science. For GLR, we selected articles from companies (fil-
tering .com sites) in PDF format. We present a framework, practices and
challenges associated with the end-to-end deployment process based on
literature reviews.

3.6.6 Action Research Study 1: Architectural choices for AI
Deployment

Based on frequent discussions with practitioners from case company C, a
specific problem of interest to both the researcher and the case company
was identified for investigation. At this point, the company had already
implemented centralized (re)training of models in the cloud with only
inference at the edge and they were trying to implement (re)training of
models at the edge. To develop a generic framework consisting of differ-
ent architectural alternatives for deploying AI at the edge, we conducted
action research where the researcher worked in close-collaboration with
eleven practitioners in the company as study partners. To gain a better
understanding of edge/cloud (re)training, inference and transfer learning
in the context of four ML/DL use cases, the primary researcher spent
two days per week at the company for six months. To drive the research,
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we also conducted interviews, meetings, discussions and workshops (both
individual and group) and used meeting notes, written diaries and presen-
tations provided by the company. Based on the data collected and working
closely with the practitioners, we presented the developed architectural
alternatives to the case company and took their feedback. After the archi-
tectural alternatives were confirmed by case company C, we conducted
a qualitative validation study in four other case companies. The architec-
tural alternatives were first explained to nine practitioners in the four case
companies and later their reflections were included. The interviews were
scheduled for one hour. Investigator triangulation was used to explore
multiple perspectives on the topic. A paper is published based on the find-
ings, which is also presented at reporting workshops, company-specific
workshops and cross-company workshops.

Figure 2 shows the companies involved, the research techniques used
and the timeline of each research publication that meets the objectives of
this thesis. RQ1 is addressed through paper 1 and paper 6. RQ2 through
papers 2, 3 and 4. The objectives of RQ3 are achieved through paper 1 and
paper 6.

3.7 Threats to Validity

With respect to our thesis, we tried tominimise risks to validity, particularly
construct validity, internal validity and external validity.

3.7.1 Construct Validity

Construct validity refers to the extent to which the operational measures
studied indicate what the researchers are considering and intend to ex-
plore according to the research questions, [83] i.e., whether the theoretical
constructs are appropriately interpreted and measured. Some threats to
construct validity may affect the results presented in this thesis and to
mitigate this risk, different approaches were used depending on the nature
of the study.

In our study, to reduce construct validity, a semi-structured interview
guide was developed to capture the topic under investigation. A brief
description of the topic to be explored is sent to the interviewees before the
interview and the topic of the study is explained again during the interview
as an introduction. In case of unclear answers, we ask the interviewees to
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Figure 2: Research Process Timeline
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explain the answers.

3.7.2 Internal Validity

Internal validity refers to whether the result is correctly derived from the
researcher’s conclusions without external factors playing a role. When the
researcher investigates whether one factor influences a factor under study,
there is a risk that the factor under study is also influenced by a third
factor. Yin notes that internal validity primarily concerns studies in which
the researcher attempts to explain how and why one event led to another,
inferring a causal relationship without considering the presence of other
excluded events. Easterbrook et al. [62] further note that it is a common
mistake to confuse correlation with causality and that it is much more
difficult to prove causality than to show that two variables are correlated.

To reduce internal validity, we presented our study to the practitioners
involved/non-involved in the study as well as the two other researchers with
extensive knowledge in the field. In addition, the findings were validated
by the steering committee of the respective companies.

3.7.3 External Validity

The external aspect of validity is concerned with the extent to which it is
possible to generalize the findings of the study and apply them to other
situations. Yin defines this as, "An analytic generalization consists of a
carefully posed theoretical statement, theory, or theoretical proposition."
Easterbrook et al. [62] note that this usually depends on the type of sample
used in a study. This idea is echoed byMorse et al. "the sample must be ap-
propriate consisting of participants who best represent or have knowledge
of the research topic."

The work presented from cases studied with different teams in different
domains is to be seen differently in parts of the company.

3.8 Summary

This chapter has discussed the three RQs that will be addressed in this
thesis. The research methods, techniques and designs used to answer the
RQs are explained. Table 1 provides an overview of the research methods,
techniques and data collection techniques used to answer each RQ. Based
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Table 2: Overview of the different studies presented in this thesis

Research Question Research Objective Research
Method

Technique Data Collection
Technique

Companies
and Use cases

1. What are the activities
performed, and challenges
experienced in the process
of developing ML/DL
models in software-intensive
embedded system companies?

1.Exploration of phases
in design process
2.To identify ML/DL model
development challenges
3.To detection iterations and
events that trigger these
iterations

Case study 1. Interviews
2. Observation

1.Semi-structured interviews
2. Observation from workshops
and meetings

Companies (3)
Use cases (6)

2. What are the best practices,
challenges experienced and
architectural choices made by
practitioners when deploying
and operationalizing ML/DL
models?

1.Development of a generic
framework to deploy AI
at the edge
2.Presentation of two
architectural variants
3.Identification of key
challenges when selecting
an architectural alternative

Action Research 1. Internship

1. Semi-structured Interviews
2. Follow-up interviews
2. Observation from
workshops and meetings

Companies (5)
Cases (4)

1.Identification of key factors
for selection of specific
architecture for AI
deployment
2. Development of architecture
selection framework

Case study 1. Interviews
2. Observation

1. Semi-structured interviews
2. Focus- group interviews
3. Workshops

Companies (7)

1.Offer state-of-the-art and
state-of-practice and experience
of practitioners
2.Built a framework derived from
literature for end-to-end
deployment process

1. Systematic Literature
Reviews
2. Grey Literature
Reviews

3. How can MLOps practices
support large-scale embedded
systems companies in achieving
continuous delivery and evolve
models?

1.Present state-of-art on
adoption of MLOps in practice
2. Identification of different steps
companies take when evolving
their MLOps practices
3. Mapping of the companies to
stages in the maturity model

1. Systematic Literature
Reviews
2. Grey Literature
Reviews
3.Case study

1. Interviews
2. Observation

1. Semi-structured interviews
2. Stand-up meetings
3. Workshop

Companies (3)
Cases (3)

1. Built conceptual framework for
AI-driven business development
framework
2. Identification of decision points
for business case termination

Case study 1. Interviews
2. Observations

1.Semi-structured interviews
2. Observation from workshops,
meetings and events

Companies (6)
Cases (9)

on this, chapters 4, 5, 6, 7, 8 and 9 provide an overview of the findings
obtained. Chapters 4 and 5 provide frameworks for designing the devel-
opment process of ML /DL models and facilitating AI-driven business
development. Chapter 6 presents architectural alternatives for deploying
AI at the edge and Chapter 7 explains key factors that may influence these
architectural choices. Chapter 8 seeks to improve understanding of the
deployment and integration of ML/DL models, and Chapter 9 seeks to
reduce the gap between ML and operations teams (MLOps).
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4 Developing ML/DL Models: A
Design Framework

This chapter has earlier been published as
M. M. John, H. H. Olsson, and J. Bosch, “Developing ML/DL Models: A
Design Framework,” In Proceedings of the International Conference on
Software and System Processes, pp. 1–10, 2020.

Artificial intelligence (AI) has been popular in the recent years due to ad-
vancements in Machine Learning (ML) [100], Deep Learning (DL) [101],
Big data and Cloud Computing technologies. ML/DL has emerged as a
strong method of choice in many fields of science and technology, in-
cluding robotics, speech recognition, natural language processing [102],
computer vision [103] [104], etc. As a result, organizations are eager to in-
tegrate these innovations into software-intensive systems to increase value
delivery. In larger organizations such as Google [105], Apple [106], Mi-
crosoft [18] and Facebook [107], ML/DL technologies have been widely
used in services such as Google Translator, Google Street View, Siri,
Bing search, Cortana virtual assistant, DeepFace, etc. Although ML/DL
techniques are popular due to the sheer size of the available data and as
they provide exciting data-driven decision-making approaches for useful
insights, predictions and decisions, only very few people possess the knowl-
edge needed to develop these solutions [21]. Typically, data scientists have
expertise in areas such as mathematics, statistics, AI, ML, DL, Big data
and Cloud computing. Due to a shortage of these skilled ML/DL experts -
software developers, business analysts, data analysts etc., are often needed
to take on the responsibilities normally performed by data scientists when
data science teams are formed in organizations [28] [22]. In practice, soft-
ware developers find it difficult to apply ML/DL techniques even when
they see the value of their implementation. Moreover, non-experts are
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building and deploying potentially invalid ML/DL models to meet their
real-world needs by perceiving percentage accuracy as the only metric of
model performance [21]. Alarmingly, non-experts are more satisfied with
the learning outcomes and more confident in ML/DL models compared
to the experts. Despite the level of expertise, it is clear that people in all
domains are struggling to develop high-performance ML/DL models in
the absence of a well-established design process.

With the advent of ML/DL technology, software organizations need to
evolve their development practices and processes to incorporate intelli-
gence in their products. Although there are many methods and processes
available to support developers in traditional software development, this
is not the case for ML/DL models. While the development, deployment
and maintenance of the ML/DL system is recognized as a huge challenge
in previous studies [10] [15], there is a need for systematic and struc-
tured approach to the implementation of ML/DL models. ML/DL is quite
under-developed and requires further work to facilitate the development
of high-quality systems compared with other fields, such as software en-
gineering (SE) or database technology. Systematic and structured design
process derived from the activities of expert data scientists in different or-
ganizations is required to make ML/DL development accessible to people
beyond expert data scientists. The contribution of this paper is threefold.
First, we identify and present the seven phases of the design process based
on the various activities of expert data scientists in different organizations
to support the development of well-performing ML/DL models. Second,
we identify the key challenges that data scientists experience at each phase
of the design process when developing the ML/DL model. Finally, we
present the identified iterations between phases and the events that trigger
these iterations to optimize the design process.

The rest of this paper is organized into five sections. In Section 2,
we review related literature. Section 3 introduces the adopted research
methodology and the case companies involved in our study. Section 4
presents the results of our case study. Finally, we conclude the paper and
provide an outline of future research in section 5.
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4.1 Related Works

4.1.1 ML/DL

Life has changed with the speed with which ML/DL technology has been
implemented in real-world scenarios. Methods, recent advances and re-
search opportunities in ML are described in [100] and an overview of DL
is presented in [101]. DL differs fromMLbecause it learns to automatically
represent data using multiple abstraction layers [108]. Compared to DL,
a large amount of work is expended on feature engineering to manually
build this representation in ML. ML/DL is different from conventional SE
because its behaviour depends heavily on external data. The main differ-
ence between ML/DL and non-ML/DL systems is that data replaces code
within a ML/DL system and automatically identifies data patterns using a
learning algorithm instead of hard-coding.

4.1.2 Developing ML/DL Models

ML/DL systems differ from traditional software in three ways. First, col-
lecting, processing and updating data is time-consuming as models learn
from data in ML/DL. Second, in addition to SE skills, teams need an in-
depth knowledge ofML/DL technology to build high-performancemodels.
Third, extra effort is required to deploy and place the model in operation
compared to traditional software development. Three categories of people
are involved in developing ML models [21]: experts, intermediate users
and amateurs. Experts have deep knowledge of developing, deploying and
operating ML/DL models. Intermediate users have less ML expertise and
lack deep knowledge compared to experts. Amateurs are non-experts with
no knowledge of ML/DL technology. Implementation of ML applications
by software engineers is investigated in [109]. Very little research has been
done on the work of intermediate users and amateurs. When automaticML
approaches fail or deliver unsatisfactory results [110], amateurs (domain
experts and end-users) without ML expertise are actively involved in ML.
The evidence indicates that even expert programmers experienced diffi-
culty in applying ML [13]. Different kinds of tools are available to support
the performance of people involved in ML/DL technologies. Although
ML/DL offers powerful tools, the knowledge required to apply these tools
to specific situations remains a challenge. Smaller non-profitable organi-
zations have extensive local and domain knowledge available, but they
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lack the skills to apply ML/DL to their problems [29]. Current working
practices of data scientists and how AutoAI (Automated AI) influences
these practices are described in [22]. Data processing approaches adopted
by data scientists is proposed in [28]. According to [18], workflow used for
ML/DL has nine stages which include data-oriented and model-oriented
stages. A high-level description of the ML process workflow is described
in [13]. ML workflow defined in [111] has four stages with associated
activities namely, Data Management, Model Learning, Model Verification
and Model Deployment. The scope of these workflows begins after the
business case specification. These are similar to workflows defined in the
context of data science, such as CRISP-DM (CRoss-Industry Standard Pro-
cess) [58] and KDD (Knowledge Discovery Databases) [57]. CRISP-DM
helps organizations to apply data mining in real-world scenarios indepen-
dent of technology. Using data mining tasks, KDD is used to discover
knowledge from data. The data centric essence and multiple feedback
loops between different stages are part of all of these workflows.

4.1.3 Challenges in Developing ML/DL Models

As a consequence, people engaged with ML/DL model development en-
counter several challenges. Reference [10] outlines an attempt to identify
and classify various software engineering challenges that exists when
building and deploying ML components in software-intensive systems.
Experts encounter problems when building systems using ML algorithms,
as described in [13] [14]. The ML model development by non-experts is
investigated in [21] based on their experience, knowledge and blind spots.
The unique potentials and pitfalls of non-experts are revealed in this work.
Various ML specific risks that should be taken into consideration during
system design using SE framework of technical debt is illustrated in [15].
These include boundary erosion, hidden feedback loops, data dependen-
cies, configuration debt, changes in external world, etc. Many studies have
been conducted to test software [59] and ML models. However, studies
considering the combination of both SE and ML have not been so in-
tensively researched [60]. The implementation of a production-ready ML
system needs testing, as does the software [19]. Challenges in the intersec-
tion of SE and ML has been described in [9]. They can be grouped into
development, production, and organizational challenges. DL techniques
need special infrastructure support compared to ML and traditional soft-
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ware development [61] as scaling up DL models improve performance.

4.2 Research Method

Following the guidelines of Runeson and Höst [83], a multiple-case study
was conducted to analyse the activities of experienced data scientists when
designing ML/DL models in real-world settings. Case study is an empir-
ical research methodology that focuses on the in-depth investigation of a
contemporary phenomenon that is difficult to study separately in its real-
life context [112]. In SE, case studies are conducted to understand, clarify
or demonstrate new technique capabilities, method, tool, process, tech-
nology or organizational structure. Multiple-case study provides a deeper
understanding of individual cases as a unit by comparing their similarities
and differences [113]. In this paper, a multiple-case study approach was
selected to study the similarities and differences inML/DLmodel develop-
ment practices followed by data scientists in different software-intensive
embedded organizations.

4.2.1 Case Companies

In this section, we present three case companies and different ML/DL
cases studied in each company as part of our study. All the reported cases
are using real-time datasets.

Case Company A - Telecom: In case company A, we studied four cases
in different business areas.
A1. Log Analysis: With the advent of ML/DL technologies, log data can
be used to obtain useful insights. Logs generated by different products are
retrained by reusing all existing infrastructure, models and parameters to
generate profits for the organization. The data set consists of gigabytes of
log files generated by different products within the organization.

A2. Paging Cell Phone: To access a specific cell phone, there is a need
to page one or more base stations. The organization analyses the mobility
patterns of user equipment (UE) within the network to page the cell phone
when it is in idle mode more precisely using the existing paging algorithm.
The data set includes all events that occurred for a specific node (approxi-
mately one TB of data) within one week in the organization.
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A3. Detecting Garbled Speech Frame: When voice data is encoded over
audio, speech frames are encoded. Certain flags in a specific speech frame
contain information about the previous and subsequent frames. The orga-
nization predicts whether speech frame is garbled or not by analysing this
information. TheMLmodel should be super-fast and accurate to be placed
in the system. The data set consists of speech frames collected from the
Telecom industry.

A4. Predicting hardware faults: The organization predicts hardware faults
with an intention to reduce the amount of hardware returned by the cus-
tomer when it comes to repair. The information collected from crash log
reports of different customers helps build the MLmodel. During hardware
screening, they focus on two aspects : a) if the hardware is found to be
faultless, it is returned to the customer b) if the the hardware has faults,
it is sent to the repair centre. The data set consists of crash log reports
collected from the telecom industry.

Case Company B - Automotive - Autonomous driving vehicles: The
vehicle needs faster DL algorithms when driving on high-speed roads.
In addition, the organization needs to ensure that the rate of failure for
these safety critical products is minimal. The organization develops DL
models in collaboration with partners. The data set consists of millions of
manually generated test cases based on accident statistics or based on the
fabrication of typical traffic situations; it is then mutated or combined in
various ways. Furthermore, it contains thousands of hours of data recorded
while driving in real life.

Case Company C - Packaging - Defect Detection: The organization
utilizes DL models to detect defects in packages at each customer site
during processing. Learnings from local training at each customer site is
used to train the global model in the cloud. The global learning is then
pushed back to the customer sites for inference through transfer learning
to detect customer-specific defects more effectively. The data set consists
of packages with different patterns and types.
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4.2.2 Data Collection

The research we report builds on a semi-structured interview study con-
ducted between September and December 2019 following an interview
guideline. The interview guide consisted of three parts. Part I focused on
the role and experience of the interviewee. Part II focused on current de-
velopment practices and activities related to the development of ML/DL
models. Finally, Part III explored the challenges experienced by data sci-
entists in the design of ML/DL models. Our interview study involved
experts from three large embedded systems companies that represent dif-
ferent business areas and domains. All interviews lasted one hour and were
conducted via video conferencing. All interviews were recorded and tran-
scribed for analysis with the consent of the interviewees. In addition to the
interviews, we organized a total of five workshops (representatives from
different companies participated in a number of workshops together) at the
case companies, where we presented our research and had the opportunity
to get feedback from the company representatives who also shared their ex-
perience, discussed the research scope and contributed their knowledge on
ML/DL model development. Furthermore, the workshops provided good
opportunities to explore many of the challenges involved in the develop-
ment of ML/DL models in detail. In addition to interviews and workshops,
we also conducted several meetings with representatives at the case com-
panies to improve the quality of our research study. The experts involved in
study are summarized in Table I where I* denotes Interview participants
and W* denotes Workshop participants.

4.2.3 Data Analysis

The interview summary was cross-checked with audio recordings, inter-
view transcripts and notes taken during the interviews and workshops. We
applied elements of open coding to analyse the interview summary in
order to identify key concepts and subsequently group them into concep-
tual categories [97]. We used triangulation to enhance the precision and to
strengthen the validity of our research study [98], which primarily relies on
qualitative data. As we were three authors conducting the interviews and
reading the transcripts, triangulation was used to take multiple perspec-
tives on the subject under study; thus it provides a broader picture [99]. The
objective of the first iteration was to identify the different phases involved
in the ML/DL model development. The second iteration was performed
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Table 3: Description of Experts involved in interviews and workshops

Case company Experts
ID Roles

A I1 Senior Data Scientist
I2 Senior Data Scientist
I3 Instigator
I4 Data Scientist
W1 Data Scientist

B I5 Technology Specialist AI/ML
W2 Director
W3 Manager
W4 Software System Architect
W5 Research Engineer

C I6 Data Science Manager
I7 Solution Architect
I8 Data Scientist Analyst
I9 AI Application Specialist
W6 Head of Data Science
W7 Director
W8 Manager
W9 Technology Specialist

to indicate iterations and triggers between phases to optimize the design
process. The third iteration was carried out to identify the challenges in
developing ML/DL models with the cases involved in our study. The re-
sults deduced from the analysis were sent to the experts involved in the
study for validation.

4.2.4 Threats to Validity

We discuss our efforts in mitigating validity threats in particular to con-
struct validity, reliability and external validity related to our study. To
improve construct validity of our research, the authors and participants
are most familiar with development of ML/DL models. We used multiple
techniques (interviews, workshops, meetings) and multiple sources (data
scientist, technology specialist, AI application specialist, etc.) for data
collection. Our research was on three case companies, with the results
reviewed by practitioners directly and indirectly involved in our study. To
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ensure reliability, the findings were validated with other experts at the com-
pany. Regarding external validity, we believe that the main contribution of
this work is applicable to all companies that are interested in integrating
ML/DL models into their software-intensive embedded organizations.

4.3 Case Findings and Analysis

Based on our interview findings, workshops and meetings with the three
case companies involved in our study, we identify seven typical phases
that data scientists undergo when developing ML/DL models: (i) Business
case Specification, (ii) Data Exploration, (iii) Feature Engineering, (iv)
Experimentation, (v) Development, (vi) Deployment and (vii) operational.
These phases are used to develop a systematic and structured framework
for the design process of ML/DL models in software-intensive embedded
organizations. Fig. 29. shows an overview of the design process, while
Table II presents a summary of the challenges associated with each phase.
In the sections below, we detail each phase.

Figure 3: The phases involved in designing ML/DL models.

4.3.1 Business Case Specification

Purpose: Specifying the business case for ML/DL projects is challenging
since costs and benefits aremore difficult to predict compared to traditional
development.
Approaches: When profitable business cases are proposed, we observe that
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data scientists spend one or two days running simple ML/DL models over
a structured dataset to check whether or not business case criteria can be
met. They schedule discussions with product owners to see whether the
accuracy obtained is worth it or to spend time improving accuracy. Data
scientists also verify that sufficient data is available and accessible for case
implementation. Large organizations make use of their own dataset for
implementing business cases.

I3: If we think it is a business case, then we typically think do
we have the data to even use ML/DL for this project.

Challenges: 1) High Costs Involved: Implementation of ML/DL models
involves infrastructure costs, the need for data scientists and domain ex-
perts as compared to traditional development. For instance, building an
infrastructure for collecting and examining radio data for the implementa-
tion of an analysis tool involves high costs. Unfortunately, certain business
cases can only be solved with ML/DL, even though they involve high costs.

I3: It is very hard to nail down exactly the business case when
it comes to ML/DL because, typically are a lot of costs in-
volved. There are more costs in ML/DL projects than ordinary
projects.

2) Communication Gap with Stakeholders: Communication with stake-
holders needs to be strengthened to improve value delivery. In our study,
we note that it is difficult for data scientists to understand the needs of
stakeholders.

I4: We are assigned the business case, but we never get any
information about the quantitative specifications to be opti-
mized.....In order to make good business value, we need input
from stakeholders, and sometimes we need to play an educa-
tional role because they are not aware of the potential risks
involved in the design ML/DL systems.

3) High Expectations of AI: Organizations have high expectations of AI,
so it is feasible to create an early insight into what can be achieved with a
specific business case. For instance, when product owners hear the word
AI, they have super high expectations. So, it is a good idea to build an intu-
ition on the attainable theoretical maximum limit in terms of the accuracy
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for the business case.
4) Less Data Scientists Availability: As data scientists are scarce re-
sources, so they should be assigned to projects of high business value. For
instance, we find that the number of data scientists is much lower than the
number of other technical staff in case companies involved in our study.
Therefore, proper utilization of the available data scientists is important.
5) Large Dataset Needed: For better results, DL models need a large
dataset compared to ML models. For instance, datasets of safety-critical
products are collected by manually building, mutating and simulating test
cases, and recording thousands of hours of data while driving on roads to
show that failure rates are low.

I5: Need enormous amount of data for perception systems, so
it is hard to collect all that data.

4.3.2 Data Exploration

Purpose: Analysis of the dataset to identify characteristics, patterns and
points of interest.
Approaches: We note that data scientists spend time with domain experts
to understand both the data and the system. For instance, I4 reported that
data scientists schedule frequent meetings with domain experts to get sug-
gestions on potential data aspects to be considered in the dataset. They
either use domain knowledge experts or rely on unsupervised or cluster-
ing techniques to label the dataset. We notice that stakeholders provide
datasets for exploration in some organizations. For instance, partners of
the organization provide infrastructure to access the data for perception.

Data scientists continuously build and test hypotheses around the data
for a better understanding of data and system. It also provides insight
into non-functional requirements, such as computational budgets, model
expectations, etc.

I2: We always start with data, look at the data and just explore
the data as much as physically possible. Just to understand it
and and to get some intuition around what is actually going on
and what is behind all this data .... It is highly unstructured in
the way that we really do not know where the data will take
us, so we try building and experimenting with the hypothesis
that we have around data.
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We find that data scientists select a small sample from a large dataset and
try to remove outliers. They then use visualization techniques to under-
stand the data distributions and slowly scale the dataset so that, finally, it
will result in a dataset that is completely understandable.
Challenges: 1) Privacy concerns and Noisy data: The availability and
accessibility of data is limited due to privacy concerns and noisy data.
As a result, data scientists are forced to spend more time trying to under-
stand data and the system. For instance, as access to node configuration
is restricted and data is anonymized, data scientists spend three months
analysing dataset events to reverse engineer the baseline.
2) Shortage in Domain Experts Availability: Consulting domain experts
is difficult for data scientists in larger organization as their numbers are
fewer. I1 proposed that it would be a good idea for domain expert or data
scientists with domain expertise to sit with the team to gain an understand-
ing of the data and the system. That is impossible in organizations due to
a lack of proper allocation of domain experts to ML/DL projects.
3) Labeling: The dataset available to data scientists is either partially or
completely unlabeled all the time. Since the availability of domain ex-
perts for labeling is a challenge, some organizations, for instance, rely
on interns, especially students, to add labels. Consequently, confidence in
labeling decreases.

I3:Very, very often you want label data, and that is frequently
scarce

I1:Even then, as a data scientist, you have to use the domain
knowledge expert to label it

4.3.3 Feature Engineering

Purpose: The identification of relevant features to ensure that the ML/DL
model has accurate information for inference.
Approaches: Most data scientists consider feature engineering as an im-
portant phase and compose features with the help of domain experts.

I3:Identifying andmodelling the right features is quite relevant
and has quite a bit of impact as well

A typical approach followed by data scientists is to start with a high-
dimensional feature set and scale down to a few-dimensional set by elimi-
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nating irrelevant features that do not affect model performance. In contrast
to this, data scientists in some organizations scale from a low-dimensional
to a high-dimensional feature set by adding relevant features. We noticed
that data scientists add features that are not directly part of the dataset to
the feature set based on domain knowledge perspective. For instance, to
predict the presence of a UE in the network, the notion of time is added to
the feature set when they realize that it is a reasonable property that people
will not move a lot at night.

I1: We do this feature engineering both as part of before doing
experimentation and as an integral part of the process

Challenges: 1) Increasing Complexity: Increasing the complexity of fea-
tures in ML/DL models entails costs. Therefore, a careful evaluation is
required to select the best features in a reasonable amount of time.

I4: Adding a new feature is costly in the way we work. So, we
want to have an idea of what this feature can bring us before
we do the implementation

2) Improper Feature Selection: A feature set including irrelevant features
affects the model performance. Without a proper understanding of each
feature, data scientists find it hard to add relevant features to the feature set.
For instance, it is hard to select the relevant feature if two features contain
the same information.

4.3.4 Experimentation

Purpose: To compare the performance of multiple algorithms to find a
specific or specific set of ML/DL models that best fits the business case.
Approaches: We see that data scientists follow certain guidelines for
ML/DL model implementation. They use classical ML techniques for
smaller datasets, DL for large labeled datasets, and clustering techniques
when clusters are clear during data exploration. They apply random forest
to small dimensional problems and pairwise correlation between features
for relatively small dimension problems.

I1:There is no scientific precise method for that; it is com-
pletely based on one problem to another problem. That is not
well-defined
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Data scientists rely on a state-of-the-art approach to find the current best
algorithms for research-oriented projects and well-known and explored
algorithms for understanding the process of small-scale pilot products.
For instance, as object classification is a key problem for autonomous
driving vehicles, data scientists are looking for the state-of-the-art learning
and are selecting the best available algorithm. We also observe that the
case companies follow different approaches to state-of-the-art learning.
Most companies rely on published papers, while a few data scientists in
some companies attend prestigious conferences in their field of work and
then share any information gained from these conferences with other data
scientists through study sessions.

Typically, data scientists take a small sample from a large data set and
identify the class of problem as if it is an image/text etc. Then they pick two
to three approaches, ranging from simple and classical to more advanced
approaches, such as DL, that have traditionally performed well in the
identified problem class. For instance, Näive Bayesian models are used
for text classification as they worked well for spam filtering, sentimental
analysis, etc. The various approaches are experimented and validated, and
subsequently compared to different dimensions. Data scientists also adopt
a hypothesis-driven approach to introduce a specific feature to the model
that can iteratively enhance the performance. We also noted that data
scientists are interested in automating the experimentation tasks using
tools such as H2O.ai, AutoML, Auto-WEKA etc.

I2: Instead of sitting down and trying manually, I would be
looking into some kind of tool that could automate this for me

Challenges: 1) Introduce Bias: Data scientists are introducing bias based
on their experience in algorithm selection. For instance, most data scien-
tists tend to work with Näive Bayesian Models, Logistic Regression, Tree
Models, Random Forest, Support Vector Machines etc. as favourite mod-
els to obtain base performance. We observed a conflict in the study, as one
of the interviewees referred to the random forest as being computationally
fast to train and to obtain results in seconds, while another interviewee
indicated that the random forest is flexible but less interpretable.

I1: They bring their own experiences and then introduce own
biases into the whole working
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2) Uncertainty in Selecting Algorithms: Data scientists are quite uncer-
tain about how to select the best algorithms for a specific business case. For
instance, they often try very expensive trial and error methods for months,
which results in huge wastage of time and resources.

I1: If you have labels on your data, and if the question is should
you always use supervised learning or not, I would never say
yes or no to that

When choosing algorithms for perception problems that require real-time
performance, data scientists should be extremely careful. For instance, in
autonomous driving vehicles, the chosen algorithms should be fast enough
to be executable in real-time.
3) High Complexity of DL Models: Although DL models are popular,
most data scientists prefer ML models as they are less complex.

I3: There is too much black magic in that DL models. Like, it
feels to me that it depends more on luck than actually thinking
about the problem. So, I am not very fond of these models

I5:Weneed to have a lot ofAI andDLknowledge to understand
the limitations of the networks, when they may fail a lot .....
We are only half done after we have trained the networks

4) Need for Deep DL Knowledge: Data scientists need deep DL knowl-
edge compared to ML models. For instance, regarding perception, deep
DL knowledge is required to understand the network limitation, network
merging, activation function, etc.

I3: For me, it is harder to understand what the individual layers
in a longer DL pipeline does

5) Related Work: We note that in some organizations, interns are asked
to look into state-of-the-art approach or a particular concept because data
scientists are busy with other tasks. Some data scientists consider the
published work as toy examples. For instance, the related work in log
anomaly detection did not take into account the diversity of logs and log
styles.
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4.3.5 Development

Purpose: Tuning of selected algorithm/set of algorithms to the parameters.
Approaches: Data scientists adopt hyperparameter tuning to optimize the
model. These hyperparameters can be based on previous literature or any
findings or experiments that data scientists would like to make. Most
models tend to have a high-performance hyperparameter set. For instance,
the DL model has a good hyperparameter set for a gradient optimizer like
Adam, which has historically performed well for image recognition.

Data scientists believe that the final model selection depends on the
end goal requirements. Requirements can be accuracy, prediction time,
available computational resources, understandability, interpretability, ver-
ification and validation, interoperability with other environments, repro-
ducibility and the model execution environment. For instance, choose an
algorithm that suits the hardware performance available during the lifes-
pan of a specific product development in a perception system. In the case
of garbled speech frames, accuracy is given greater importance since mis-
classifying the correct frame is much worse than not classifying the wrong
frame. In a different scenario, ML analyses customer trouble reports in or-
der to determine the team to which the report should be forwarded. It will
take a while before an individual examines the report when it is generated.
In this case, prediction time is not really important.

We also observe that data scientists have different attitudeswhen interact-
ing with ML/DL models. Some data scientists do not care how the model
works as long as it works, while others use accessible domain knowledge
on simple models, which leads to an easily explainable model.

I1: Understanding a specific model or how we have trained the
specific model is of great important to us

Challenges:1) Determining Final Model: Data scientists have experi-
enced some confusion when deciding the final model that will be ready
for production based on end goal requirements.

I2: It is really iterative in the sense that even in the final stage
we think we have a good solution, it could still end up that we
realise that we need to go back to data side and redo things or
change the architecture
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I5: It costs a lot of money to change the algorithm in such a
large project because a lot of validation is going on in the case
of safety critical products

2)Model Execution Environment: The training phase is restricted to the
model execution environment in software-intensive embedded systems.
For instance, paging is carried out at a high volume with strict latency
requirements.
3)More hyperparameter Settings: When dealing with DL models, more
hyperparameters need to be set for better results. For instance, hyperpa-
rameters such as learning rate, number of neurons per layer, activation
function, etc., should be set for DL models.
4) Verification and Validation: V&V activities are significant in the de-
sign of ML/DL models. For instance, there should be greater degrees
of certainty that the system performs well in the case of safety-critical
products, since it is likely to injure or kill people.

I5: We need to prove that the failure rates are low enough

4.3.6 Deployment

Purpose: Integrating the ML/DL model into the production environment
to make realistic data-based decisions.
Approaches: We see that data scientists place some requirements on the
ML/DLmodels prior to deployment. They ensure code review, unit testing
of all components, ready-to-use production infrastructure, proper review
ofmodel training, check if model build by a data scientist is understandable
to another data scientist or not, maintenance, robustness, and stability test.

I4: We want to be a team that is not only like a data scientist
team that train models, but we also want to be experts on how
to deploy models

Data scientists focus on three things to bring the model into production.
First, prepare code ready to be put in the docker container. Second, plan for
integration with internal systems, and, third, use the reusable functionality
existing in API services to wrap up the model.

I1: Build with production in mind from scratch
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I3: When that is in production, it is not that big of a difference
towards ordinary software components, but getting it into place
is quite painful

We found that data scientists place the model under close supervision of
A/B testing. Organizations also use a model execution environment with
built-in support for A/B testing, canary selection etc., as an in-depth part of
the product. The services deployed by data scientists have a training inter-
face, inference and evaluation interface to train the data, kick-off retraining
with new data and compare newmodel and old model to choose whether or
not to roll back. Ideally, I2would like to have a mechanism to define proxy
value to be evaluated to check whether the model is worth deploying or is
worth redeploying or retraining. Often, data scientists adopt an approach
where the old model has been adapted with new functionality, resulting
in a newer version of the model placed in the same infrastructure. Then a
comparison between the old and new model takes place to choose the best
model. In contrast to this approach, data scientists perform continuous
retraining by adding functionality to the existing model. Data scientists
introduce model decay to automatically update the model. For instance, as
UE moves from base station to base station, it increases the value between
them. Divide the increasing probability of every transition by half a week
and remove the base station at zero.

Challenges: 1) Less DL Deployment: In comparison to DL models,
data scientists prefer less complexMLmodels because they can be quickly
deployed.

I2: I never actually needed to deploy a DL system or a neural
network at all, in general. There are many other, much more
efficient algorithms than neural networks.....for production sys-
tems, it’s 100% traditional ML

2) Integration issues: Integrating ML/DL components into a software-
intensive system is challenging, as ML/DL model is a small part of the
entire system. For instance, it is difficult to integrate individual DLmodels
in a perception system.
3) Internal Deployment: Since the customer network and the organization
have a strong boundary, the deployment takes place within the organization
rather than within the customer networks. For instance, it is impossible
to collect and modify data in customer networks after the product has
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been purchased. Although desirable, it proves challenging to allow small
deployments on small customer subsets.
4)Need for an IntelligibleModel: There is a need to ensure that other data
scientists understand the model developed by a particular data scientist.

I3: It is very hard for another data scientist to understand the
model in the case of some models that we have taken over
from a data scientist

5)Model drifts: Model drifts should be properly identified to decide when
to retrain or update. For instance, models are retrained on a daily, weekly,
monthly or year-on-year basis based on the domain.

I1: Putting it into production and having it up there 24/7 is a
completely different ball game

4.3.7 Operational

Purpose: Once the model is deployed, it needs to be monitored for perfor-
mance in the field.
Approaches: Data scientists perform continuous monitoring and logging
activities to make sure the model performs as expected. They also ensure
that the deployed ML/DL model in operational is well integrated with
other software components as well as the data pipelines set up in the
software-intensive embedded organizations.

I1: Most people focus on the algorithm andmodelling part and
lose out on operational aspects

I3: May be what is a bit specific putting ML/DL models in
production is that you want some way to actually monitor that
the model keeps performing the way you need it to

Challenges: 1)Training-Serving Skew: Training-serving skew is a dispar-
ity between training and serving performance. As an instance, the system is
trained on events to ensure that it performs well in safety-critical products
and is less suited to real-world situations during serving.

I5: It is very hard to capture real data for these long-tailored
events because some of them will happen so rarely.
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2) Communication with End-users: The need to encourage further com-
munication with end-users is emphasised by data scientists as it is hard for
them to understand the model. For instance, for the analysis tool designed
to analyse radio data, data scientists have answered all the questions raised
by customers because they do not have strong confidence in AI. In some
cases, data scientists work with testers who have no experience in devel-
oping software. As a result, these testers find it hard to understand the
models.

I4: We need to educate them, because they are very interested
in understanding why we have done some specific predictions

I3: If you take an ordinary software component no one really
questions it as it is conceptually quite understandable; but with
ML/DL models, there are many more questions.

3) Maintain robustness: Maintaining robustness in ML/DL models is
complex compared to traditional software because ML/DL models are
more data-intensive. For instance, it is difficult to maintain the robustness
of data pipelines - especially in distributed systems as Telecom.

4.3.8 Iterations and triggers

The design process derived from the activities of experienced data sci-
entists in different organizations can act as a standard design framework
when developingML/DLmodels. Based on our interviews and workshops,
we identified several iterations between phases of the design process, as
shown in Fig. 6. Although following the design process helps with develop-
ing efficient ML/DL models, leveraging the iterations can help in building
even better models by ensuring better prediction, efficient inference and
high business value. Iterations optimize the already proposed design pro-
cess. Below, we outline these iterations and the events that trigger those
iterations.
1) Deployment to Development phase: The first iteration is from deploy-
ment to development phase. We have noticed that deploying the model to
production is not a one-time activity in most software-intensive embed-
ded organizations. Rather, it is a continuous process. The model makes
accurate predictions if the data used for prediction and training have a
similar data distribution. To mitigate data drifts or to keep the model
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Table 4: Challenges associated with each phase

Phases Challenges
Business Case Specification High Costs

Communication Gap
High AI Expectations
Less Data Scientists
Large Dataset Needed

Data Exploration Privacy concerns and Noisy data
Shortage in Domain experts
Labeling

Feature Engineering Increasing Complexity
Improper Feature Selection

Experimentation Introduce Bias
Uncertainty in Algorithm Selection
High Complex DL Models
Need for Deep DL Knowledge
Related Work

Development Determining Final Model
Model Execution Environment
More hyperparameter Settings
Verification and Validation

Deployment Less DL Deployment
Integration Issues
Internal Deployment
Need for an Intelligible Model

operational Training-Serving Skew
End-user Communication
Model Drifts
Maintain Robustness
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Figure 4: Iterations to Optimize the Design process

up to date, this iteration is triggered. The simplest solution is to retrain
the model with new data and validate the model to ensure that the model
still provides accurate results. The learning algorithm and hyper parameter
space remain the same as the trained model when retraining with new data.

2) Deployment to Experimentation phase: The second iteration is from
deployment to experimentation phase. Once the model is put into pro-
duction, it makes real data predictions. We find that data scientists are
looking at a state-of-the-art approach to find better learning algorithms
as a replacement for the well-performing deployed model. Replacement
takes place to optimize prediction accuracy, hardware cost, explainability,
latency, prediction time, etc. This iteration will only be triggered if data
scientists confirm that new replacement algorithms perform much better
than the deployed model and increase business value. If so, the model
must be trained with a new learning algorithm on already existing data
and features and finally proceed with the redeployment of the model.

3) Development to Experimentation phase: The third iteration is from
development to experimentation phase. Since a lot of ML/DL algorithms
are available today, data scientists are still experimenting with different
algorithms in search of an optimal algorithm that is appropriate for their
business case, even if they have finalized a well-performing algorithm.
This iteration is triggered, when it is assumed that experimenting with an-
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other algorithm before proceeding to deployment will improve the model
performance even if the algorithm is finalized. In this iteration, the model
is built and trained using the same data and features, but with a different
algorithm and hyperparameter tuning. Once the model has been finalized,
it will continue to be deployed.

4) Experimentation to Feature Engineering phase: The fourth iteration
is from experimentation to feature engineering phase. While experiment-
ing with different algorithms, data scientists understand the relevance of
features and the correlation between features. As a result, this iteration is
triggered when it is assumed that the model performance can be better
improved by adding or removing specific features to/from the model that
are directly or indirectly dependent on the dataset. Iteration begins with
the extraction of features, model learning and continues to the deployment
and production phase, if better results are achieved.

5) Development to Data Exploration phase: The fifth iteration is from
development to data exploration phase. Even after a model is finalized,
this iteration is triggered when it is assumed that there are opportunities to
improve model performance by re-examining some of the data aspects. If
some interesting aspects are coined after exploring data sets, then extract
the features from the same dataset, build and train the model from scratch
and proceed to deployment.

4.4 Conclusion

Although ML/DL technologies are gaining an increasing interest in indus-
try, organizations face several challenges when developing these models.
In this paper, we identify seven different phases that data scientists move
through when developing ML/DL models, and we detail the challenges
they face in each of these phases. In addition, the study identifies the it-
erations that occur in between different phases and the events that trigger
these iterations to optimize the design process when developing models.
We believe that understanding the systematic and structured design process
derived from the activities of expert data scientists in different organiza-
tions can make ML/DL model development accessible to people beyond
formally trained data scientists. In future research, we plan to expand our
interview study by involving additional case companies with more experts
and further validate our findings with experts in the field.
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5 Towards AI-Driven Business
Development Framework

This chapter has earlier been accepted as
M. M. John, H. H. Olsson, and J. Bosch, “Towards an AI-driven Business
Development Framework,” In ICSSP Special issue of the Journal of Soft-
ware: Evolution and Process, 2021.

Digitalization signifies a transition from hardware and product-based
business to one that relies primarily on software, data and Artificial Intel-
ligence (AI) to boost products, offer pure software-based products and
provide customers with new digital and data-driven services [40]. In
addition, and with the help of digital technologies, companies can sig-
nificantly accelerate value creation, replace transactional business models
withmore service-oriented businessmodels and shift towards a continuous
customer relationship characterized by completely new ways of retrieving,
responding to and redefining customer and market needs [114]. Digital
and data-driven services are used in several domains, including preventive
maintenance of vehicles, mobility services focused on subscription and
“pay-as-you-go” business models, automation and as a key component in
autonomous driving, etc. [114]. However, during the transition from hard-
ware and product-based business to a business that increasingly focuses
on digital technology such as software, data and AI, companies need to
evolve and enhance their current systems with new technologies. From
this aspect, AI/ML/DL (Artificial Intelligence/Machine Learning/Deep
Learning) technologies provide excellent opportunities as they allow for
innovations and new ways to serve customer needs [114]. Moreover, these
technologies allow companies, particularly in the field of embedded sys-
tems, to adapt to new ways of working characterized by continuous inte-
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gration practices and the deployment of not only software features but also
of data and ML/DL components [114].

Companies across domains are using AI/ML/DL [100] [101] tech-
nologies to improve, scale and optimize their businesses. Introducing
AI/ML/DL in companies enhance their business scalability, productiv-
ity, customer intimacy and operational efficiencies. ML/DL technologies
are effective because of the massive size of data available and because
they provide opportunities for data-driven decision-making, business in-
sights, pattern recognition and predictions, only a few people possess the
skills required to develop these solutions [21]. Due to a shortage of data
scientists, software developers and other roles and functions inside an or-
ganization are often asked to shoulder the responsibility of developing,
deploying and evolving models [28] [22]. Even though software develop-
ers recognize the value of their implementation, they find it difficult to
apply ML/DL techniques due to lack of expertise in data science [109].
Moreover, by seeing accuracy as the only evaluation metric of model per-
formance, non-expertswith little to no data science background run the risk
of developing and deploying invalid ML/DL models for their day-to-day
needs [21]. Regardless of the level of expertise and/or access to data scien-
tists, companies across domains are struggling to create high-performing
models in the absence of well-established and systematic design methods
and processes. Software companies must evolve their development prac-
tices and processes to incorporate intelligence in their products as ML/DL
technology matures. In conventional software development, there are sev-
eral approaches and procedures to assist developers; however, this is not
the case for ML/DL models. While previous research has identified the
development, deployment, and evolution of ML/DL models, as well as
their incorporation into larger systems as challenging [10] [15], there is
little, if any, support on how to develop, deploy and continuously evolve
ML/DL models in a systematic and structured way. In previous literature
studies [54] [13] [115] [56] [57] [58], existing processes and structures
that portray ML/DL development focus more on the the data-intensive
context or on a mix of data and model requirements context and has little
to no emphasise on business case generation, selection and validation.

In our previous research, and based on multi-case study research in
three embedded systems companies "Developing ML/DL Models: A De-
sign Framework" which was presented at the International Conference on
Software and Systems Process (ICSSP) 2020 [116], we identified the typ-
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ical phases that data scientists go through when designing ML/DL models.
The seven typical phases are i) Business case Specification, (ii) Data Explo-
ration, (iii) Feature Engineering, (iv) Experimentation, (v) Development,
(vi) Deployment and (vii) Operational. For each phase, we identified the
approaches as well as the key challenges that the data scientists involved in
our study experienced. Finally, in order to optimize the design process, we
outlined the iterations that occur between the various development phases,
as well as the events that trigger these iterations.

This journal is an extension of the paper "Developing ML/DL Models:
A Design Framework" (ICSSP) 2020 [116]. In this extension, we pro-
vide the following contributions in addition to the contributions already
presented in the conference paper. First, in addition to the original three
case companies, we add three new case companies to allow for additional
empirical results and further generalization of our findings on developing,
deploying and evolving ML/DL models. Second, we present a concep-
tual framework in which we outline not only the activities involved in the
development of ML/DL models but also the roles and organizational func-
tions involved, as well as the iterations that take place and the activities
that trigger these to optimize the process. In this framework, the original
phases identified in ICSSP are incorporated into three high-level activi-
ties (i.e. focused on business, data and models) that companies perform
in parallel to develop, experiment with and optimize the models they de-
velop. We offer a blueprint for how to effectively incorporate AI/ML/DL
into the business of companies in a systematic way with this framework.
The framework details howML/DL business cases are generated, selected
and validated by customers and practitioners, and how datasets needed
for business cases are collected and explored to find interesting findings
as well as how to coin important features, develop, deploy and evolve
models. Finally, we show how our framework can assist in resolving the
key challenges identified during our empirical study as well as exploring
different decision points for immediate termination of business cases that
do not provide significant cost-cutting, time-saving or any other benefits to
customers. The framework depicts continuous delivery ofML/DL systems
to accelerate AI-driven business with companies and offers an agile way
of working rather than a sequential way of working to better approach the
development, deployment and evolution. With AI-driven, we refer to the
inclusion of ML/DL models in software-intensive systems with the inten-
tion of generating better results than with other (algorithmic) approaches.
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The ML/DL model does better as it learns from data and in this way com-
panies can accelerate results. The use of AI technologies helps companies
improve their products and, in the end, their business. This can happen
only if they manage to successfully incorporate the ML/DL development
in the larger systems development and business context.

The rest of the paper is organized as follows: In Section 2, we review
contemporary literature on how digital technologies are transforming the
embedded systems domain and how AI/ML/DL can contribute to this
transformation and its applications. In Section 3, we present the research
method as well as the six case companies involved in the study. In Section
4, we report on our empirical findings from the multi-case study research
in the six case companies, as well as the challenges they experienced. In
Section 5, and based on our empirical findings, we derive a framework to
help companies effectively incorporating ML/DL development into their
business and the larger system of which the ML/DL component is a part.
We review related work in Section 6 and discuss threats to validity in
Section 7. In Section 8, we conclude the paper and provide an outline for
future research.

5.1 Background

In this section, we first review contemporary literature on how digital
technologies are transforming current business practices in embedded sys-
tem domains, particularly with the introduction of DevOps, DataOps and
MLOps practices. Second, we discuss previous studies on AI/ML/DL tech-
nologies and their applications in various industry sectors.

5.1.1 Digitalization: New technologies and Ways of working

Most companies have experienced rapid changes as they have become
more digitalized in recent years [31]. According to Gartner [117], digital-
ization generates new revenue and value by utilizing digital technologies
to change a business model. With sophisticated mechanisms to support
massive data collection, processing and execution as well as novel ways to
connect and communicate, digital technologies shape the way companies
in the embedded systems domain operate and experience the emergence of
new and faster business opportunities than ever before. The introduction
of functionality in software rather than hardware enables companies to
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enhance customer experience by upgrading and refining products as well
as by extending product lifespan.

During recent years, and as reported in previous studies, continuous
integration (CI) and continuous deployment (CD) practices lead to shorter
development times and faster placement of release candidates in produc-
tion environments. Much more recently, new ways of working have begun
to emerge and gain traction for companies to leverage on what these new
technologies aim to deliver. Practices such as DevOps [118] [119] [120],
DataOps [43] and MLOps [121] [44] are being introduced with the inten-
tion of advancing product automation aswell as quality in terms of develop-
ment, data andMLoperations. Penners andDyck [122] proposeDevOps as
a collaboration of teams working in development and IT operations within
a software-intensive organization to deliver faster software changes [118].
The main benefits of introducing DevOps in companies [119] include
the improved delivery speed of software changes, increased productivity
in operations work, higher quality, and better organizational culture and
mindset. Companies, on the other hand, face several difficulties when
adopting DevOps. They are inadequacies in infrastructure automation,
high demand for skills and knowledge, project and resource constraints
and monitoring challenges. According to reference [43], DataOps can be
defined as "an approach that accelerates the delivery of high-quality results
by automation and orchestration of data life cycle stages. DataOps chooses
the best practices, processes, tools and technologies from Agile software
engineering and DevOps to regulate analytics development, optimizing
code verification, building and delivering new analytics and thereby fos-
tering a culture of collaboration and continuous improvement". Some of
the challenges encountered when introducing DataOps include a lack of
pipeline robustness, data silos, organizational restructuring, etc. MLOps
adopts and applies DevOps principles to ML models rather than software,
bringing together the developmental cycles followed by data scientists and
ML engineers with those of the operational teams to ensure consistent de-
livery of high-performanceMLmodels [121]. One of the major challenges
is educating for AI operations because most data scientists are not exactly
computer scientists by education and most data-intensive companies have
little to no idea on how to manage their data [123].

Digitalization is indeed much more than DevOps, DataOps and MLOps
practices, but they do enable embedded systems companies to adopt shorter
and continuous cycles with regards to software, data and ML technologies.
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These are referred to as continuous development and deployment practices
(for software, for data andMLmodels). This can also benefit themechanics
and electronics parts of the system (by for instance allowing for software
updates to an existing system, providing means for effective use of data
collected by the system and for e.g. developing predictive maintenance
services etc.), as they are considered critical. Also, the case companies we
work with within this study view these as core concepts and competences
in order to accelerate digitalization and therefore, we view them important
as mechanisms to help thrive in a digital world. The companies regard it
as critical to integrate DevOps, DataOps and MLOps practices into their
workflow because data and software components help bring additional
value to their businesses by opening up new opportunities.

5.1.2 AI/ML/DL and its Applications

Due to advancements in ML, DL, Big data and Cloud computing, AI have
grown in popularity. Jordan et al., describe [100] methods, recent advances
and research opportunities in ML, while Goodfellow et al., [101] present
an overview of DL concepts and techniques. ML analyzes and recognizes
data patterns for value generation. DL, on the other hand, use multiple
neural layers to learn from data. DL differs from ML in how it learns
to represent data automatically using multiple abstraction layers [108].
In contrast to DL, ML necessitates a lot of feature engineering task to
manually build this representation. ML/DL differs from conventional SE
(software engineering) in that its behaviour is heavily reliant on external
data. The primary distinction between ML/DL and non-ML/DL systems
is that in ML/DL systems, data replace code and detect data patterns with
an algorithm rather than hard-coding.

ML/DL has emerged as a preferred method in many fields, for instance,
robotics, speech and image recognition, NLP (Natural Language Process-
ing) [102], computer vision [103] [104], etc. Significantly, ML/DL tech-
nologies have been widely used to increase customer satisfaction in both
large and small companies as well as online companies. For instance,
ML/DL techniques have been widely by companies such as Google [105],
Apple [106], Microsoft [18], Facebook, etc. [107] in their services such as
Google Translator, Google Street View, Siri, Bing search, Cortana virtual
assistant, DeepFace, and so on. Furthermore, ML/DL technologies are
being adopted in a wide range of companies [124]. ML/DL applications
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in the retail sector include recommendation engines, market segmentation,
inventory planning, etc. In contrast, ML/DL is used in demand forecasting,
condition monitoring, process optimization, etc. Some of the use cases
in the health care sector are real-time warnings and diagnostics, disease
and risk identification, etc. whereas in financial services, the use cases
include evaluation of credit worthiness, risk analytics and regulation, cus-
tomer segmentation, etc. ML/DL technologies are used in use cases for
the energy and utility sector, such as power use analytics, carbon emis-
sion and trading, customer-specific pricing, etc. Adoption of ML/DL tech-
nologies is widespread and advanced in the online domain, for instance,
King, Peltarion, etc. Furthermore,ML/DL is becomingmore important for
software-intensive embedded systems, for instance, image recognition and
prediction services such as predictive maintenance [125], road planning,
etc. Developing, deploying and evolving a complex ML-based business
system continues to be a significant challenge for software-intensive em-
bedded systems [15] [126].

5.2 Research Method

The research presented in this paper is part of a larger research initiative
in which fifteen embedded systems domain companies and five Swedish
universities collaborate to improve the digitalization capabilities within
these companies1. In this context, we have conducted longitudinal multi-
case study research with several of the companies on topics related to
the development, deployment and evolution of AI/ML/DL technologies.
For the purpose of this paper, we worked in close collaboration with five
of these fifteen companies as well as with a company external to this
collaboration, but was found to be highly relevant because it provides a
platform for AI deployment and has several embedded systems companies
as customers.

In our previous research, we conducted multiple case study research in
three of the embedded systems companies (case company A, B and C)
to explore and identify the key phases and challenges that data scientists
face while developing, deploying and maintaining models [116]. As an
extension to this previous research, and to advance the empirical insights
as well as the conceptualization and generalization of results, we have
added three additional case companies. Two of the three additional case

1Software Center - https://www.software-center.se/
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companies, (case company D and E) are embedded system companies and
one of them (case company F) is a non-embedded system company that
is not part of the research initiative. We included case company F, in our
study because they offer an end-to-end ML/DL deployment platform to
e.g. embedded systems companies. Following the guidelines of Runeson
and Höst [83], we conducted a multiple-case study to explore the activities
involved in the development, deployment and evolution of ML/DL mod-
els. In particular, we were interested in the challenges that practitioners
experience and how these can be mitigated by enhancing how ML/DL
model development is incorporated into the overall business context of a
company. The case study method is an empirical research approach that
relies on an in-depth analysis of a contemporary phenomenon that is im-
possible to study independently in its real-life context [112]. Case studies
are conducted in SE to understand, clarify or demonstrate new technique
capabilities, methods, tools, processes or company structures. Multiple-
case studies allow for an even deeper understanding of individual cases
as a whole by comparing both their similarities and differences [113].
Throughout our study, we worked in close collaboration with practitioners
from six different software-intensive embedded system companies to un-
derstand the activities they perform, the challenges they deal and the ways
in which ML/DL model development is becoming increasingly important
for the companies and the businesses in which they operate. By using the
multiple-case study approach, we were able to identify common activities
that different roles in embedded systems companies perform in parallel
and concurrently when developing, deploying and evolving ML/DL mod-
els. Based on this understanding, we derived a framework to incorporate
ML/DL into the larger business context of a company.

5.2.1 Case Companies

In this section, we present the six case companies involved in our previ-
ous as well as current study. For each company, we describe the different
ML/DL use cases that we studied. All the reported use cases are using
real-time datasets to build ML/DL models in real-world settings. Table 1
provides a detailed description of each case company as well as the experts
involved in the study and their roles within the company. In this table, case
company A, B and C are part of the previous study while companies D*,
E* and F* are part of the recent study. I denotes Interview participants
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and W denotes Workshop participants of the the study.

Case Company A - Telecommunications: A telecommunications com-
pany with a multinational network of partners that includes e.g. vendors,
operators and customers. In case company A, we studied four use cases in
different business areas.
A1. Log Analysis: With the advent of ML/DL technologies, log data can
be used to gain valuable insights. Logs generated by different products
are retrained to generate profits for the company by reusing all existing
infrastructure, models and parameters. The dataset consists of gigabytes
of log files generated by different products within the company.

A2. Paging Cell Phone: To access a specific cell phone, there is a need
to page one or more base stations. The company analyzes the mobility
patterns of user equipment (UE) within the network to more specifically
page the mobile phone while it is in idle mode using an existing paging
algorithm. The dataset contains all events that occurred for a specific node
in the company (approximately a thousand gigabytes of data) within one
week.

A3. Detecting Garbled Speech Frame: Speech frames are encoded when
voice data are encoded over audio. Certain flags in a specific speech frame
contain information about the previous and subsequent frames. The com-
pany predicts whether the speech frame is garbled or not by analyzing this
information. TheMLmodel should be super-fast and accurate to be placed
in the system. The dataset consists of speech frames collected from the
company.

A4. Predicting Hardware Faults: The company predicts hardware faults
intending to minimize the amount of hardware returned by customers for
repair. The information collected from crash log reports of different cus-
tomers helps in the building of the MLmodel. During hardware screening,
they focus on two aspects a) if the hardware is found to be faultless, it
is returned to the customer b) if the hardware has faults, it is sent to the
repair centre. The dataset consists of crash log reports collected from the
company.

Case Company B - Automotive I - Autonomous Driving Vehicles: A
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company that manufactures trucks, buses and construction equipment as
well as supply marine systems. The vehicle needs faster DL algorithms
when driving on high-speed roads. Furthermore, the company needs to
ensure that the rate of failure is minimal for these safety-critical products.
The company develops DL models in collaboration with external partners.
The dataset consists of millions of manually generated test cases based on
accident statistics or based on the fabrication of typical traffic situations,
which are then mutated or combined in various ways. Furthermore, it con-
tains thousands of hours of data recorded while driving in real life.

Case Company C - Packaging - Defect Detection: A company that pro-
vides processing and packaging solutions for food and beverages. The
company utilizes DL models to detect defects in packages such as dents,
wrinkles, etc. at each customer site during processing. The global model
in the cloud is trained using learnings from local training at each customer
site. To detect customer-specific defects more effectively, the learnings at
the cloud are then pushed back to the customer sites for inference utilizing
transfer learning. The dataset consists of packages with different patterns,
types and colours.

Case Company D - Automotive II - Object Detection: The company acts
as an innovation centre that provides mobility solutions for passenger cars.
The company focus on redefining automotive engineering by introducing
smarter solutions. The company utilizes DL models to detect forgotten
objects by taxi passengers. These DL models are used by the company to
detect items such as keys, wallets, etc in the taxi. The use case has proven
to be worthwhile because collecting and storing these forgotten objects
is quite expensive. The dataset consists of a large number of images with
forgotten objects inside the taxi.

Case Company E - Pump Supplier - Water Supply Rate to Pumps :
The company manufactures different kinds of pumps as well as electronics
for its control. The company has extensive networks in many counties
and within these countries, they distribute products with the help of local
distributors. The company designs and optimizes pump solutions to meet
the needs of its customers. When there is an excess of water, the company
uses ML models to provide insight into how much water flows into the
pumps. The dataset contains both mechanical and operational data from
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pumps.

Case Company F - AI Development Platform provider - Audio Analy-
sis : A company that provides a platform for AI model development and
deployment. Teams in their customer companies can easily operationalize
AI with the help of this platform and increase business. The main goal
of the company is to make AI accessible to everyone so that they can
concentrate on the problem and avoid spending time on repetitive coding
tasks. The company develops DL models to distinguish audio analysis for
industrial predictive maintenance. The DL models are used in industrial
sites to identify early defects with machines. The dataset includes both
good and bad audio from healthy as well as unhealthy machines.

Table 5: Description of case companies and practitioners involved in interviews and workshops

Case company Description Experts
ID Roles

A A company providing software, services and I1 Senior Data Scientist
infrastructure in communication Technology I2 Senior Data Scientist

I3 Instigator
I4 Data Scientist
W1 Data Scientist

B A company manufacturing and marketing vehicles I5 Technology Specialist AI/ML
W2 Director
W3 Manager
W4 Software System Architect
W5 Research Engineer

C A company offering packaging and processing I6 Data Science Manager
solutions for food products I7 Solution Architect

I8 Data Scientist Analyst
I9 AI Application Specialist
W6 Head of Data Science
W7 Director
W8 Manager
W9 Technology Specialist

D* A company providing mobility solution for vehicles I10 Vice president
I11 ML/AI Engineer
I12 Data Scientist

E* A company manufacturing pumps and electronics I13 Project Head
for pump control I14 Senior Data Scientist

F* A company providing platform for AI development I15 Senior Data Scientist
I16 Head of Research
I17 Chief AI Officer
I18 Senior Data Scientist

5.2.2 Data Collection

The research reported in this paper builds on a semi-structured interview
study conducted between September 2019 -May 2020 to collect qualitative
data.With an increasing understanding and knowledge of the development,
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adoption and evolution of AI/ML/DL technologies, the first author devel-
oped the interview protocol. Based on feedback and recommendations
from other two authors with great experience in AI/ML/DL technologies,
the first author added some additional questions, merged similar questions
and removed some irrelevant questions. The interview protocol consisted
of two parts where Part I focused on the role and experience of the intervie-
wee and, Part II focused on current development practices and activities
related to the development of ML/DL models and explored the challenges
experienced by data scientists in the design ofML/DLmodels. We provide
the interview protocol covering Part I and Part II in an Appendix section
(Appendix A). Based on the study objective, we planned the study by find-
ing key contact person from six case companies that are part of a larger
research initiative based on their experience in dealing with AI/ML/DL
projects. We did snowball to identify practitioners with experiences in
developing, deploying and evolving ML/DL models from each company
after receiving suggestions from these key contact person on practitioners
suitable for the study. Once we identified appropriate practitioners, we
sent a personalized invitation to the interviewees (key contact person +
interested practitioners) and agreed on a suitable time slot. As a result,
our interview study involved 18 experts from six large companies repre-
senting different business areas and domains. The practitioners involved
in our study has wide range of experience between two to over ten years.
All interviews lasted one hour and were conducted via video conferenc-
ing. With the consent of the interviewees, all interviews were recorded
and transcribed for analysis. At the end of each interview, an opportunity
for follow-up questions was agreed upon. In addition to the interviews,
and as part of the overall research initiative, we continuously met with
the case company representatives in different workshops, meetings and
events organized by both the case companies and the researchers at the
universities to collect secondary qualitative data. We organized a total of
five workshops in which we visited the same case companies to present
our preliminary findings based on the study, obtain their feedback and
better understand their ways of working. These workshops served as an
opportunity for practitioners to discuss, share insights and experiences as
well as for us to get different perspectives from a group of people inter-
ested in ML/DL models. Furthermore, the workshops provided excellent
opportunities to explore many of the challenges associated with the de-
velopment of ML/DL models. In addition to interviews and workshops,
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we also conducted several meetings and events with representatives from
the case companies to improve the quality of our research study. During
those meetings, we obtained additional knowledge on their current work
practices, their overall system development process and their business and
its visions and goals. Furthermore, the AI-Driven Business Development
Framework illustrated in Figure 2 was presented at these meetings and
events for validation.

5.2.3 Data Analysis

During analysis, each interview transcription was carefully read by the first
author and summarized and discussed with the other two authors. Also,
notes were taken during the interviews to help summarize the key content.
Also, any potential question or potential misunderstanding was discussed
with the respondent in order to avoid misinterpretations. In addition, we
took notes when presenting our preliminary findings to the practitioners
at follow-up workshops and when validating the AI-Driven Business De-
velopment Framework in Figure 2 at the meetings and events. Our notes,
as well as the feedback we were given by the company practitioners, were
continuously included in the analysis process. We applied elements of
open coding to analyse the interviews, workshops, meetings and events
in order to identify key concepts and subsequently group these into con-
ceptual categories that captured the development activities performed by
the companies, the roles and functions involved and the many challenges
they experienced along the way of developing, deploying and evolving
ML/DL models [97]. Triangulation enhances the precision and validity
of our study [98]. Since we were three authors conducting the interviews
and reading the interview transcripts, notes and summaries, triangulation
provided multiple perspectives on the subject under study [99]. The first
iteration aimed to identify additional empirical knowledge for generaliz-
ing our previous study findings. The second iteration was performed to
identify high-level activities that companies undergo when developing, de-
ploying and evolving ML/DL models. The third iteration was carried out
to identify the challenges in designing models. In the fourth iteration, we
identify iterations and triggers between phases to optimize ML/DL devel-
opment as well as the roles and organizational functions involved based
on the study. The final iteration was carried out to assess different decision
points for immediate termination of less value business cases. The results
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deduced from the analysis were sent to the practitioners involved in the
study for validation.

5.3 Empirical Findings

We report on the empirical findings from each of the six case companies
involved in our study. Companies adopting ML/DL technologies are inter-
ested to know if they are useful/suitable for their business context or not,
cost-effective and reliable for them, how much it will cost to set up nec-
essary infrastructures, valuable data collection procedures as well as the
development, deployment and evolution ofmodels. These are currently not
fully investigated in the company or academia, leading to difficulties in de-
termining the suitable business case for the adoption of such technologies
in the company [127]. As a structure for presenting our empirical findings,
we organize it into three viewpoints: business, data and models. Adoption
of ML/DL technology in business is futile if it generates no benefit to
customers. High-quality data is required to train models that can detect
hidden valuable patterns in the dataset. The value of a particular ML/DL
use case can only be realized by operationalizing the ML/DL models. We
believe that this categorization helps to give an overall idea of the different
elements that companies need to work on, and advance in when moving
towards an AI-driven business. Below, we describe the business opportu-
nities for AI at each of the companies and their organizational structure as
well as how they deal with data and ML/DL models.

5.3.1 Business, Data and Model opportunities in case com-
panies

Case company A: Telecommunications:
Business: Case company A offers products, software, services and in-
frastructure in information and communications technology to service
providers. The company adopts AI across services and products to en-
hance automation, advance already existing products, build new business
opportunities, increase revenue streams and improve customer experience.
Inside case company A, the typical use cases for ML/DL are the ticket
routing of trouble reports, classification of faults in the logs, etc. Company
A consists of experimental prototyping or half applied research teams in
addition to product development teams. They focus on proof of concept
or pilot style projects for the product development teams. In company A,
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R&D is organized in a DevOps fashion with developers and operations
(e.g. release) in close collaboration and cross-functional feature teams.

Case company A implements ML/DL to a product if it adds value
to customers compared to the implementation of traditional approaches,
reduces human effort and saves time. When profitable business cases are
proposed, we observe that data scientists spend one or two days running
simple ML/DL models over a structured dataset to verify whether or
not business case criteria can be met. They schedule discussions with
product owners to see if the accuracy achieved is worth it or to invest time
enhancing accuracy. On the other hand, certain business cases can only be
resolved withML/DL to generate value, even though they entail high costs.
For instance, building an infrastructure for collecting and examining radio
data for the implementation of an analysis tool entails high costs.

I3: "It is very hard to nail down exactly the business case when
it comes to ML/DL because typically there are a lot of costs
involved than ordinary projects."

Business cases are validated by customers based on the end goal require-
ments before proceeding to deployment. Requirements typically include
accuracy, prediction time, available computational resources, understand-
ability, interoperability with other environments, reproducibility, model
execution environment, etc. For instance, in the case of detection of gar-
bled speech frames, accuracy has been given greater importance because
the misclassification of the correct frame is much worse than not classi-
fying the incorrect frame. In a different scenario, ML analyzes customer
trouble reports to identify the team towhich the report should be forwarded.
It will take a while before an individual examines the report when it is
generated. Prediction time is not important in this case.

Data: In case company A, data scientists with the help of developers,
generate data that can be used for ML/DL business cases. Data scientists
find it very difficult to collect data once they sell a product to a customer
who owns the data. In such cases, theymust either ask customers directly or
try other methods to obtain valuable and representative data. For instance,
as access to node configuration is restricted and data is anonymized, data
scientists spend three months analyzing dataset events to reverse engineer
the baseline. Data scientists spend time with domain experts to understand
the data and the system. They use visualization techniques for data ex-
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ploration. They either use domain knowledge experts to label the data or
use unsupervised or clustering techniques for labeling. One of the data
scientists suggests that it would be a good idea for domain experts or data
scientists with the domain expertise to sit down physically with the team
to gain an understanding of the data. This seems to be a major problem in
the company as it is complex and involves a lot of interdependencies. As
a result, data scientists manually chase and contact domain experts once
they have access to the data. Data scientists continuously build and test
hypotheses around the data to better understand the data and the system. It
also offers insight into non-functional requirements, such as computational
budgets, model expectations, etc.

I2: "We always start with data, look at the data and just explore
the data as much as physically possible. Just to understand it
and to get some intuition around what is going on and what is
behind all this data... It is highly unstructured in the way that
we do not know where the data will take us, so we try building
and experimenting with the hypothesis that we have around
data."

The majority of data scientists compose features with the help of domain
experts by using two approaches: a) Start with a high-dimensional feature
set and scale down to a few-dimensional set by removing irrelevant features
that do not affect model performance b) Scale from a low-dimensional to
a high-dimensional feature set by adding relevant features. Data scientists
often add features that are not explicitly part of the dataset to the feature
set based on the domain knowledge perspective.

Model: Data scientists follow certain guidelines for the implementation of
the ML/DL models. They use classic ML techniques for smaller datasets,
DL for large labelled datasets, and clustering techniques when clusters are
visible during data exploration. Some data scientists apply random forest
to small dimensional problems and pairwise correlation between features
for relatively small dimensional problems. Typically, data scientists take a
small sample from a large dataset and identify the class of problem as if
it is an image/text etc. They choose two to three approaches, ranging from
simple and classical to more advanced approaches, such as DL, that have
traditionally/historically performed well in the identified problem class.
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I1: "There is no scientific precise method for decision making.
It is completely based on from one problem to another problem.
That is not well-defined. I don’t think anyone can say, "yes, this
is like a formula that you can use"...So the key is just to have a
scientific and objective approach, I think that is probably the
ticket rather than just having the formula."

We note that data scientists are interested in automating experimentation
tasks using tools such as H2O.ai, AutoML, Auto-WEKA, etc. They have
different attitudes when working with ML/DL models. Some data scien-
tists do not care how the model works as long as it works, while others
use accessible domain knowledge on simple models, which contributes
to an easily explainable model. To optimize the model, data scientists
adopt hyperparameter tuning that can be based on previous literature or
on any findings or experiments that data scientists would like to make. It
is difficult, according to I3, to significantly increase performance by exper-
imenting with another model after the finalization of a particular model.
Experimenting with the model that has already been finalized is a good
choice in this situation.

By introducing ML/DL into the company, data scientists and ML engi-
neers focus more on developing and deployingML/DLmodels. Data scien-
tists put requirements onML/DLmodels before proceeding to deployment
to ensure a code review, unit testing of all components, ready-to-use de-
ployment infrastructure, proper review of model training, check whether
or not a model build by a data scientist is understandable to another data
scientist or not, maintenance, robustness, and stability testing. Experts fo-
cus on three aspects to bring the model into deployment and integration.
First, they prepare code ready for easy deployment in the docker container.
Second, a plan for integration with existing internal systems in the com-
pany, and, thirdly, use reusable functionality existing in API services to
wrap up the model to provide services to business owners. According to
I1, despite huge investment in AI and data scientists in the company, the
transition from prototype to production quality models is quite slow. Data
scientists place the model under close supervision of A/B testing. They
also use a model execution environment with built-in support for A/B
testing, canary selection, etc. as an in-depth part of the product. Deployed
services include a training interface, inference and evaluation interface to
train data, retrain with new data and compare new models and old models

73



to choose whether or not to roll back. Data scientists often adopt a strategy
where the old model has been adapted with new functionality, resulting in
a newer version of the model placed in the same infrastructure. Then com-
pare between the old and new model to choose the best model. In contrast
to this approach, data scientists perform continuous retraining by adding
functionality to the existing model. Data scientists carry out continuous
monitoring and logging activities to ensure that the model performs as
expected.

I3: "Maybe what is a bit specific putting ML/DL models in
production is that you want some way to monitor that the
model keeps performing the way you need it to."

Case company B: Automotive I:
Business: Case company B is engaged in the design, production, and
supply of automobile vehicles as well as the use ofML/DL technologies for
predictive maintenance, image and speech recognition, etc. The company
considers automation to be the key aspect of AI adoption, which in turn
generates customer satisfaction. AI is primarily used for perception in case
company B. Since autonomous driving entails a lot of privacy and security
concerns, vehicles will be hit by the road after a lot of V&V (verification
& validation) activities. The company relies on external collaboration for
the development of product-level components in the case of autonomous
driving vehicles for public roads.

In case company B, the software development organization practices
an agile way of working. Practitioners work together in a team, across
the teams and in the company network. During the initial outbreak of AI
techniques, the company started an ML team. We note that a single person
is responsible for various roles in the company. For instance, I5 acts as
product owner for two different teams and as project manager for other
projects. The company relies on running advanced engineering or research
projects for autonomous driving. Data scientists in the company use DL
for perception and a mixture of ML/DL for other projects. Case company
B confirms the need for established processes compared to the existing
development model and processes at a later point in time.

I5: "I think that question is very much dependent on who gets
it and what their context is...Since the company is big, we have
many different departments, contexts and application areas.
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But for us who work with autonomous driving, it is a very
immature area which is research-oriented where everyone is
frantically trying to build products."

Data: Compared to other case companies, case company B needs to col-
lect huge data for V&V (verification & validation) as these activities are
necessary for safety-critical products. As a result, the entire design of the
autonomous driving vehicle, along with KPIs (Key Performance Indica-
tor) and methodology, is based on V&V. For instance, V&V is important
because there is a high probability of killing or injuring people while driv-
ing vehicles on the roads. According to I5, data collection is not hard if
sufficient resources are provided. On the other hand, experts have vary-
ing opinions when it comes to perception problems. DL models require a
large dataset compared toMLmodels for better performance. For instance,
datasets of safety-critical products are collected by manually building, mu-
tating and simulating test cases, and recording thousands of hours of data
while driving on the roads to prove that failure rates are low. Verification
and validation activities are significant for the design of ML/DL models
in the case company. For instance, there should be a greater degree of cer-
tainty that the system performs well in the case of safety-critical products,
as it is likely to injure or kill people. The company depends on a third party
for data annotation. For instance, the company builds and drives vehicles,
while a third party provides the infrastructure to access the data.

I5: "Need enormous amount of data for perception systems, so
it is hard to collect all that data...We need to prove that the
failure rates are low enough."

Model: According to case company B, there are specific ways of working
with ML/DL and non-ML/DL systems. Data scientists focus on a state-of-
the-art approach to find the current best algorithms for research-oriented
projects and well-known and explored algorithms for a deeper understand-
ing of small-scale pilot products. For instance, as object classification is
a key issue for autonomous-driving vehicles, data scientists look for state-
of-the-art and select the best available algorithm. They also conduct a
feasibility study before selecting a particular algorithm. As per case com-
pany B, high AI and DL knowledge are required in case of perception.
The knowledge involves understanding how to combine networks, how
to work confidently with the performance they provide, limitations and
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the integration of individual DL models into a well-functioning ensemble
model. For established products such as vehicle perception, the data scien-
tists make realistic architectural decisions in terms of computational speed,
memory speed, real-time execution, etc. For instance, select an algorithm
that matches the performance of the hardware available during the lifespan
of specific product development. In safety-critical products, experts apply
different method levels to the ML/DL component to ensure proper system
behaviour. For instance, they apply ISO 26262 and SOTIF (Safety Of The
Intended Functionality standard). Data scientists find the ML/DL project
challenging if the product itself changes frequently. For instance, chang-
ing algorithms would result in higher costs as huge validation activities for
safety certification are required in autonomous driving. Upon completion
of the required V&V, the DL models are mounted onto the vehicles for
perception.

I5: "It costs a lot of money to change the algorithm in such
a large project because a lot of validation is going on in the
case of safety-critical products."

Case company C: Packaging:
Business: The case company C produces high-quality packaging, process-
ing and filling machines for various food products. AI has been adopted in
the company to enhance automation to increase productivity and decrease
costs. The company provides customer satisfaction, brand exposure as
well as protect the taste of the food product. Typical use cases in case com-
pany C are detecting defects in fully finished or semi-finished packages, a
quality check of sealings, detecting food misplacement, etc. Detection of
defects by mounting a camera to the production line improves value de-
livery. Triggering warning during defect detection saves significant time
and costs. The company also makes an effort to apply for patents on its
valuable and novel inventions in order to improve its market position and
prevent price competition among competitors. In comparison to the ma-
jority of case companies, case company C has a more mature level of
ML/DL adoption. They develop appropriate architectures and frameworks
for the implementation of ML/DL business cases with the assistance of
solution architects in the company. The company relies on the digitization
of food manufacturing in close collaboration with external partners. A
data science team in the case company typically consists of a data science
manager, senior data scientists, junior data scientists and solution archi-
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tects. According to data scientists at case company C, the company will
benefit from having both productions and research focused teams operat-
ing concurrently. Productions focused teams rely on the traditional cloud
approach while research-focused teams experiment with concepts related
to edge (re)training.

I6: "Some teams in company perform standard tasks while
others try trending concepts."

Data: Case companyCalready hasmechanisms in place for cloud (re)training
and edge inference. They intend to move from this centralized approach
toward a a fully decentralized approach. The company has a global model
for (re)training in the cloud and a local model for (re)training at the edge.
The dataset needed for global model is collected either by direct sampling
or through the manual dataset generation while the local data set is unique
to each client-site. The company occasionally employs interns for dataset
labeling. To increase global model performance at cloud, mislabelled data
after edge inference is updated to the global data set. As the company
moves toward decentralised approaches, appropriate decisions have to be
made concerning the amount of data to be transferred to the cloud, how
to deal with labeling, feature selection, quality issues, model compression,
Type1 and Type 2 errors, etc.

Model: We note that the company take the initiatives to schedule frequent
meetings and discussions between ML/DL practitioners and non-ML/DL
practitioners to bridge the communication gap between them. For instance,
architects in the company are provided with end-to-end knowledge of the
entire ML/DL business case. The company looks for published papers
to find state-of-the-art learning. Before finalizing a specific algorithm,
I8 experimented with available algorithms suitable for the business case.
They also participate in conferences and workshops to further advance
their knowledge on the recent advances in the field. The global model
(re)trained at cloud is deployed to edge if it outperforms the local model.
The model performance is evaluated using metrics such as mean average
precision, accuracy, false positives, false negatives, etc. To reduce power
and resource requirements at the edge, the global model is compressed
before deploying at the edge and later decompress without diminishing
accuracy. To optimize model performance, the company tries to employ
techniques such as transfer learning, federated learning, etc. to deploy
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models at the edge. The company ensures model management by sending
logs to the cloud when errors (Type 1 or Type 2) occurs.

I8: "The simplest part is deploying AI on the edge, while most
challenging part is evaluating global model retraining."

Case company D: Automotive II:
Business: An innovation company dedicated to providing smarter mobility
solutions for automotive. Based on AI, the company attempts to strengthen
its capability to innovate and add value to products. Most business cases
emerge as a result of customer requirements or as part of in-house research
initiatives. In the case of research ventures, the UX (User Experience)
designer or the innovation management in the company determine if the
business case is valuable to any of their business owners/customers. If
it is valuable, the company transform the business case into a real-world
project for them. Once the business case is confirmed, the company sets
up data science teams to improve future mobility. A typical data science
team in the company consists of product owner, data scientists, solution
architects, etc. If a business case delays or fails due to insufficient data,
data scientists explore what more can be done for the business case in
the future. Unfortunately, they will not be able to apply their expertise
in the current situation and only be involved in the preparation of future
projects. The company extends the number of data scientists to apply
ML/DL technologies to more valuable use cases. If the proposed business
case does not provide value to business owners from the outset, it should
be terminated as soon as possible. It is quoted below:

I10: "From the first idea if there is no business case, you stop"

Data: To label data, the company employs MTurk services. Since people
from all over the world contribute to the annotation process in MTurk, con-
fidence is always low. The company integrates data version control (DVC)
into the workflow. When annotations are initially bad, they can refine and
gradually update and then use that data to train models. In case company D,
DVC and GIT (Global Information Tracker) work cooperatively. During
scheduled meetings, data scientists encourage business owners with less
ML/DL knowledge to complete a series of questionnaires. These ques-
tionnaires can bridge the communication gap between data scientists and
business owners. For instance, the questionnaires include questions such
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as what do you want to answer? what kind of data do you need to respond
to this? do you know of any domain experts who might be able to tell you
what kind of data you need to address this? and so on. Most business own-
ers believe that data scientists understand their business and can formulate
questions and answer their concerns, but this is not the case with the vast
majority of data scientists. Often, data scientists aim to clarify misconcep-
tions about AI and convey to business owners that if valuable relationships
can be extracted from their data, they can automate the decision-making
process for them. According to I10 and I11, data exploratory analysis is
dependent on projects.

I11: "The specifics of how you do it, what you are going to
look at it, depends a bit on the project. But I think the overall
reasoning that you have to do exploratory data analysis is very
much there."

Model: The company is still in its early stages of ML/DL model develop-
ment, with very little integration with already existing systems. They also
rely on state-of-the-art to identify trending algorithms in their domains.We
find that there is a slight change in the conventional wisdom of the small
versus large model in the company. For instance, when dealing with text
data, it seems that more blog posts, articles, etc. suggest probably using a
very large model and train it for a small amount of time and that turns out
to have better results. Some of the projects are delayed for deployment in
the company. According to data scientists in the company, even if a lot of
algorithms are available in publications, very few have working code that
can be experimented with. So there is a high probability that publications
without working code gets rejected if the business has to be implemented
in a short time.

I11:"Since we do have some time pressure on how to do what
we want, we have taken the kind of publications that had
working code and we have looked at it."

Case company E: Pump Supplier
Business: Case company E is a pump manufacturer as well as a pump
retailer. To promote real-time monitoring and fault prediction of pumps,
the company employs AI, digital services and cloud networking. A par-
ticular use case for the company is the condition monitoring of pumps
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and other critical assets to identify the need for maintenance and repairs.
Traditionally, product teams develop, maintain and operate services in
case company E. The company is attempting to digitalize the provided
service to enhance efficiency and this idea of digitizing a specific service
is initiated by a business developer. For instance, a business developer
proposes the concept of a wastewater network in the company. This will
enable wastewater utilities to monitor the condition of pumps when there
is an influx of excess water. The case company E discusses various busi-
ness cases at their internal ML network meetings. A typical data science
team in the company includes data scientists, data pipeline owner, domain
experts and business owner. Other typical roles include back-end or front-
end software developers, subject matter expert groups, etc. One of the
data science teams in the company consists of 10 experts and students,
while the other team consists of 12 data scientists and 8-10 data engineers.
The company has cross-functional teams, which allows them to reach out
to different teams for the development of ML/DL models. For instance,
the data pipeline team collaborates with the marketing team because they
both have data scientists and data engineers who understand data and its
purpose.

I13: "And then we support the teams with some subject matter
expert groups, some of them are for software development like
DevOps, some of them are from my team - data pipeline and
platform. They support on how to set up data architecture or
tools to use to set up data pipelines and how to make good
data quality measures"

Data: The company sets up devices to collect data for different business
cases. They often tend to begin with a small dataset because beginning
a project with a large dataset is very costly. Following the collection of
data, the company uses a quality assessment method to conduct a struc-
tured dialogue about data quality dimensions of the dataset. According
to I13, data scientists in other companies ignore data dimensions when
using software development methods. For data exploration, data scientists
collaborate with domain experts. They often start with small datasets for
investigation in the alpha phase of the project. According to I13, the key
difference between DevOps and DataOps is that it puts a greater emphasis
on data architecture rather than technical architecture. Data scientists con-
firm that training-serving skew causes models underperform in production.
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For instance, the typical format, alignment and timing of the dataset vary
from the training set to the training set.

I13: "So we have to rethink all the way how you can develop
your in-house solutions because that is what I see when we
use the software development methods, we disregard the data
dimension and then we see all kind of problem coming up all
over the place."

Model: To introduce service digitization in case companyE, they adopt/explore
state-of-the-art AI, ML and cloud computing technologies. The company
relies on a literature study to identify suitable statistical methods for the
business case as well as relying on business owners to provide a fair idea of
KPIs. The case company has tools for testing and deploying models, easy
switching between models and handling data lineage. According to case
company E, the old model must be decommissioned when a new model
is created and deployed in production. Employing agile development, De-
vOps, data science, and MLOps makes the development, deployment and
maintenance of models more easier in case company E.

Case company F: AI Development Platform provider
Business: By providing a platform for building and deploying systems,
the company aims to simplify AI development so that its benefits are
accessible to non-experts. They assist customer companies in their tran-
sition from analog to digital by assisting them in AI adoption. The case
company F will investigate relevant potential issues before finalizing the
business case. It offers an AI platform lifecycle management for increasing
productivity and helps business owners in solving their problems by offer-
ing a DL development platform. Aside from the main data science team
that works with the business owner, they have research teams that look at
emerging techniques, for instance, federated learning. When the business
case is finalized, data science teams are formed within the company as
well as junior and experienced data scientists are paired up when working
on projects. The data scientist working in a specific business unit should
become familiar with the field and eventually become a domain expert. In
contrast, they are not interested in spending time worrying about it, but
rather want to become quickly acquainted with the field. Since the number
of data scientists is small, the company believe it is important to teach data
science to software engineers to increase value delivery.
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I17: "Defining exactly what should be the problem before go-
ing into the project and work for few months is much more
important than you think."

Data: The company plans early meetings with business owners to obtain a
more comprehensive understanding of the business case. These meetings
aim to bridge the gap between lack of knowledge and understanding of
how ML/DL works among business owners and how the domain works
with data scientists. These activities can also help to avoid a scenario in
which the problem appears to have adequate data and prediction appears to
be reasonable, but the difficulty is that there is no business case to justify
the model development. Building a fraud detection system by collecting
a vast amount of data and spending hours, for instance, tends to be futile
if fraud happens only once a year. For the data collection process, data
scientists request assistance from domain experts. They conduct a quality
test on a sample dataset in the early stages of the data exploration to assess
which data can and cannot be used for the business case. According to
data scientists in the company, the key difference between ML and DL
is that conventional ML needs a substantial amount of work in feature
engineering. Since data scientists are costly, their efforts can utilize in
other valuable tasks when working with DL. When relevant features in
ML are removed, there is a high risk of information loss. By using DL
instead of ML, we can avoid errors that occur when people are biased
during feature engineering. On the other hand, feature engineering in ML
is useful in two ways: a) Reducing dataset and finding good data points
from a noise point of view to remove unclean data, b) Simple algorithm
does not handle a large number of features.

I17: "DL Models are so complex that they can learn if you
have enough data"

Model: Data scientists rely on a literature study to find state-of-the-art for
developing DL models. To achieve model optimization, data scientists a)
adopt hyperparameter tuning, b) Introducemore variances to the dataset, c)
Fine-tune the annotation, d) Regularize weights e) Understand part of the
data for which the model underperforms. The robustness of the algorithm
can be enhanced by artificially introducing more variances to the dataset.
For instance, add variation to the input images by cropping or moving them
around to create previously unseen images. Reconsider the annotation as
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there is a good risk that it is causing the model to underperform. In
such cases, refine the annotation and eventually update the data used
to train the models. In the case of weight regularization, the network’s
weights are reduced to a small value if they do not contribute to the
model performance. If a model developed based on prior work fails, data
scientistsmay verify the discrepancies between the twodatasets as an initial
step. They try, if possible, to validate the business case using the dataset
described in prior works. If the problem still persists, they experiment with
new algorithms. Mainly, data scientists believe that business owners have
sufficient resources to do the integration and equipped with interfaces to
input data and obtain results. In contrast, in most cases, the data science
team must set up the first time integration for business owners. This may
be due to a lack of resources within the company or a lack of a diverse
engineering organization or the possibility that they are busy with other
tasks.

I16: "Even though we have a lot of experience having those
meetings and even though we know many of the problems, we
tend to fail. Even if we set up a problem then also we miss
things that we have not communicated well on expectation"

I17: "But I think we have evolved a lot and I think we are getting
to a point that we need to solidify on a set of best practices but
we have not yet."

5.3.2 Challenges

During our study,we identify several challenges that company practitioners
face in their day-to-day practice of developing, deploying and evolving
ML/DL models. Below, we provide a summary of the key challenges
that data scientists experience and are common among companies. The
challenges are grouped into three categories related to ML/DL model
development: a) Pre-Deployment, b) Deployment and c) Non-technical
challenges. We detail each challenge and we provide an illustration in
Figure 1 and we provide the frequency of these challenges identified in
each company in Table 2.

Pre-Deployment
1. Representative and Valuable Dataset: The majority of data scientists
involved in our study confirm that DL models need a large dataset than
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Figure 5: Challenges in ML/DL Model Development

ML models. For instance, to show that failure rates are low, datasets
of safety-critical products are collected by manually building, mutating
and simulating test cases and recording thousands of hours of data while
driving on roads. In contrast, one of the case companies disagrees and
reports that there are several misconceptions about DLmodels, such that as
the need for a large amount of data. Mostly, the collected data will be noisy,
have few labels or be completely unlabeled. According to data scientists,
the dataset collected for ML/DL must be a valuable and representative
sample. For instance, to classify prescriptions containing antibiotics, a
dataset with data points for prescription containing and not containing
antibiotics is required. Furthermore, in order to determine whether an
industrial process is operating normally or not, the dataset requires data
from both sites where the process is operating normally and from sites
where it is not.

I10: "If I want to domachine learning, I will also need negative
samples. Most datasets are skewed toward abnormality, this
is usually not a deal-breaker, it is important to keep in mind
early on."
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2. Improper Feature Selection: Most data scientists consider feature
selection to be an important step and indicates that a feature set with
insignificant features has an impact on model performance. Without a
comprehensive understanding of each feature, data scientists struggle to
add relevant features to the feature set. For instance, if two features contain
the same information, it is difficult to choose the significant feature.

I4: "Adding a new feature is costly in the way we work. So, we
want to have an idea of what this feature can bring us before
we do the implementation."

3. Bias Introduction: We observe that data scientists introduce bias based
on their experience in algorithm selection for both ML/DL models as
well as in the case of feature selection for ML. For instance, most data
scientists prefer to use näive bayesian models, logistic regression, tree
models, random forest and support vector machines as favourite models
to achieve base performance. We notice a conflict in the study when one
of the data scientists refer to the random forest as being computationally
fast to train and produce results in seconds, whereas another data scientist
indicates that random forest is flexible but less interpretable.

I1: "They bring their own experiences and then introduce own
biases into the whole working."

4.High Complex DLModels: Despite the popularity of DLmodels, most
data scientists preferMLmodels for training because they are less complex.
In comparison to ML, they believe that deep knowledge is required for
the implementation of DL models. For instance, in the case of safety-
critical use cases such as perception, deep DL knowledge is necessary
to understand neural network limitations, network merging, activation
function, etc.

"We need to have a lot of AI and DL knowledge to understand
the limitations of the networks, when they may fail a lot ..... We
are only half done after we have trained the networks."

Deployment
1. Training-Serving Skew: Data scientists consider training-serving skew
as the disparity between training and serving performance. For instance,
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the system is trained on events to ensure that it performs well in safety-
critical products, but it is less suited to real-world situations while serving.

"It is very hard to capture real data for these long-tailored
events because some of them will happen so rarely."

2.Model Drifts: Data scientists perceive model drifts as a potential threat
to model performance. As a result, it is necessary to properly detect model
drifts and determine when to retrain or update. Models, for instance, are
retrained on a daily, weekly, monthly or year-to-year basis, depending on
the domain and when input data changes.

Non-technical
1. High Cost and High AI Expectation According to the study, the im-
plementation of ML/DL models requires significant infrastructure costs
when compared to traditional software development. According to case
company A, experts with little or no experience in data science have high
AI expectations, so it is feasible to gain early insight into what can be
achieved in a specific business case. For instance, when product owners
hear the term "AI", they have extremely high expectations. Unfortunately,
data scientists are mostly subjected to high-level pressure to solve business
cases using ML/DL. The majority of data scientists agree that it is difficult
to formulate a business case for business owners who have a lot of data
but no knowledge of AI.

I4: "We are assigned the business case, but we never get any
information about the quantitative specifications to be opti-
mized.....To make good business value, we need input from
stakeholders, and sometimes we need to play an educational
role because they are not aware of the potential risks involved
in the design of ML/DL systems."

2. Proper Allocation of Data scientists and Domain experts Most ex-
perts involved in our study confirm that data scientists and domain experts
must be carefully allocated to the project. Since data scientists are scarce
resources, they need to be assigned to projects of high business value. For
instance, we discover that the number of data scientists in case companies
is significantly lower than the number of other technical staff. Data scien-
tists, on the other hand, find it harder to consult domain experts in a larger
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company due to their small number. We note that this may be because
companies have domain experts allocated to several ML/DL projects at
the same time. We also notice that one of the case companies relies on
interns, particularly students, to add labels to data. Even though one of the
companies uses a labeling tool to provide data labeling, reviewing these
labeling is a tedious task. It is also difficult to find optimum models due to
a lack of adequate data scientists to perform hyperparameter tuning.

I1: "Even then as a data scientist, you need a domain expert
to label it."

3. Need for an Intelligible Model: Most data scientists highlight the im-
portance of understanding the model developed by other data scientists.
In the worst-case scenario, they spend a significant amount of time under-
standing the model, which slows down the overall project speed.

"It is very hard for another data scientist to understand the
model in the case of some models that we have taken over from
a data scientist."

4.End-user Communication: All data scientists report that there is a need
to encourage more communication with end-users because the model is
difficult for them to understand. For instance, data scientists answered all
of the questions raised by customers because they lack strong confidence
in AI in the case of the analysis tool designed to analyse radio data. In other
cases, data scientists collaborate with testers who have no prior experience
in developing ML/DL models. Since these testers struggle to understand
the models, data scientists need to spend time explaining the models to
them.

I4: "We need to educate them because they are very interested
in understandingwhywe have done some specific predictions."

I3: "If you take an ordinary software component no one ques-
tions it as it is conceptually quite understandable; but with
ML/DL models, there are many more questions."

In Table 2, we classify the occurrence frequency of challenges common
to six case companies into three divisions. They are High (H), Mid (M)
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Table 6: Occurrence frequency of challenges in case companies

Categories Challenges Case Company
A B C D E F

Pre-Deployment Representative and Valuable Dataset H M L H H L
Improper Feature Selection M L L M M L
Bias Introduction M L L L L L
High Complex DL Models L H M H L L

Deployment Training-Serving Skew H H H L L H
Model Drifts H H H L L H

Non-Technical High Cost and AI Expectation H M M H H L
Proper Allocation of Data scientists and Domain experts M L L H H L
Need for an Intelligible Model H M M H M H
End-user Communication H H H M H L

and Low (L). As can be seen in the table, the majority of companies face
deployment challenges. This may clarify why there is less transition of
ML/DL models from prototype to production quality in case companies.
Companies with very few deployment activities believe that the occurrence
of these challenges is very low.Most companies think that a dedicated team
should be set up to monitor deployment issues. End-user communication
is a challenge for all companies when they need to interact with customers,
testers, developers, architects, and others who have little or no ML/DL
knowledge. It should be noted that case companies working specifically
on DL algorithms, see fewer instances of improper feature selection and
bias introduction challenges since DL models learn patterns directly from
data. In some companies, the availability of experienced data scientists is
still a nightmare.

5.4 Discussion

In this section, we discuss our empirical findings and we present a frame-
work that was inductively derived from our empirical findings. Based on
the empirical findings, the framework gives a better understanding of how
the adoption ofML/DL technologies generate profit to companies and how
it can be integrated to deliver high business value, different activities per-
formed by practitioners, their ways of working with business cases, data
and model as well as iterations and triggers to optimize model design and
roles and organizational functions involved. The framework provides an
end-to-end conceptual framework to ensure continuous CI/CD of ML/DL
models to software-intensive components in embedded systems. In this
context, we present three parallel and concurrent high-level activities that
take place in companies as part of their ML/DL model development, de-
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ployment and evolution i.e. Business case experimentation, Data experi-
mentation and Model experimentation. These three high-level activities
are important because companies employ ML/DL models if they bring
value to the customer business, which can only be realized when data is
fed as input to train models and placed into operation. We also discuss
different decision checkpoints helpful for early rejection of business cases
with less value. Figure 2 shows an overview of the framework and different
iterations and triggers that can optimize the framework. Finally, we show
how our framework help in resolving the key challenges we identified in
Section 4.2. Below we detail the framework.

Figure 6: AI-driven Business Development Framework

5.4.1 AI-driven Business Development Framework

Our study shows that companies struggle with introducing ML/DL com-
ponents, model development and the practices associated with this, into
the business context of the company. In our interviews, as well as during
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workshops, this was reflected by several company representatives when
reporting on challenges with applying new technologies, adopting new
ways of working and difficulties in introducing and educating different
organizational roles in what ML/DL model development is about. In sim-
ilar, challenges were found outside the direct context of ML/DL model
development as these, in the end, have to be integrated and incorporated
into a larger system and the overall context of a business. The end-to-end
ML/DL process from business case generation to deployment depicted in
the framework can be used as a blueprint for those working on ML/DL
model development, deployment and evolution. AI companies will benefit
only once their products are deployed into production. In such a context,
this framework can accelerate the entire process and reduce the time lag be-
tween prototype and production-quality implementation of models. Also,
the framework can be used as a beginner guide for people with little to no
data science background and others who want to learn more about ML/DL
models. Based on our learnings, we see that there are three activities that all
six case companies perform in parallel and concurrently when developing
ML/DL models, i.e. business case experimentation, data experimentation
andmodel experimentation. By capturing these high-level activities and by
detailing these with the roles and the iterations that take place, our frame-
work provides a blueprint for life cycle management of ML/DL model
development reflecting the continuous practices of DevOps, DataOps and
MLOps. The high-level activities depicted in the framework are detailed
below:

Business case Experimentation:
Business case experimentation refers to the generation and validation of
business cases suitable to ML/DL. Multiple business case generation is
either based on business owner needs or research projects. Often, business
cases are generated as a result of meetings or ideation process or as part
of brainstorming within the company. For the qualitative selection of each
generated business case, companies set up frequentmeetings with business
owners for a better understanding of business cases and to investigate legal
potential implications. A data treatment agreement can be established to
ensure proper utilization of data as agreed with two parties within the
scope of GDPR (General Data Protection Regulation) especially in the
case of critical projects. The practitioners try to solve the business case in
a non-ML/DL approach to check whether it makes sense in the beginning.

90



Before selecting and specifying prioritized business case, data scientists
try proof-of-concept based on random algorithms or literature review to
justify actual model development. Data scientists schedule early discus-
sions on evaluation metrics with business owners and finalize the metric
that has to be optimized for the business case. When the business case has
been validated by business owners, it should be placed in production to
make realistic data-based decisions.

Data Experimentation:
Data experimentation refers to the generation, collection and exploration
of data as well as monitoring model performance based on inference data.
Once the business case is specified, the next goal is to generate a dataset
suitable for ML/DL models. It is shocking that the whole world praises
the large availability of data and talks about the need for huge data storage
mechanisms but the volume of useful data is limited in practice. Dur-
ing data collection, it is recommended that an early set of assumptions,
questionnaires, checklists and facts to be verified about the collected data
should be formulated to guide the approach and to be able to carry out an
investigation subsequently. In the early stages of data collection, conduct
a quality test on a sample dataset quickly as possible for evaluation. For
getting a clear understanding of data during exploration, data scientists con-
tinually build and test hypotheses around the data and provide insight into
non-functional requirements. Various visualization techniques are used to
understand the data distributions. It is recommended to ensure that the
same data pre-processing techniques are used before training and after
putting the model into operation. In the operational phase, monitor the
model performance. In Figure 2, operational is part of data experimenta-
tion activity since monitoring model performance is closely related to the
input and output data.

Model Experimentation:
Model experimentation refers to selecting appropriate features, experi-
menting with algorithms, finalizing suitable algorithm and putting the
model into production. Once suitable data for ML/DL models are gen-
erated and explored, relevant features are selected for modelling. The
feature set is fed as input and experimented with several algorithms to
find a specific/specific set of algorithms. The finalized algorithm under-
goes hyperparameter tuning to optimize model performance and must
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be put into production in parallel to the existing processes and systems
in software-intensive companies to yield benefits. The deployed model
should be placed under close supervision of A/B testing. Based on model
drifts and data drifts, the model needs to be redeployed/retrained.

5.4.2 Roles and Organizational Functions

Our empirical findings highlight the involvement of different profiles of
practitioners when developing, deploying and evolving ML/DL models.
Once the business case is finalized, companies set up data science teams.
A typical large data science team consists of product owner, data scientists,
domain experts, business owner, back-end or front-end software develop-
ers, etc. All roles in the company may concurrently and parallelly involved
in different ML/DL projects at the same time. Product owner in the com-
pany keeps track of best practices and all responsibilities assigned to teams,
organizes work and host team meetings. Within companies, teams dealing
with ML/DL projects is often split off into two: a) The main data science
team that mostly works on projects with business owners b) The research
team that tries the latest AI techniques for real-world business cases. All
ML/DL projects demand developers to generate data suitable for specific
business cases. However, it is still hard for data scientists to interact with de-
velopers who do not have a data science background. Often data scientists
ask for collaboration with domain experts where they are tasked with data
collection and data scientists assist them. They assist either by contributing
to a tool that can be used to gather data or by discussing different ways to
help them collect needed data. In case of a shortage of domain experts, data
scientists can use clustering techniques or semi-supervised/unsupervised
techniques for labeling.

Most companies recruit data scientists by setting high standards to save
the time required to train them. Assigning a junior data scientist to work
with an experienced data scientist boosts productivity and allows both par-
ties to mutually learn and exchange skills in the companies. The company
expect data scientists working in a specific business unit to quickly under-
stand the business context and become a domain expert as the number of
data scientists and domain experts is limited in companies. As a result, it
is beneficial to teach software engineers how to use data science in a good,
solid, repeatable and predictable manner. To accomplish this, software
engineers have to be provided with different ways of working or processes
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to follow or methods to pursue to deal with ML/DL models. On the other
hand, engineering teams in companies try to improve the tooling and build
the platform support for the project. Solution architects plan for integra-
tion of ML/DL models with the rest of the software-intensive embedded
systems. Some companies even utilize interns to a) Bridge the communica-
tion gap between data scientists who deal with developing ML/DL models
and solution architects who deal with deployment b) Carry out labeling
tasks c) Involved in data collection d) Look into state-of-the-art learning.
Data scientists retrain/redeploy new model when performance degrades
and push that model to the registry of available models for A/B experimen-
tation. Automating the business-driven development can reduce bias that
occurs among data scientists while performing feature engineering for ML
models and selecting favourite algorithms.

5.4.3 Decision Checkpoints for Business case Termination

Based on the analysis of our empirical data, we identify different check-
points for rejecting business case during ML/DL model development. Be-
low we detail various checkpoints.

The business case generated based on the needs of business owners will
be terminated quickly if it makes no sense or value at the beginning stage
of business case experimentation. Data scientists may treat the business
case initially as a non-ML/DL case and apply basic thinking skills to
verify if it creates value for business owners. On the other hand, business
cases generated as a result of internal meetings or brainstorming process
within the company will be terminated when the innovation management
is unable to find business value for that particular case. In addition, there
can be a situation where the business case needs to be terminated if the
innovationmanagement existing in the company consider the business case
as valuable, but fails to find a business owner who sees value in the case.
Business cases will be terminated or delayed in the absence of an existing
dataset as some of the companies place a strict restriction on dataset
availability. On other hand, even if the business case has sufficient data
and appears fair to make predictions, the business case will be terminated
if the proof of concept never justifies model development. Expensive and
difficult data generation and data collection methods also lead to a stage of
dissatisfaction, slowness and even termination of business cases. Business
case terminates when the implementation of ML/DL solution fails as it
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is not cost-effective or not approved by business owners during business
case validation.

5.4.4 Iterations and Triggers

Based on empirical findings, we identified multiple iterations among high-
level activities of the AI-driven Business Development Framework as
illustrated in Figure 2. Although following the framework helps to estab-
lish AI-driven business development, leveraging the iterations can help in
building high performing ML/DL models by ensuring better prediction,
efficient inference and high business value. Below, we outline high-level
activities, events that trigger these iterations, solutions to optimize the it-
erations as well as indicate whether evaluation metrics, data, features or
model itself changeswhen these iterations are triggered. Figure 3 illustrates
the iterations.

Figure 7: Iterations to optimize Design Model
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1) Business case Validation to Selection and specification of prioritized
business case:

Iteration is from business case validation to the selection and speci-
fication of the business case. In exceptional situations, business owners
propose new/additional evaluation metrics during the meeting scheduled
for business case validation of already agreed and defined metrics. These
new/additional metrics are never conveyed to data scientists at the begin-
ning stage of the project. This leads to a high expense and time loss. As
a result, this iteration is triggered to specify the already existing business
case with new metrics.

2) Experimentation to Feature Engineering:

The iteration is from experimentation to feature engineering. After ex-
perimenting with a simple baseline model, data scientists look into the
results and try to understand the relevance of features and the correlation
between each feature. This iteration is useful if it is inexpensive to get
hold of features. As a result, this iteration is triggered to get a proper
understanding of the system and selection of features. This triggering can
provide further insights in the case of complicated data science problems.

3) Deployment to Experimentation phase:

The iteration is from deployment to the experimentation phase. Once the
model is put into production, it makes real data predictions. We find that
data scientists are looking at state-of-the-art learning to find better learn-
ing algorithms as a replacement for a well-performing deployed model.
Replacement takes place when the domain or requirements changes over
time. For instance, to optimize prediction accuracy, hardware cost, explain-
ability, latency, prediction time, etc. This iteration will only be triggered
if data scientists confirm that new replacement algorithms perform even
better than the old deployed model and increase business value. In such
cases, the model must be trained using a new learning algorithm on already
existing data and features and finally proceed with the redeployment of the
new model.

4) Experimentation to Data Collection:

The iteration is from experimentation to data collection. Data scientists
validate the discrepancies between two datasets if the algorithm underper-
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forms when experimenting with algorithms published in prior works. If
discrepancies exist, the data collection process/collected data can be veri-
fied to ensure data quality. This iteration is triggered when it is believed
that dataset verification and correction if necessary will improve model
performance than experimenting with a new algorithm.

5) Deployment to Development:

The iteration is from deployment to the development stage. We notice
that deploying the model to production is not a one-time activity in most
software-intensive embedded companies. Rather, it is a continuous process.
The model makes accurate predictions if the data used for prediction and
training have a similar data distribution. To mitigate data drifts or to keep
the model up to date, this iteration is triggered. The simplest solution is to
retrain themodel with new data and validate themodel to ensure thatmodel
still provides accurate results. The learning algorithm and hyperparameter
space remain the same as the trained model when retraining with new data.

6) Data Exploration to Selection and specification of prioritized business
case :

Iteration is from data exploration to business case specification. Until
data exploration, it is usually difficult to define the proper business goal
for the project. This is because the expectation of business owners during
the discussions do not equate to what can be achieved with their data.
This is due to the knowledge gap between people who have a background
in data science and those who do not have that background. As a result,
this iteration is triggered to fine-tune the business case or even leads to
business case rejection after data exploration.

7) Development to Data Exploration:

The iteration is from the development to the data exploration stage. This
iteration is triggered when it is presumed that there are opportunities to
improve model performance by revisiting and understanding the portion
of data on which the model underperforms. If any interesting aspects are
coined after exploring datasets, then extract the features and add them to
the already existing feature set, build and train the model from scratch and
proceed to deployment.
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8) Development to Data Collection:

The iteration is fromdevelopment to data collection.While trying to fine-
tune the experimented algorithm that provides good results, this iteration
is triggered by thinking that introducing more variances to the dataset or
refining annotations will optimize model performance. In this iteration,
the model is built and trained using the updated dataset and features. Once
the model has been finalized, it will proceed to deployment and later put
into operation for monitoring and logging.

5.4.5 Correlation between Framework and Challenges

As shown in the sections above, there are several challenges that practition-
ers face when developing, deploying and evolving ML/DL models. Based
on the generalizations of practices and experiences of practitioners in the
case companies, we developed a framework to advance their ML/DL de-
velopment and deployment practices. By doing this, we seek to also help
mitigate the challenges they face. Below, we describe how the framework
help in resolving the challenges we identified.

Data scientists canworkwith developers or assist in implementing neces-
sary tooling in the companies to generate data suitable forML/DL business
cases. Otherwise, they can ensure the dataset availability from customers
themselves before starting the business case. The following iteration from
development to data collection in section 5.4 provides provision to revisit
the dataset to introduce variance or refine labeling to turn the dataset into
more valuable and representative. If getting hold of features is inexpen-
sive, data scientists can experiment on the selected feature set and based
on results look into a larger feature set with better understanding. Because
data scientists work concurrently and parallel with data science teams,
they can acquire knowledge from getting engaged in different ML/DL
projects. They can also collaborate with domain experts to understand
the business case domain and to label the dataset. Scheduling stand-up
meetings, sprint meetings, attending demos, internal workshops, etc. can
make sure that every step in the development, deployment and evolution of
models concerning a specific business case is known to all team members
in the companies. This can ensure the intelligibility of models and avoid
risk when data scientists are assigned to different projects in the middle
of working on a particular project. Working together with various exper-
tise in different projects can reduce misconceptions about ML/DL models
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among data scientists. For instance, DL models are complex compared to
ML models. Adopting DL models can reduce the significant time needed
for feature engineering. To avoid training-serving skew always make sure
that both training and test data undergo the same process of data collec-
tion, cleaning, etc. and have the same formats. Also, retraining models
with more data in appropriate format can reduce training-serving skew to
an extent. When datasets are collected, make sure that even corner cases
are captured so that we can reduce this skew. When model drifts occur,
utilise the experimentation stage and experiment with a better algorithm
if drift is due to a change in technology or domain. Performing proof-of-
concept can reduce time spend on model development and can achieve a
realistic idea of what can be achieved with the business case. Based on
proof-of-concept, data scientists and domain experts can be allocated to
projects with high value. Since business owners are also involved in the
business case experimentation, communication with business owners can
be improved to a greater extent by asking them to fill up questionnaires,
attend frequent meetings, educating them, etc.

5.5 Related Work

5.5.1 Developing ML/DL models and Associated challenges

ML/DL systems vary from traditional software in the following ways: a)
SinceML/DLmodels learn from data, collecting, processing and updating
data takes time b) In addition to SE skills, teams need in-depth ML/DL
knowledge to develop high-performing models c) Opposed to traditional
software development, model deployment requires extra effort. Further-
more, the mechanisms for monitoring and logging are unique to ML/DL
models. According to reference [21], experts, intermediate users and am-
ateurs are involved in developing ML models. Amateurs are non-experts
who are unacquainted with ML technology. There has been very little
research conducted on the work of intermediate users and amateurs. Ac-
cording to reference [13], expert programmers experienced difficulty in
applying ML. Reference [109] investigated implementation of ML sys-
tems by software engineers. Various tools are available to support people
involved in ML/DL technologies. While ML/DL offers powerful tools, the
knowledge needed to apply these tools to specific scenarios remains a
challenge. Smaller non-profit companies have extensive local and domain
expertise but lack the skills to implement ML/DL to their context [29].
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Reference [22] mentioned current working practices of data scientists
and the impact of AutoAI (Automated AI) on these practices. Reference
[28] proposed data processing approaches adopted by data scientists. A
holistic process model that explains activities, initiation, error estimation
and deployment of a Supervised ML classification model is presented in
[128]. The ML workflow [18] has nine stages, including data-oriented and
model-oriented stages. A high-level overview of the ML process used for
developing intelligent systems is described [13]. Data management, model
learning, model verification and model deployment are the activities asso-
ciated with four stages of the ML workflow as defined [111]. These are
similar to data science workflows such as CRISP-DM (CRoss-Industry
Standard Process) [58] and KDD (Knowledge Discovery Databases) [57].
CRISP-DM enables companies to apply data mining in real-world scenar-
ios regardless of technology. KDD is used to discover knowledge from data
by using data mining tasks. Both of these workflows have a data-centric
focus with several feedback loops between stages.

People working on ML/DL model development, deployment and evolu-
tion encounter several challenges. Reference [10] attempts to identify and
classify numerous SE challenges that arise when developing and deploying
ML components in software-intensive systems. Experts encounter issues
when developing systems using ML algorithms, as described [13] [14].
Reference [21] investigated how non-experts develop ML model based
on their experience, knowledge and blind spots and also revealed their
unique potentials and pitfalls. ML specific risks that should be consid-
ered during system design using the SE framework of technical debt is
illustrated [15]. Some of the technical debts are boundary erosion, hidden
feedback loops, data dependencies, configuration debt, changes in the ex-
ternal world, etc. Studies have been performed to test software [59] and
ML models. Challenges at the intersection of SE and ML has been de-
scribed [9]. However, studies considering the combination of SE and ML
have not been extensively researched [60]. Similar to software, implemen-
tation of a production-ready ML system needs testing [19] and can be
grouped into development, production, and company challenges. In con-
trast to ML and traditional software development, DL technology needs
specialized infrastructure support [61] as scaling up DL models boosts
performance to a greater extent [61].
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5.6 Threats to Validity

We concentrate on mitigating validity threats by focusing on construct
validity, reliability and external validity [62]. To enhance the construct
validity of our research study, the authors and involved practitioners are
most familiar with developing, deploying and evolving ML/DL models.
We employed multiple techniques (interviews, workshops, meetings and
events) and sources (senior data scientist, technology specialist, AI appli-
cation specialist, etc.) for collecting empirical data. Our study involved
six case companies and the results were reviewed by practitioners who
were both, directly and indirectly, involved in our research. To ensure
reliability, we validated the findings with practitioners at the companies
during workshops, meetings and events. In the case of external validity, the
key contribution of the study can be applied to similar software-intensive
embedded systems companies interested in developing, deploying and
evolving ML/DL models. The reported empirical findings are based on
interviews as well as insights and observations from workshops, meetings
and events where the practitioners share their subjective perceptions and
experiences.

5.7 Conclusion

Though ML/DL technologies are gaining more popularity, companies
face several challenges when designing ML/DL models. To address these
challenges, and to help embedded systems companies in advancing their
ML/DL model development and deployment process, this research study
focuses on designing an end-to-end process of developing, deploying and
successfully evolving ML/DL models. In this study, we identify high-level
activities that companies perform in parallel and concurrently to develop,
deploy and evolve models. Furthermore, we detail the activities, iterations,
and triggers that optimize model design as well as roles and organizational
functions. We also show how this study helps companies in resolving chal-
lenges that we identify and discuss different decision points for immediate
termination of less value business cases. In future research, we plan to
focus on the continuous delivery of MLOps as well as how the adoption
of MLOps impacts existing practices in companies and the associated
challenges.
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6 AI on the Edge: Architectural
Alternatives

This chapter has earlier been published as
M. M. John, H. H. Olsson, and J. Bosch, “AI on the Edge: Architectural
Alternatives,” In 46th Euromicro Conference on Software Engineering
and Advanced Applications (SEAA), pp. 21–28, IEEE,2020

Current IoT solutions rely more on a cloud-based centralized model
for (re)training of ML/DL (Machine Learning/Deep Learning) solutions
as it offers high-performance, centralized computing and unlimited stor-
age capacity. Data transfer to cloud leads to issues related to processing
power and latency [129] [130]. Shifting computing capability from cen-
tralized cloud to distributed edge nodes solves the aforementioned issues
and enables low latency and reliable intelligent services. It brings two
major enhancements [131] over existing cloud infrastructure: a) Most data
pre-processing can be performed on the edge before being sent to cloud
ii) Edge with computing capabilities can optimize cloud resources [132].
Nevertheless, edge nodes need to reduce the cost and power demanded by
ML/DL (re)training to be distributed across the edge and cloud [131].

Most software-intensive embedded systems companies are currently re-
lying on a centralized cloud approach and are in the midst of a transition to
enable computing capability at the edge [133] [134] [135]. When compa-
nies move from cloud-to-edge, they face difficulties in deciding the amount
of information to be collected and transferred to the cloud, handling la-
beling challenges and controlling their quality, installing cloud and edge
model versions, implementing general platform to easily update algorithms
when a new model performs better, reporting metrics back to the cloud,
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monitoring solutions and managing logging mechanisms. There is, there-
fore, a need for guidance in terms of what architectural alternatives exist
and how these allow companies to improve their edge/cloud (re)training
activities.

Based on action research in which we study multiple use cases in a
software-intensive embedded systems company, as well as insights from
long-term collaboration with companies in the embedded systems domain,
we develop a generic framework for deploying AI on the edge utilizing
transfer learning. We validate the framework in a qualitative interview
study with four additional case companies and present the challenges they
face while selecting the ideal architecture. The contribution is threefold.
First, we develop a generic framework consisting of five architectural al-
ternatives, ranging from centralized cloud architecture to decentralized
edge architecture. Second, we validate the framework in a qualitative in-
terview study with four additional companies and as an additional result,
we present two variants to the architectures identified as part of the frame-
work. Finally, we identify the challenges that experts face when selecting
the ideal architectural alternative.

The rest of the paper is organized into five sections. Section 2 sets out
the background. Section 3 introduces the adopted research methodology
as well as the case companies involved in our research study. Section 4
presents the generic framework consisting of five architectural alternatives.
Section 5 discusses validation study findings and points out the challenges
associated with the selection of each architecture. Finally, we conclude the
paper and discuss future research in section 6.

6.1 Background

6.1.1 Edge/Cloud (Re)Training

Cloud computing facilitates the training and inference process for typical
ML applications with the support of centralized data centers with high
capacity for large scale data storage and processing [136]. When edge
devices generate massive amounts of data ranging from sensors to robots,
computing services undergo a cloud-to-edge transition. Companies often
see this transition as an opportunity to minimize costs and to strengthen
privacy and low latency, asmost of the processing, storage, and networking
resources are located in powerful data centers owned by Google, Amazon,
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Microsoft, Facebook, and Apple [137]. According to [138], edge comput-
ing and ML are two sides of a coin. Perform model retraining carefully
as data patterns change frequently without warning which makes ML/DL
model obsolete in a short time. Based on the amount and path length of
data offloading in [139], edge intelligence rates at six levels where training
and inference is entirely cloud-based and gradually focuses on edge going
forward. Studies in [134] [140] discuss state of the art, key characteristics,
requirements, design patterns, quality attributes and architecture modules
for addressing big data (reference) architectures.

6.1.2 Transfer Learning

In transfer Learning [133] [141], a generic model is predominantly trained
in the cloud and the resulting model is optimized with incremental training
at each edge node at local sites. It is an ideal technique to boost model
performance when training data is costly or difficult to collect, labeling
tasks are expensive and to reduce infrastructure costs and training time.
The [142] offers an overview of transfer learning, its applications, exten-
sive details on specific transfer learning solutions, such as, homogeneous,
heterogeneous and negative transfer learning. Generic model retraining
increases accuracy and updates must be sent to the edge instances on a
regular basis for better performance.

6.2 Research Method

The research we report in this paper is part of a larger research initiative
in which we conduct longitudinal multi-case study research in close col-
laboration with fifteen companies in the embedded systems domain2. The
collaboration includes a broad portfolio of research projects and within
this context, we have been working with a number of companies in the
area of ML/DL. For the purpose of this paper, we present findings based
on multiple use cases in one of the companies. However, it should be noted
that our insights are a result of a long-term collaboration with a number of
companies involved in the research initiative. Based on these insights and
the specific learnings generated when studying different ML/DL use cases
in a software-intensive embedded systems packaging company, we develop
a generic framework consisting of five different architectural alternatives
to deploy AI on the edge. To validate this framework, we conducted a qual-

2Software Centre
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itative interview study with selected experts in four additional companies
that were not part of our previous or on-going research on this topic.

6.2.1 Action Research

Action research [143]was conducted to understand edge/cloud (re)training,
inference and transfer learning in the context of ML/DL use cases in the
packaging company. It is a research approach in which researchers work
in close collaboration with experts as partners in the process of knowledge
creation in the context of practice. The researcher has to get into a company
and engage in experiment of learningwith experts. It can be used to address
complex real life problems and immediate concerns of experts. It appears
to be a well suited research method for this study due to its emphasis on
collaboration between researchers and experts in real-world settings.

6.2.2 Case Company

In this section, we present the case company where we conducted the ac-
tion research study and we detail the four different ML/DL use cases (A1,
A2, A3 and A4) that we studied.
Packaging Company: The company provides packaging and processing
solutions for food products. They also offer packaging machines to dif-
ferent customers. The company uses ML/DL models to ensure customer
convenience, product quality improvement and cost reduction. A camera
has been installed at the packaging production line to maintain package
quality and whenever quality degrades, an alarm has been generated to
stop production to reduce costs.
A1 - Defect Detection: The company detects defect in fully finished pack-
ages at each customer site. Global model at cloud is deployed at each
customer site for inference through transfer learning to detect customer-
specific defects more effectively. Learnings from each customer is send
back to the cloud for retraining. The dataset consists of fully finished pack-
ages with different patterns and types.
A2 - Quality check of Sealing: The company checks inner side of the pack-
ages to detect flaws or deviations in the sealing. Temperature, anomalies
and package edges are analysed to ensure quality of sealing. It undergoes
various tests to determine whether they are underheated or overheated as
it becomes impossible to connect the internal part. The dataset consists of
packages with different patterns and types.
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A3 - Anomaly Detection: The company detects anomaly in semi-finished
packages. The package will be recreated and proceeded to production de-
pending onwhether it is flawless or not. Detecting defect in a semi-finished
package can reduce effort, time and cost as their recreation can be stopped
at an early stage. The dataset consists of semi-finished packages with dif-
ferent patterns and types.
A4 - Food Misplacement Detection: The company provides multiple fill-
ing options for food products. They detect defects in placement, position,
alignment etc. of food products to meet evolving customer demands. The
dataset consists of food products with different shapes and sizes.

6.2.3 Data Collection and Analysis

The first author spent two days a week on-site as part of action research and
work with the data scientist team for a period of six months from Septem-
ber 2019 - March 2020. Experts involved in action research are shown
in Table 1 where P* denotes action study participants from the packag-
ing company. By being present at the company and actively involved in
everyday development and practice, the first author gained an in-depth un-
derstanding of the case company, its environment, employed technologies
and challenges experienced by the team when working with the use cases.
Based on this understanding, and by working closely with experts in the
field, a generic framework was developed by the first author for deploying
AI on the edge. The general process cycle of action research used in this
study involves diagonizing, action planning, action taking, evaluating and
specifying learning [144]. After frequent discussions with experts from
the company, we identified a particular problem, collected relevant data
as part of the action planning to develop a generic framework consisting
of five architectural alternatives, evaluated the framework with experts
and incorporated their feedback. The action research was complemented
by working closely with the team of experts in the packaging company
and participating in their project meetings. In addition to this, authors
frequently conducted several interviews, meetings, discussions and work-
shops with experts (including one-to-one and group meetings) to collect
data. The data collection was further supported by taking meeting notes,
writing diaries and through presentations given by the company. Analyzed
the collected data by creating a summary and discussed it with company
experts via presentations and also communicated to the other two authors.
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Table 7: Description of experts involved in action research

ID Roles
P1 Data Science Head
P2 Data Science manager
P3 Senior Data Scientist
P4 Director - Industrial IoT System
P5 Manager - Data Processing and functions
P6 Solution architect
P7 Software Engineer
P8 Technology Specialist
P9 Data Scientist
P10 Data Scientist
P11 Data Scientist

The architectural alternatives developed by the first author based on the
action research was presented to the experts in the packaging company
and incorporated their inputs and concerns.

6.2.4 Validation Study

To validate the generic framework, we conducted qualitative interview
study with selected experts in four additional case companies. None of
these experts had been involved in our previous research on this topic and
therefore, could provide valuable feedback in relation to the applicability
and/or the challenges they identified with each of the identified architec-
tural alternatives.
Case Company W - Automobile: A joint engineering and development
centre for passenger cars that address the needs of two large companies.
The company utilizes ML/DL models to provide better mobility solutions
to the customer.
Case Company X - Telecommunications: A large telecommunication
company enables intelligent network operations to solve problems faced
by service providers. They introduce ML/DL techniques to increase both
revenue and customer satisfaction.
Case Company Y - Pump supply: The company develops different kinds
of pumbs, electric motors and electronics for pumb control. The company
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employs ML/DL models to collect mechanical and operational data to
provide actionable insights on health of machines and diagnostics over
products.
Case Company Z -Manufacturing: The company employsML/DLmod-
els to analyze data collected from different products ranging from home
appliances to vehicles out in the field to enhance design, functionality and
quality of products.

The qualitative interview study [83] was conducted between February
to March 2020 following an interview guideline. Part I of the interview
guideline focused on the role and experience of the interviewee. Part II
focused on the validation of developed generic model and current architec-
tural alternatives that exist in each case company. Finally, Part III explored
the challenges faced by experts while selecting an ideal architecture. All in-
terviews lasted one hour and were conducted via video conferencing. The
interviews were recorded and transcribed for analysis with the consent
of the interviewees. The experts involved in this study are summarized in
Table 2 where V * denotes validation interview participants. The interview
summary was cross-checked with audio recordings, interview transcripts
and notes taken during interviews. We analyzed the interview summary to
identify key concepts and then grouped them into conceptual categories.
We used triangulation to boost precision and enhance research study va-
lidity [98], which relies primarily on qualitative data. Since we were three
authors conducting interviews and reading transcripts, investigator trian-
gulation was used to take multiple perspectives on the topic under study,
thereby providing a broader picture. The goal of the first iteration was to
validate the developed generic framework. The second iteration was car-
ried out to present two variants to the architectural alternatives identified
as part of the framework and to identify the challenges faced by experts
when selecting architectures.

6.2.5 Threats to Validity

We try to mitigate the validity threats related to our work, particularly
construct validity, reliability and external validity [145]. To strengthen
the construct validity of our research, authors and experts involved in the
study are most familiar with edge/cloud (re)training and inference. We
also used multiple techniques (action research, semi-structured interviews,
meetings, discussions and workshops) and multiple sources (data science
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Table 8: Description of experts involved in validation study

Case company Experts
ID Roles
V1 ML Engineer

W V2 ML/AI Engineer
V3 Vice President

X V4 Senior Researcher
Y V5 Head of AI Technology

V6 Senior Data Scientist
V7 Senior Software Architect

Z V8 Data Scientist
V9 Data Scientist

head, data science manager, data scientist, ML engineer, etc.) for data
collection and validation. The action research was performed for a period
of six months with the participation of experts in the packaging company.
In order to ensure reliability, the findings were validated with experts from
four different case companies. With regard to external validity, we forsee
threat as to how this research can be applied to other companies on the
basis of a few use cases. We believe that by extending this research to
more software-intensive embedded systems companies in the future can
mitigate this threat.

6.3 Architectural Alternatives

Based on our research, we develop a generic framework of five different
architectural alternatives for deploying AI on the edge utilizing transfer
learning. Fig 1 shows all concepts used for developing the framework.
Across all five architectural alternatives, the model at cloud, which will
get deployed to edge is referred to as global model and the model at edge
(at each local customer site) as child model. If additional data is provided to
the existing model, it is referred to as retraining and, if additional/existing
data is provided to the improved model, it is referred to as training. All
architectural alternatives have a shadow model in addition to the global
model at cloud, which is constantly (re)trained using global dataset. The
global dataset is obtained either by direct sampling or by synthetic sam-
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Figure 8: Concepts used for developing generic framework

ple generation within the company. Based on performance comparison
between shadow model and global model, high performing shadow model
is copied to global model and the global model gets deployed to the edge.
The model performance can be evaluated by using different metrics such
as mean average precision, accuracy, false positives, false negatives, etc.
The global model can be compressed using different available compres-
sion techniques before being deployed to the local sites. The local dataset
for child model training is composed of specific data available at each
local site. Both global and local dataset undergoes labeling before model
(re)training. At each local site, inference data, mostly in streaming mode
predicts the child model performance.

The model management can be achieved by sending logs back to the
global site when Type 1 or Type 2 error occurs in order to get an indication
of whether or not we are in align with the results seen during validation.
Log files help to keep track of all changes that have to be made for
better performance. Based on basic concepts shown in Fig 1, Fig 2-6
shows an overview of the generic framework of five different architectural
alternatives. In the sections below, we detail each architecture.
Architecture 1: In the first architecture, the traditional ML/DL systems
adopt more of a centralized approach where global model (re)training
takes place in the cloud and a child model is placed into local operation at
the edge.
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Figure 9: Architecture 1: Centralized ap-
proach

Figure 10: Architecture 2: More Centralized,
Less Decentralised approach
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P2: “It is easy for big companies who own clouds or companies
who have created their own HPC infrastructure to implement
cloud solutions. For others, it is a bit expensive"

The dataset needed for global training requires data to be centralized on a
machine or on a data center. The labeled global dataset is supplied to the
training model. When training the shadow model for the first time, it is
copied to the global model without any model comparison. The shadow
model is constantly evolving in this architecture and when it outperforms
the global model, it is replaced with the shadow model and deployed
on the edge. If the shadow model under performs, the performance can
be improved either by hyperparameter tuning or by trying new algorithms
which best fits the business case. If the shadowmodel is still not performing
as expected, rely on previously deployed global model without taking any
further action. The global model deployed on the edge is compressed
without decreasing model performance.

P3: “When you apply compression techniques carefully, you
usually loose 1 % of average precision and all the things you
need to classify. It would not decrease much performance and
sometimes it remains the same. It is quite robust"

The child model produces inferred result as part of inference at the edge.
The log files generated from edge generally consists of statistical infor-
mation related to the inference results such as correctly classified results,
incorrect results, the total number of data points that the model has seen
so far, the general average precision or inference accuracy at the edge for
every 1000 data points, etc. Log files are sent back to the global site for
monitoring. Whenever global model outperforms the shadow model at
cloud, the global model is deployed towards the edge may be once in a
month or once in every agile sprint.
Architecture 2: In the second architecture, the global model (re)training
occurs in the cloud and local operation happens at the edge. the main
difference between architecture 1 and 2 is that mislabeled data identified
after inference with the help of human intervention or with the help of any
unit testing is send back to the cloud for improving quality of global model
(marked as “A" in the diagram). The mislabeled instances consist of two
types: a) correct instances that are misclassified by the model, b) incorrect
instances that the model fails to detect. Both instances are examined by the
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human-in-the-loop and are added to the global dataset for model retraining.
If the company has enough bandwidth, mislabeled data together with all
data that has been correctly classified as defects, 20% of local data and
may be 10% of local data in case of any catastrophic event happens can
be send to cloud. All the mislabeled instances have to be labeled before
sending for global retraining. In contrast to architecture 1, the log files con-
tain mislabeled instances in addition to all other information. To deploy a
global model at local sites and to send back needed data for global model
retraining, a strong internet connection is required.

P3: “Deploying at the edge is the easiest part. Compressing the
network and writing the software to do inference on the edge
is not that difficult. The challenge is how we do the retraining
of global model. Should we do 24/7 retraining or allocate a
virtual machine when there is a need to retrain?"

P6: “Internet connection may really seems less important but
some of our customers are in really remote locations"

Architecture 3: In the third architecture, global model (re)training occurs
in the cloud and childmodel (re)training and placement into local operation
happens at the edge. In addition to architecture 2, the global model utilizes
transfer learning technique to transfer certain layers to the child model in
order to boost the performance. The transfer learning applied child model
is then trained on local data to suit local customer specifications. The
performance of the transfer learning applied child model is then compared
with the global model. If the child model performs well, deploy it to the
local operation for inference. Otherwise, apply transfer learning to some
more layers of the child model to improve performance. Reject the child
model if it is still under performing and proceed with the deployment
of global model to the local operation with the assumption that global
model is being trained on data gathered from different customers. At each
local site, child (re)training will be probably carried out with the help of
ML/DL automated applications like AutoML as they experience lack of
ML/DL experts. Larger companies can apply transfer learning on their own
datasets, but for smaller companies this is not the case. The copyrights on
exploited datasets act as a hindrance when downloading pre-trained model
to utilize transfer learning.
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Figure 11: Architecture 3: Mix of Centralized
and Decentralised approach

Figure 12: Architecture 4: Less Centralized,
More Decentralised approach
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P3: “Exploiting pre-trained models that are already trained
on millions of publicly available datasets and then applying
transfer learning is not giving us good results. Most of the
time the exploited dataset has copyrights, then you need to
train from scratch. May be you need to train several times
because a lot of parameter setting is empirical"

The misclassified instances are labeled and send to retrain the child model
for better performance with the help of human-in-the-loop. The log files
contain all information related to the inferred results similar to architecture
2.
Architecture 4: In this architecture, global model (re)training takes place
at cloud and child model (re)training and placement into local operation
happens at the edge. In addition to architecture 3, the learnings from
the child model needs to be bring back to the global model for better
optimization. This can be accomplished through some form of fine-tuning
of the model where the global model and child model vectors may undergo
operations such as element multiplication, element addition, etc. (marked
as “A" in the diagram) and results in a new shadow model. The fine-
tuned shadow model can be trained on the global dataset which consists
of mislabeled data send after the inference from each local site to achieve
more generalization. The model can be then deployed to local operation
utilizing transfer learning to boost performance.

We have observed that companies would benefit if they have production
focused and research focused teams working in parallel. The production
focused teams can concentrate on traditional centralized approach where
most of the (re)training happens in the cloud, while research focused team
should try new concepts related to edge (re)training.

P3: “Sometimes you/your team need to do standard pipeline.
Some other team needs to try transfer learning, federated learn-
ing, etc. but sharing these information to the guys who already
put those things in production is the real deal"

P6: “It is too difficult to reach out to people outside the com-
pany to discuss things"

Architecture 5: In this architecture, global model (re)training occurs at the
cloud and the child model (re)training and placement into local operation
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happens at the edge. In addition to the process in architecture 4, there
might be a situation where global model does not achieve much better
performance even after retraining with mislabeled data, transfer learning
and fine-tuning. If the global model does not work well as expected When
compared to child model, companies may reject the global model and
focus only on the child model. They can retrain child model with local
data available at each local site and place them into operation for inference.

P3: “If you don’t need much knowledge, we can reject global
model"

Companies can reduce high costs related to data transport and model
training at cloud by employing this architecture. The logs are frequently
checked by human-in-the-loop to indicate model performance degradation.

P6: “I don’t even actually think that big technology companies
are able to safely reject the global model, but I am 100% sure
that this is actually what companies are trying to achieve"

6.4 Validation Study Findings

To validate our architectural alternatives, we conducted interviews with
experts in four additional software-intensive embedded system case com-
panies that had not been part of our research on this topic. Below, and
based on their input, we present the validation results for each architecture
and the challenges they identified in Fig 7. As a general observation from
our validation study, we see most companies rely on architecture 1 and are
trying to shift from a completely centralized cloud approach to a mix of
centralized and decentralised edge/cloud solutions.
Architecture 1: According to case company W, most of their business de-
faults to the centralized cloud-based architecture as they have many locals.
V4 from case company X also considers architecture 1 as the classical way
of working in telecommunication networks.

V4: “This is the default case which today’s network has. To
be frank, there is not much ML in today’s networks. Since
Telecom has 6 nines, we cannot go with probabilities too.
There are places where now it is getting into real network, but
not much”
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Figure 13: Architecture 5: Decentralised approach

For case company Z, most of their use cases are still relying more on a
centralized cloud approach.

V4: “Most of our use cases are still in this area, but we strive
for going more for the edge"

According to case company Y, dataset needed for global training has to
be set up in labs. When expected accuracy is achieved within training
pipeline, they come to a conclusion that dataset collected is adequate for
global training. They also think that global model compression before
deploying to edge depends on available bandwidth for sending model
across edges. V4 also agrees that it is better to compress and decompress
global model if it is huge. We also observe that companies use logs to keep
track of model life cycle.

V4: “We need log files to find model life cycle and also to
figure out how models adapt to concept drifts"

Architecture 2: According to case company W, retraining global model
with mislabeled data is a good addition as outlined in architecture 2. They
also consider similar architecture to retrain their global model during
deployment of intrusion detection system when their local operation gets
completely messed up. V7 suggests that applying transfer learning with
new data can reduce the time taken for retraining.
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V4: “When retraining takes too long, you would want to do
some form of transfer learning with new data"

V4 finds it very difficult to collect labeled data from edge as customers are
reluctant to send data as they are either critical or valuable for them.

V4: “The biggest problem for us is to get labeled data when it
is deployed on the edge and Type 2 errors are really difficult
for to capture"

Case companyYfind it less feasible to sendmislabeled instances for global
model retraining. According to their opinion, it is expensive to send all
data to the cloud as they have a lot of high frequency data getting produced
at edge.

Architecture 3: According to V1, proper care should be taken while
selecting the local dataset, otherwise it will lower local model performance
even after applying transfer learning in architecture 3.

V1: “It would be strange if local dataset is worse. It may pro-
duce less performing model even after doing transfer learning
with local data"

We have observed that case companies employ transfer learning tech-
nique heavily in their companies. Transfer learning has been used by DL
models in case company X to translate documents that are available across
company such as product specification.

V4: “Transfer learning is one space where people try neural
network. We try removing the fully connected layers and play
with the convolutional layers"

Case company W and Z think that there should be less human-in-the-loop
for all architectural alternatives. According to case company W, they are
not interested in encouraging more human in the loop thinking they are
customers. They also observe that finding and sending mislabeled data to
local dataset after proper labeling needs more customer involvement. They
find that architecture 3 works for them in future when they have enough
computational capacity at the edge.
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V1: “I would say no and the reason is that there is already
human-in-the-loop to check when things messed up at edge
and to send mislabeled instances for global model retraining.
Human in the loop won’t be successful for us because they are
our customers and we don’t want them to do lot of stuff...At
the moment, we don’t have enough computational capacity at
the edge to be able to do this”

V8: “Automation will be very important and highly prioritized.
Human-in-the-loop is something that we want to avoid in our
cases”

Architecture 4: Case company W consider that sending learnings back to
the global model is the most difficult and important part in architecture
4 and also observe that if not careful, it may end up with a local model
representation at the global level. They also think that it is good to have
more local optimization for a specific problem.

V1: “I think the tricky part is how to send learnings back
to improve the global model and to get the benefit out of
that....Local model has much more narrow distribution. If you
are training it for long time, optimizing it and sending those
parameters back to the model, you have to be pretty careful of
what you do, so that you don’t get a representation of a local
model. So that is an important step”

V3: “It is nice to have more local optimization for a specific
problem"

According to case company Z, architecture 4 seems to be an entirely new
concept and very interestingwhich theywould like to apply in their context.

V7: “Architecture 4 is very interesting to look at, but it does
not resemble what we have done so far”

Architecture 5: Most of the case companies consider architecture 5 as
expensive and show less confident on rejecting the global model and
become stand alone.

V7: “Architecture 5 seems to be expensive”
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Case company Z expect that the global model cannot be rejected if the
variance among child model is high and can be rejected if the variance is
limited. Companies find both strength and weakness in architecture 5 as
there is a lot of local operation and (re)training can be done at edge which
helps in cost reduction by rejecting the global model. At the same time,
companies find it difficult to reject global model if the child models vary
a lot from each other.

V8: “Global model can still be relevant when child models
deviate in different directions”

Additional variants of Architectural Alternatives: As part of our vali-
dation study, we got input describing two variants to the architectures we
identified as part of the framework. The first variant is quorum of child
models. In absence of a global model, child models in a certain region or
domain integrate their respective models and learnings by itself. Hence,
in between the global and the local layer, there will be a subset of child
models benefiting from each other. The second variant is wrapper around
global model. In this variant, a wrapper is placed around the global model
so that you can do adjustments outside the wrapper while you still deploy
the global model continuously and with protected performance.

From the perspective of experts involved in validation study, most of
them consider architectural alternatives 1 to 3 as traditional way ofworking
and architectures 4 to 5 as more related to edge learning. In viewpoint of
V4, architectures 1 and 4 are more familiar to the companies. Some experts
think that architectures 3 to 5 will be potentially relevant in future when
they have relevant capacity to do local training.

6.5 Conclusion

Deploying AI on the edge is gaining increasing interest in embedded
systems domain companies, but experts face challenges in deciding the
ideal architectural alternative. In this paper, based on action research we
develop a generic framework consisting of five architectural alternatives
for the effective implementation of edge/cloud (re)training. We validate
our findings with experts from four case companies. Based on the findings
of the validation study, we present two variants of the architectures and
identify the main challenges that experts face when deploying AI at the
edge.We believe that the results can provide valuable insights to companies
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Figure 14: Challenges associated when determining each architecture

that are in the midst of implementing edge/cloud (re)training solutions. In
our future research, we plan to expand our study by involving additional
case companies and use cases and to further validate our results with
experts in the field. Also we look to further explore factors, prioritization
among factors and trade offs to be considered when experts decide on what
architecture to implement in practice.
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7 AI Deployment Architecture:
Multi-Case Study for Key Factor
Identification

This chapter has earlier been published as
M. M. John, H. H. Olsson, and J. Bosch, “AI Deployment Architecture:
Multi-Case Study for Key Factor Identification,” In 27th Asia-Pacific Soft-
ware Engineering Conference (APSEC), pp. 395–404, IEEE, 2020.

With the prominence of IoT andBigData, companies are increasingly in-
tegratingAI/ML/DL (Artificial Intelligence/MachineLearning/DeepLearn-
ing) [18] [146] techniques in their systems to improve business value deliv-
ery. Also, the high performance of parallel hardware such as GPUs and FP-
GAs speeds up the adoption of these techniques in companies [2]. ML/DL
models have been successfully developed and deployed in a significant
range of companies, including healthcare, financial services, automotive,
telecommunications, retail, manufacturing, defence, etc.

Even though they are highly adopted in companies to provide actionable
insights, most companies find the transition from prototype to production
quality deployment models as quite challenging [9] [10] [11]. Compa-
nies face significant challenges in monitoring and logging, model testing,
resource limitations, troubleshooting, data sources and distribution, glue
code and support, privacy and data safety, data silos and data storage
when deploying ML/DL models [2]. Apart from these, one of the criti-
cal challenges that practitioners face is how to determine the selection of
an optimal architecture for AI deployment. There exists a lack of well-
established guidelines for the development and maintenance of ML/DL
models in companies [147]. In addition to this, model deployment is a
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highly underestimated area [2]. So, we believe that guiding how to se-
lect the optimal architecture for a certain AI deployment can potentially
accelerate the deployment process in companies.

Based on our previous research [148], we developed a framework in
which we identified five architectural alternatives for deploying AI rang-
ing from centralized cloud to fully decentralized edge architectures. We
validated the framework in four software-intensive embedded system com-
panies and identified various challenges they face when deploying ML/DL
models. In this paper, and to advance our research, we identify the key fac-
tors to be considered when selecting the optimal deployment architecture.
For this, we conducted a follow-up study involving interviews and work-
shop in seven case companies in the embedded systems domain. Based on
these findings, we develop an architectural selection framework in which
we outline how prioritization and trade-offs between these results in a
certain architecture.

The contribution of the paper is threefold. First, we identify key factors
that are critical for AI system deployment. Second, we present an archi-
tectural selection framework in which we outline how prioritization and
trade-offs between key factors result in the selection of a certain architec-
ture. Third, we discuss additional factors that may or may not influence the
selection of an optimal architecture in addition to the key factors. The rest
of this paper is organized into six sections. Section II describes the back-
ground. In section III, we introduce the research methodology adopted for
conducting the study. Section IV focuses on the findings of the study. In
section V, we present the architecture selection framework and present dis-
cussions in section VI. We detail threats to validity in VII. Finally, section
VIII summarizes our conclusions and future works.

7.1 Background

7.1.1 AI/ML/DL

AI has been used in the fields of computer vision, robotics, the science
of cognition and reasoning, natural language processing, game theory,
etc. [149].With the pace at whichML/DL technology has been introduced,
life improved in real-world scenarios. Methods, recent developments and
research opportunities in ML are summarized in [100] and [101] provides
an overview of DL concepts and techniques. Compared to DL, a lot of
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effort and time is expended on feature engineering to identify data patterns.
ML/DL differs from conventional software engineering since its behaviour
depends heavily on external data. The primary distinction betweenML/DL
and non-ML/DL systems is that data replaces code within the ML/DL
system [9].

7.1.2 Model Deployment - Challenges

According to [15] and [126], developing, deploying and maintaining com-
plex commercial ML-based system is a challenging task. Most ML-based
systems have strict latency requirements at inference stage [150]. Training-
serving skew also results in sub-optimal model performance [151]. For the
realistic implementation of ML, there is a need to consider and adapt well
established SE practices which have been ignored or had a very narrow
focus in ML literature [13] [15]. According to [147], software-intensive
companies evolve through five stages based on their use of ML. They
are (a) Experimentation and prototyping (b) Non-critical deployment (c)
Critical deployment (d) Cascading deployment and (e) Autonomous ML
components. During the experimentation and prototyping stage, the mod-
els do not proceed to real production. In the second stage, ML models
are deployed to non-critical functions of the product in companies. As a
result, the product remains unaffected even after the failure of ML models.
At the third stage, the failure of ML deployment impacts the functioning
of the overall product. In the cascading deployment stage as the output of
one model is fed as input to the next model, monitoring and ensuring the
proper functioning of the system is highly complicated. In the last stage,
companies enter into a point where the models are self-capable of mon-
itoring their behaviour and eventually kick-off retraining when required.
The immature and early stage of the deployment phase in most of the
companies limit their models from proceeding to production.

7.1.3 AI on the Edge: Architecture Alternatives

Most software-intensive companies in the embedded systems domain are
trying to move their intelligence from centralized cloud to fully decen-
tralized edges. The main objective of the study was to guide practitioners
on what architectural alternatives exist and how these help companies to
improve their edge/cloud (re)training activities. For this, we developed
a generic framework consisting of five different architecture alternatives
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Figure 15: Arch 1: Global Optimum approach [148]

Figure 16: Arch 2: Global Optimum approach + Local Data for actual Global Retraining [148]

ranging from centralized cloud to fully decentralized edge nodes for de-
ploying AI by utilizing the techniques of transfer learning and federated
learning [148]. The learnings presented in this study was based on action
research in a software-intensive embedded systems packaging company
in which we studied different ML/DL use cases. Figure 1-5 illustrates
the generic framework consisting of five different architecture alternatives.
Below, we describe each architecture.
a) Architecture 1 - Global Optimum approach:

In architecture 1, traditionalML/DL systems adopt more of a centralized
approach where the global model (re)training takes place in the cloud and
the child model is placed in local operation for inference at the edge.

b) Architecture 2 - Global Optimum approach + Local Data for actual
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Figure 17: Arch 3: Local Optimum approach + Transfer Learning [148]

Figure 18: Arch 4: Local Optimum approach + Federated Learning + Local Data for actual
Retraining [148]

Global Retraining:

In the second architecture, the global model (re)training takes place in
the cloud and local operation at the edge. The primary difference between
first and second architecture is that mislabeled data identified as a result
of inference is fed back to retrain the global model.
c) Architecture 3 - Local Optimum approach + Transfer Learning:

In the third architecture, global model (re)training occurs in the cloud
and child model (re)training along with inference at the edge. In addition
to all activities stated in the second architecture, the global model utilizes
a transfer learning technique to transfer certain layers of the global model
to the child model for improving performance.
d) Architecture 4 - Local Optimum approach + Federated Learning +
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Figure 19: Arch 5: Local Optimum approach + Diverging Deployment [148]

Figure 20: Challenges associated when determining each architecture [?]

Local Data for actual Retraining

In fourth architecture, the global model (re)training takes place in the
cloud and (re)training of child model at the edge. In addition to third
architecture, the learning’s from the child model are sent back to the global
model for better optimization by utilizing federated learning technique.
e) Architecture 5 - Local Optimum approach + Diverging Deployment

In the fifth architecture, the global model and child model (re)training
happens in the cloud and at the edge identical to the fourth architecture.
In addition, there may be situations in which the global model does not
achieve better performance even after retraining with mislabeled data and
applying transfer learning and federated learning techniques. In such situa-
tions where the global model under performs compared to the child model,
companies reject the global model and focus on the child model.
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To validate the generic framework, we conducted a qualitative semi-
structured interview study with selected practitioners from four additional
case companies that were not part of our previous research during that
study. From the interviews, we learnt that most of the companies are still
deploying their ML/DL models in first and second architecture. We also
notice that the majority of companies want to shift to a decentralized ap-
proach in the future, even though they lack needed computational capacity
currently at the edge. As part of our validation study, we received valuable
input describing two more variants of the architectures to the existing ar-
chitectures that we identified as part of the framework. We also presented
various challenges faced by practitioners when selecting a particular archi-
tecture for AI deployment in Figure 6.

7.2 Research Method

The research reported in this study is part of a broader research initia-
tive, which has successfully collaborated with fifteen embedded system
domain companies. In these companies, we have been conducting longi-
tudinal multi-case study research [152] [112] in a vast range of ML/DL
research projects. In this paper, and as a continuation of our previous study
of architectural alternatives for AI deployment [148], we expand this study
with a focus on factors that help practitioners to select an appropriate
architecture for deployment. We adopted a qualitative research [152] in ac-
cordance with our research interests in seven software-intensive embedded
system domain companies. Based on these findings, we develop an archi-
tecture selection framework in which we illustrate how prioritization and
trade-offs between these factors result in a specific architecture selection.

7.2.1 Case Company

The research was carried out in close collaboration with seven software-
intensive embedded system companies. Although all of the case companies
involved in the study represent different industry domains, they are all
aiming to increase the decentralization of intelligence as it comes with
several benefits and increases value delivery.

To strengthen and advance our learnings from the previous study, we
continued our collaboration with new practitioners in five of the previ-
ously involved case companies. We also engaged two new case companies
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Table 9: The seven case companies involved in our study

Case Description
company
A A company offering mobility solutions for vehicle

development
B A company providing services, software & infra-

structure in communication technology
C A company manufacturing pumbs & electronics for

pumb control
D A company providing services in healthcare & energy
E A company offering packaging & processing solution

for food products
F* A company manufacturing and marketing vehicles
G* A company supplying systems for power generation

& transmission & medical diagnosis

to bring in new empirical data and perspectives from additional case com-
panies. We introduced the generic framework of architectural alternatives
for AI deployment to all practitioners involved in the study and gathered
their insights and reflections. Furthermore, and as a valuable contribution
to this paper, we discuss factors from the perspective of practitioners that
may or may not influence the selection of an optimal architecture. We pro-
vide a short description of the case companies in Table 1. The companies
that we did not engage before this study and which are new case companies
are marked with * in Table 1. We provide an overview of practitioners in-
volved in the study and the time frame during which the study is conducted
in Table 2. In this table, P* denotes interview participants andW* denotes
workshop participants.

7.2.2 Data Collection and Analysis

Following the guidance of Runeson and Höst [83], we conducted a multi-
ple case study research by scheduling semi-structured qualitative interview
study using an interview guide. In addition to interviews with six case
companies, we conducted a workshop with thirty practitioners, including
principal key expert for AI for software engineering, software architect,
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Table 10: Description of practitioners involved in interview study

Case company Practitioners Date
ID Roles
P1 Vice President 05/06/2020
P2 Tech lead and Senior Technical Expert 02/07/2020

A P3 Solution Architect 18/06/2020
P4 Solution Architect 18/06/2020
P5 ML/AI Engineer 30/06/2020

B P6 Senior Researcher 23/06/2020
P7 Data Scientist 23/06/2020

C P8 Senior Data Scientist 24/06/2020
D P9 Senior Software Architect 10/06/2020
E P10 Data Scientist 30/06/2020
F* P11 Senior Engineer ML & Data science 25/06/2020
G* W1 - W30 AI Experts 01/07/2020

technical expert, research group head, senior key expert engineer, etc. at
one of the case companies. It should be noted that at the beginning of each
interview and workshop, we introduced all practitioners to our architec-
tural alternatives for AI deployment. As a follow-up to this, we enquired
the practitioners regarding their reflections on factors they consider as
relevant in the selection of each architectural alternative. All interviews
and workshop were held in English and lasted for one hour. This was
conducted during June - July 2020 and notes were taken during interviews
and workshop to capture empirical data. They were shared for analysis
among the researchers and the investigator triangulation [98] was used to
draw different views on the topic under study.

7.3 Case Findings

As part of our previous research based on the action research study and
validation study in software-intensive embedded system companies, we
empirically derived a set of factors that can potentially influence the selec-
tion of architectures for the deployment of ML/DL models. In relation to
the follow-up study in this paper, we presented these factors to the prac-
titioners during interviews and workshop, and examined their reflections.
As an output of the study, we identify three key factors that help practi-
tioners decide which architecture to select for the deployment of ML/DL
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models.

7.3.1 Key Factors

The fundamental principle of key factor analysis is to identify factors that
contribute strongly to the variation of different architectures for ML/DL
model deployment. Three key factors that play a significant role in selecting
an optimal architecture for deployment are (i) Device Cost (ii) Model
Performance (iii) Data Privacy. Below, we detail each key factor.
1) Device Cost: Based on the interviews and workshop meeting, we find
that device cost is perceived to be the most critical factor by a majority
of the practitioners. According to them, the cost has the power to guide
all other decisions related to the selection of a particular architecture for
ML/DL deployment.

P1: “Cost is and will always be our number one priority for
at least predictable future“

P4: “Cost is always a key aspect in the automotive industry“

The device cost determines whether the computational capacity can be
placed either in the cloud or at the edge. Companies are adopting central-
ized architecture,mainly because of their cost advantages. A cloud solution
enables companies to reduce their hardware, software and infrastructure
costs. On the other hand, edge instances require critical management of
computation, storage, communication and energy resources. P1 confirms
that the resources available for (re)training in the cloud are completely
different from the resource requirements at the edge. One of the workshop
participants also points out that if an attempt has been made to deploy
AI at the edge, the key question is regarding the cost. Reducing the costs
of the edge device leads to a limitation of the number of instances that
can be deployed at the edge. A typical instance is that some edge devices
are either connected to a battery or a power outlet. As a consequence, a
constrained device on the battery will result in less computational capacity
and a lack of power. We also note that, as per P10, fewer data scientists are
required for a centralized cloud approach compared to the edge solution.

P10: “It is costly, if the cloud is involved. But finally, you
are going to have more costs on the edge, because you need
infrastructure and people“
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2) Model Performance: Achieving model performance optimization ei-
ther in the cloud or at the edge can influence the choice of architecture.
Companies adopt a centralized approach if it is necessary to achieve some
kind of global optimum by combining the entire fleet of devices. In such
scenarios, there can be a possibility that individual edge deployments may
perform quite badly even though the overall average performance is good.
Companies may require global model optimization to ensure that the same
global model is deployed everywhere due to certification, liability or other
reasons. In such cases, there exists a provision for only inference at the
edge. On the other hand, if companies want to achieve local model opti-
mization, they should adopt a decentralized approach. As a result, they can
ensure that each deployment at edge location performs as high as possible.
It should be noted that if the context of each deployment is unique then
the data is also likely to be unique.

P2: “If you have a history of more data, then we can go to a
decentralized approach“

Techniques such as transfer learning, federated learning and global model
rejection can be used to achieve better performance of local models at each
site. For instance, case company E has local models to detect defects such
as dents, wrinkles, etc., specific to each customer using transfer learning.
They maintain a global model for better local optimization.

P1: “ A very similar situation could arise for people working
in manufacturing operations, where different factories have
different needs and can do local training.“

3) Data Privacy: As expected, all case companies consider privacy to be
a challenging factor.

P7: “This is an area that we think is quite challenging. Privacy
and security is important to us in customer-aspect“

P4: “Not only cost, privacy is another bottleneck“

The curious fact that we observe from the interviews and workshop is that
customers in some countries are not at all concerned about the privacy of
their data. They are used to the fact that companies have access to their
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private data. For instance, all data related to the plugin hybrid of a country-
specific vehicle market must be sent to the government cloud if legally
necessary. Although this data is not strictly personal, it can still be used to
identify people. In contrast to this, EU residents have even more control
over their data than any other countries due to the General Data Protection
Regulation (GDPR) policy. It is evident from P7 that case company B
often finds privacy to be a limiting factor that stops them from gaining
valuable insights from their customers.

P7: “We have use cases where we want to maintain central
model management but also wants to offer things to our cus-
tomers so that they can add features/new models“

According to practitioners P3 and P4, end-users and customers have dif-
ferent perceptions of privacy when it comes to data usage and ownership
rights. End-users are most concerned with a good integrity solution in
place to ensure that all their data is properly managed. On the other hand,
end customers have models hosted for data monetization as they have clear
business aspects of how to effectively use the end-user data for making
profits.

7.3.2 Architecture selection framework

All selection decisions usually involve trade-offs between factors. If both
factors are equally desirable, then we need to balance the benefits of one
factor against the other. It is often difficult to set out a clear priority
when both factors are important. So all prioritization must be done based
on sound analysis. Based on our interviews and workshop meeting, we
present a framework in which we outline how prioritization and trade-offs
between these factors result in the selection of a certain architecture. The
architecture selection framework is illustrated in Figure 7. Different types
of lines in the figure represents five different architectural alternatives
ranging from centralized cloud to decentralized edges. Prioritization and
trade-off between key factors resulting in the selection of a particular
architecture is shown in the figure. Below, we present the framework.
Architecture 1 - Global Optimum approach:

In this architecture, if primary importance is given to cost, then there
is a need to place (re)training of ML/DL models on the cloud and only
provision for inference at the edge.
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Figure 21: Architecture selection framework

P1: “There can be trade-off between what can be done in car
and what can be done in cloud in terms of device cost. In most
of the cases, this trade-off leads to cloud solution probably“

If cost is prioritized, optimization of global model performance can be ac-
complished, but customization requirements at the edge must be loosened
to a greater extent.

P10: “ When thinking about the possibility of continual learn-
ing, which is basically the idea to fine tune models at edge,
I should go with centralized one if I do not have either the
possibility like technology/algorithm unreliable to do that on
edge or expertise to fine tune models at edge“

Given the high computing capacity available in the cloud, customers have
to agree on transporting their data to the cloud resulting in cost prioritiza-
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tion over privacy. Since there is no provision for data storage or (re)training
due to cost constraints at the edge, customers cannot press hardly for data
not to be sent to the cloud. Companies can easily prioritize performance
and privacy due to the desire of customers/end-users for customization
and usability. This tempts them to share and send their data to the cloud
solution. This provides great benefits to companies as they can use these
data for business profits. In certain situations, privacy concerns over data
often hinder the availability of local data for achieving global model per-
formance in companies.
Requirements: Companies can adopt this architecture when they set high
importance to device cost, focus on optimization of global model perfor-
mance and less privacy.

Architecture 2 - Global Optimum approach + Local Data for actual
Global Retraining:

The architecture 2 is similar to the architecture 1 in the case of prioritiza-
tion among factors. Cost limitations lead to more of a centralized approach
in this architecture.

P9: “If we do not have the capacity for small devices on the
edge and we don’t have a capacity to do training on them, then
we need to take a cost to do training at the cloud“

P10: “If child model does not have intelligence at the edge, we
cannot optimize at edge“

The evident difference between both architectures is that better global
model performance optimization can be achieved in second architecture
by sending mislabeled data to the global data set for retraining. In this
case, performance has to be prioritized over privacy to a large extent. In-
terestingly, customers tend to prevent misuse of the data they share with
others, but on the other hand, they are always willing to share necessary
information to obtain satisfactory results.
Requirements: Companies can adopt this architecture when there is a need
to provide high importance to device cost, obtain more global model opti-
mization compared to architecture 1 and less privacy.

Architecture 3 - Local Optimum approach + Transfer Learning:
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In this architecture, when cost is given less importance and more re-
sources/computational capacity are possible at the edge, then both (re)training
of models and inference happens at the edge.

P2: “It is likely to have more cost on the edge“

Model (re)training at the edge after applying the transfer learning technique
results in unique model deployment. It will contribute to better optimiza-
tion of local model performance. Thus paying more costs for customized
model performance leads to a trade-off. Customers usually often want high
performance at low cost, which results in a need for a balance between
cost and performance. Since local model optimization is possible in this
architecture, the privacy of customer information can be preserved to a
greater extent which again leads to a need for balance between cost and
privacy. Data can be stored and processed at the edge as there are no-cost
limitations. So there is no need to send customer data to the cloud. In this
way, local model performance optimization and high privacy can be easily
achieved.

W2: “Model segmentation is important“

Requirements: Companies can follow this architectural alternative when
there is less importance to device cost, more focus on optimization of local
model performance by utilizing transfer learning and high privacy.

Architecture 4 - Local Optimum approach + Federated Learning +
Local Data for actual Retraining:

Architecture 4 is similar to architecture 3 when trying to achieve a
feasible balance between different key factors. The main difference is that
further local model optimization can be accomplished in this architecture
by adopting federated learning in addition to transfer learning. As a result,
better model performance can be achieved in the context of paying more
cost and preserving high privacy.

P9: “We have use cases where we want to have a central
management of models, but we also want to offer things to our
customers, so that they can add features/add new models“

Requirements: Companies select this architecture when there is less impor-
tance to device cost, need for high local model performance by utilizing
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federated learning and transfer learning, and high privacy.

Architecture 5 - Local Optimum approach + Diverging Deployment:

In architecture 5, device cost has no limitations as it demands high
local model optimization by rejecting the global model. The risk is to
ensure optimization of local model performance even after rejecting the
global model. (Re)training of stand-alone edge models results in diverging
model deployment in the absence of a global model. A lot of resources are
required at the edge to achieve local model optimization which emphasizes
on the need to balance cost and performance.

P10: “At the end of the day, I would like to end up with decen-
tralized approach. This give a possibility to directly fine tune
at edge“

Selecting this architecture can ensure high privacy because there is no
data transfer to the cloud. Although this architecture offers high model
performance and high privacy at a high cost, the trade-off is that customers
want high performance and high privacy at a low cost. There is a need,
therefore, to find a balance between all key factors.

P10: “Client does not want to have their data public“

Requirements: Companies adopt this architecture when the device cost is
very less relevant, need high local model performance optimization by
rejecting the global model and a high demand for privacy.

7.4 Discussion

In this section, we discuss various trade-offs that need to be made between
key factors, as well as additional factors that may or may not influence the
selection of a specific architecture.

7.4.1 Trade-offs

All decisions often involve trade-offs. Trade-offs between factors are uni-
versal and unavoidable. Prioritizing trade-off is one of themost challenging
tasks when selecting a specific architecture for deploying AI on the edge.
Mostly, solution architects make these trade-offs in companies and they
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do them with a lot of gut instinct. In addition to P1, P11 also agrees with
this statement by quoting that

P11: “Most of it is done with gut feeling or expertise because
they have just seen it for so many times“

One of the interesting facts is that it is easier to spot people with algorithm
knowledge. On the other hand, it is hard to find solution architects who
are very good at making these assessments and trade-offs with an overall
idea on the best possible solution.

P1: “It is not easy to teach these at universities since they
tend to focus more on algorithm portion, then they have to
work with algorithm for a number of year before you slowly
build up the expertise to be able to build up the work. We need
solution architects that are data scientists“

Below, we describe trade-offs that occur during the selection of the generic
framework consisting of five different architecture alternative for AI sys-
tem deployment:
Cost and Performance: During architecture selection, companies often
face cost and performance trade-off. In such cases, they need to prioritize
between cost and performance benefits. Even though the universal fact is
that high cost leads to high performance, people always want to achieve
the best performance at a low cost. If the cost is given more importance,
then choosing a centralized architecture is the best possible solution.
Cost and Privacy: Companies experience cost and privacy trade-off. Pri-
vacy protection incurs higher costs. Even if people are not willing to spend
money on high privacy, they wish to safeguard their data. As a result, there
exists a need for a balance between cost and privacy.
Performance and Privacy: Practitioners typically prioritize performance
and privacy as people are ready to sacrifice their data for better usability
and customization. If customers are interested in protecting the privacy of
their data, they can choose a fully decentralized approach at the expense
of high costs. So, a trade-off between performance and privacy is evident
when selecting the optimal architecture.
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7.4.2 Additional factors

In addition to the key factors, practitioners provide valuable insights on
additional factors that may or may not affect the architecture selection.
According to practitioners, the selection of a particular architectural pattern
is based on the use case. According to P3, if we keep on adding factors
that are relevant to architecture selection similar to feature engineering, it
will end upon a sub-optimal solution.

P3: “An architectural pattern will be chosen based on what is
most specific or appropriate for a particular feature“

P2: “It is not super clear as one pattern fits everything, you
need to have different kinds of patterns for different features
and use cases“

We note that the selection of a certain architecture for AI system deploy-
ment relies heavily on the business of a certain company. It depends on
both the device architecture and the kind of computation available in the
device architecture within the company. There is a constraint on what
you can do in terms of edge computing if the company is not advanced in
terms of recent trends. For instance, if a software-defined vehicle has more
bandwidth, hardware with computing capabilities and more dynamic and
flexible software, then there is a luxury to choose from a lot of architec-
tures.

P4: “... so, it depends on where you are in the journey“

Even if there exists a lot of architectural patterns for deploying AI on
the edge, some companies choose centralized approach if the use-case
is simple and has less privacy risk. P11 confirm that priority is given
to simple approach that gives the best accuracy when selecting a certain
architecture. The cloud solution seems to be the right choice if there is a
provision to upload a huge quantity of data. On the other hand, even though
5G is available, it is not feasible to send vast quantities of data to the cloud.
In addition to the restriction in the research capability of a company, a lack
of expertise to do local optimization at the edge limits customized edge
deployment and encourages the same global model deployment at each
edge.
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P10: “If I am going to do 100% sure product, I am going with
first architecture, lots of people and company are going for
that which makes me think that it works better“

We notice a disagreement among practitioners as some of them consider
moving to edge incurs high cost whereas others consider that it is less
expensive than a cloud solution.

P9: “Of course cost is important and what we see is that if we
can move things to the edge, actually we can reduce cost“

Based on the insights from interviews and workshop, we observe that
some practitioners often trust the support for global model optimization
in decentralized architectures, while some practitioners are interested in
attempting decentralized architecture by rejecting the global model.

P2: “If we discard the model, we are overfitting. We do not
want to discard global model, we want an impact of global
model“

As the availability of local data appropriate for model optimization at the
edge is limited due to safety or privacy issues, there is a strong chance to
end up in a local model representation instead of global model at the cloud.
We observe that practitioners foresee a risk of training local models for a
long time if the available local data set is a low representative set.

P5: “It may depend on how you do training, you could imagine
that local dataset for instance is not fully representative or
there are faulty datasets and what would you evaluate on them.
Is it even feasible to do transfer learning and get a worst
outcome on a dataset?“

P9: “Local model has narrow distribution and if you are train-
ing it for long time and optimize it and send those parameters
back to global model, you have to be pretty careful of what you
do, so that you would not get a representation of local model
at cloud“

According to P2 from case company A, logs can be used to improve
the explainability of a system. For instance, companies are interested in
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knowing why a particular product has been rejected instead of getting “0“s
and “1“s.

P18: “Explainability is a big plus“

Explainability is a built-in feature for simple products that can help to
minimize human-in-the-loop. Practitioners of case company A believe
that any type of cloud/edge solution that requires customer interaction
tends to be less attractive to them. For instance, avoidance of customer
annoyance is crucial in non safety-critical applications. In the other hand,
case company D finds it very important as customers can add features/new
model themselves, which increases value delivery. Case company B and
case company E also support customer interaction.

P7: “In Telecom, it is a lot of human intervention. I think it is
a necessity since many customers want to have control of the
decisions that are taken“

Scalability can be easily achieved when shifting intelligence to the edge. In
contrast to this concept, P1 states that decentralization decreases scalability
and maintainability.

P1: “Increasing degree of decentralization is likely to make
things worse for scalability and maintainability“

7.5 Threats to validity

Possible threats [62] to validity were considered and minimized in this
study whenever applicable. We considered a) Construct validity: Authors
and practitioners involved in the study are most familiar with edge/cloud
(re)training and inference.Multiple techniques (semi-structured interviews,
meetings and workshop) and multiple sources (senior engineers, AI ex-
perts, data scientist, etc.,) were used for data collection and validation.
This has allowed us to study it from multiple perspectives. b) Internal va-
lidity: Threats that can be caused by faulty conclusions that may occur due
to bias on the part of authors during the selection or interpretation of the
data. To mitigate this, the authors consulted each other in the event of any
uncertainty. c) External validity: It refers to the degree to which the gen-
eralization of the findings/conclusions can be justified. We conclude that
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by extending our previous research to more software-intensive embedded
systems companies and use cases helped to mitigate this threat.

7.6 Conclusions

The transition from prototype to the production-quality deployment of
ML/DLmodels is limited in companies. To advance our previous research,
we conducted a follow-up study involving interviews and workshops in
seven case companies in the embedded systems domain. Based on these
findings, we identify three key factors and develop a framework in which
we outline how prioritization and trade-offs between these factors result
in the selection of a certain architecture. We believe that this framework
will accelerate the transition rate of models from prototype to production-
quality deployment stage in the companies. In our future research, we plan
to expand this study by involving additional case companies and use cases
and to further validate our results with practitioners in the field.
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8 Architecting AI Deployment: A
Systematic Review of State-of-the-art
and State-of-practice Literature

This chapter has earlier been published as
M. M. John, H. H. Olsson, and J. Bosch, “Architecting AI Deployment: A
Systematic Review of State-of-the-art and State-of-practice Literature” In
International Conference on Software Business, pp. 14–29, Springer,2020.

Most embedded system companies have been progressively integrating
ML/DL (Machine Learning/Deep Learning) techniques [18] [146] into
their systems due to advancements in hardware and big data explosions.
Developing, deploying and maintaining a complex ML-based business
system is a daunting challenge [15] [126]. Although a significant number
of studies on how to design and train models are published each year, there
is noticeably less research on how to manage and deploy these models
once they have been trained [153]. In addition, the effort needed to go
beyond the prototype stage and to deploy and keep it in production is
known to be exceptionally high [15]. The need to consider and adapt
well-established Software Engineering (SE) practices that have typically
been overlooked or had a minor impact on ML literature is important to
the real implementation [13] [15] [154]. Hence it is important to advance
understanding of how AI models can be deployed, monitored and evolved.

The contribution of paper is threefold. First, we conduct a systematic
literature review in which we review the contemporary scientific literature
and offer a detailed overview of the state-of-the-art of AI deployment.
Second, we review the grey literature and present the state-of-practice and
experience of practitioners. Third, we present a framework derived from
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current literature for end-to-end deployment process and try to compare
and contrast SLR and GLR results. The rest of the paper is set out in six
sections. Section II introduces the research methodology employed in car-
rying out the study. Section III describes the threats to validity. In section
IV, we focus on the results of the study. We present the derived framework
in section V and discussions in section VI. Section VII summarizes the
related works. Finally, section VIII provides conclusions and future work.

8.1 Research Method

The study aims to advance understanding of how to integrate, deploy,
monitor and evolve ML/DL models in the context of edge/cloud/hybrid
architectures. We believe that this research initiative has the potential to
accelerate the transition of ML/DL models from the prototyping stage
to the deployment stage within companies. In order to accomplish this
objective, the following research questions have been formulated:
RQ1: What is the state-of-the-art regarding the deployment of AI models
as published in contemporary scientific literature?
RQ2: What is the state-of-practice in deploying AI models as experienced
and reported in grey literature?

In the context of edge/cloud/hybrid architectures, we conducted SLR
(RQ1) [155] [156] and GLR (RQ2) [157] [158] to address different and
complementary RQs. We restricted our study during the recent time frame
from January 1, 2010 to August 31, 2020 in order to obtain recent results,
since most companies are currently at the prototyping stage and are slowly
moving towards the deployment stage.

8.1.1 Systematic Literature Review (SLR)

The SLR is designed to identify, analyze, and interpret all relevant studies
on the topic of interest [155] [156]. This is the proposed methodology for
aggregating empirical studies. To answer RQ1, we have defined search
strings that included both research objective as well as research question
terms, as suggested by [155]. We queried five popular scientific libraries
to retrieve the relevant studies. The search queries and the retrieved studies
of each scientific library are listed in Table 1. The retrieved studies were
integrated and exported into the excel sheet. As an inclusion criteria, we
defined (a) Studies that report the deployment of ML/DL models within
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Table 11: Search query used to retrieve relevant studies from selected libraries

Scientific Library Search Query Filters
IEEE Xplore “All Metadata": software AND (deploy* OR Conferences &

production) AND (integrat* OR inference Journals
OR serv* OR monitor* OR scale OR evol*)
AND (edge OR cloud OR hybrid) AND
(“machine learning" OR “deep learning")

ACM Digital software AND (deploy* OR production) AND PDF
Library (integrat* OR inference OR serv* OR monitor*

OR scale OR evol*) AND (edge OR cloud
OR hybrid) AND (“machine learning"
OR “deep learning")

Scopus TITLE-ABS-KEY (software AND (deploy* OR Conferences &
production) AND (integrat* OR inference OR Journals
serv* OR monitor* OR scale OR evol*) AND
(edge OR cloud OR hybrid) AND ("machine
learning" OR "deep learning")

ScienceDirect software AND (deployment OR production) Conference &
AND (edge OR cloud OR hybrid) AND Journals
(“machine learning" OR “deep learning")

Web of Science TS=(software AND (deploy* OR production) Article or
AND (integrat* OR inference OR serv* OR Proceeding
monitor* OR scale OR evol*) AND (edge OR paper
cloud OR hybrid) AND (“machine learning"
OR “deep learning"))

the context of edge/cloud/hybrid architectures. We excluded (a) Duplicate
versions (b) Not written in English (c) Not a peer-reviewed scientific
research and (d)Not available electronically throughweb. Figure 1 outlines
the overall SLR process adopted in the study. [159] - [160] represent
primary studies.

8.1.2 Grey Literature Review (GLR)

Researchers are increasingly usingGLR in their study.As reported in [157],
although the SLR and the Systematic Mapping Study (SMS) provide com-
prehensive descriptions of the state-of-the-art, they typically lack the state-
of-practice. This state-of-practice is critical in a more practice-oriented
field of study such as SE. There is also a disconnect between studies re-
ported by researchers and practitioners, as practitioners hardly involve in
and display interest in scientific literature publications.UsingGLR [158] in
studies can (a) Eliminate publication bias (b) Offer contextual knowledge
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Figure 22: Research Process for SLR

(c) Allow SE researchers to understand solutions to a specific existing SE
challenge, perform evaluations and identify areas where further evaluation
and improvement are required.

Grey literature may offer practitioner perspectives on key topics relevant
to practice and research, as well as encourage the voice of practitioners.
Grey literature is suitable for this study, as it reflects the state-of-practice
and experience of practitioners when deploying AI into cloud/edge/hybrid
architectures. As part of conducting the GLR, we included studies that
(a) Focus on integration, deployment, operationalization and evolution of
ML/DL models in companies within limited time frame (b) Written in
English (c) PDF file format and (d) Included documents from companies
by filtering site as “.com".We excluded (a) Peer-reviewed scientific articles
and (b) Other sources of information such as blogs, posts, etc. to increase
the reliability of results. We explored Google search engine using the
below query, which resulted in sixteen studies referring to RQ2. Among
these sixteen studies, we selected six studies [161] - [162] that benefit our
research.
(deploy* OR production) AND (integrat* OR inference OR monitor* OR
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evol*OR scal*ORoperation*)AND (machine learningORdeep learning)
AND (edge OR cloud OR hybrid) site:.com filetype:pdf

8.2 Threats to Validity

Potential threats to validity are taken into account and minimized in the
study [62]. They are as follows: (a) Construct Validity - Enhanced by
conducting SLRs and GLRs to identify the state-of-art and the state-of-
practice to better study AI deployment from multiple perspectives. A
considerable threat is that two of the thirteen primary studies extracted
from SLR included studies that had the participation of practitioners in
companies.Hence, there could be a potential possibility of conflict between
the results of SLR and GLR. This threat is inevitable, because some
practitioners seldom publish their work in peer-reviewed scientific articles.
To accurately collect primary studies using SLR and GLR, we defined
search process, search query, inclusion and exclusion criteria. (b) Internal
Validity - Threats caused by author bias when selecting and interpreting
data leads to internal validity threats. The SLR results are complemented
by the GLR results to provide a clear overview of the subject under study.
(c) External validity - Results can be extended to all software-intensive
companies deploying ML/DLmodels as the study encompasses both state-
of-art and state-of-practice reported in the literature.

8.3 Results

Based on the state-of-the-art and state-of-practice reported in SLR and
GLR for deploying AI in the context of edge/cloud/hybrid architectures,
we extract the practices and challenges. According to the findings from
the literature, they are grouped into five phases i.e. Design, Integration,
Deployment, Operation and Evolution. Each phase consists of two tasks.
These phases have been chosen based on the literature review. In addition,
most phases represent the keywords used in our search query. The phases
and tasks extracted from SLR and GLR are shown in Table 2 - 4. The
hybrid architecture referred to in the study consists of a combination of
cloud and edge architectures to deploy ML/DL models.
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Table 12: Practices and challenges extracted from SLR and GLR [1/3]

Phases Tasks Practices Challenges

2*Design Validation

- Execute validation techniques:
modelling, training and test error
and cross-validation [163]
- Terminate training process and
release occupied computing sources
[164]
- Understand collected features with
effect on outcome [165]
- Compare experiments and run
burn-in tests [166]
- Plan model deployment [165]

- Data scientists need new
ways of knowledge sharing
[165]
- Data scientists prefer to
develop models alone [165]

Tracking

- Track models, dependencies [165],
experiments [166], versions [167](eg:
GitHub hash tags [165]), etc.
- Maintain registry for model status
and artifacts [166] [165]

- Failure to version models
leads to undesired situations
[166]

2*Integration Resource
Discovery

- Store models in a single format for
ease of use [167]
- Execute resource discovery and
set up resources [168]

- Difference in prototype and
production environment in
terms of hardware, OS,
library, etc. [166] [165]

Rewrite/
Package

- Two ways for integrating models:
(a) Rewrite from data analysis
to industrial development language
(b) Equip with web interface [169]
- Rewrite model for integrating to
reports/applications or to share
insights and prediction with analytic
products [165]
- For web interface, package image
(eg: docker image [159] [166]) with
frameworks and libraries [170] [169] [171]
- For reproducibility, use standard
run time and configuration files [167]
- Technology for packaging different
applications: (a) Containers [159] [167]
[168] [170] [169] [172] (b) Serverless
computing [170] (c) Hypervisor-based
virtualization [168]
- Existing containerization solutions:
(a) Docker [159] [166] [167] [173] [168] [170]
(b) Singularity [167] [173] (c) LXC [170]
- Abandon usage of hypervisor-
based virtualization [168]
- Provide integration with existing
data infrastructure and ensure data
access and storage [166]
- Apply compression before deploy,
if needed [173] [171]
- Select ML solution fully integrated
with databases to reduce efforts [165]

- Difficulty in integrating
ML models into existing or
new applications [165] [162]
- Lack of docker containers
optimized for accelerator [167]
- Implementing same model
in different frameworks need
time and efforts [167] [174]
- Support code updates due
to change in API framework
[167]
- Converted model performs
bad compared with model
implemented using native
API framework [167]
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Table 13: Practices and challenges extracted from SLR and GLR [2/3]

Phases Tasks Practices Challenges

2*Deployment Target
Environment

- Host model to invoke and
get predictions [174]
- Run workloads in [165] [172]
[170] (a) Public cloud
(b) On-premise (c) Hybrid
cloud (d) Edge
- Use cloud for compute-intense
tasks, otherwise opt edge [175] [170]
- If edge is incapable to process,
forward the request to cloud [170]
- Minimize deploy cost while
giving good QoE to users [170]

- Difficulty in deploying
neural networks in edge
devices due to limiting
computation and memory
resources [176]
- Most DL packages (Caffe,
TensorFlow, etc.) focus on
cloud and not on edge [176]
- Human experts lack GPU
configuration knowledge
for device placement [160]

Launching

- Decompress unpack image [173]
- Expose deployed application
as services to external users via
communication channel [159] [168]
- Provide REST API to pipeline
[169] [166] [176] [165] (e.g.flask API [170])
- Need support from data
scientists, engineering teams [166],
ML engineers [171] data engineers,
domain experts, infrastructure
professionals and end users [165]
[174]

- Complicated process to
deploy and configure DL
framework and AI models
execution on edge [176]
- EU financial institutions
are not yet allowed to move
to cloud by EU regulators
- Lack of skills among data
scientists to deploy REST
API endpoint [165]
- Inability of ML models
to stay on laptops of data
scientists [165]

2*Operation Inference

- Ensure proper deployment of
inference pipelines to pass, pre-
process, predict and post-process
raw data to serve batch and real-
time requests [165] [174]
- Provide simple API for serving
prediction [174]
- For processing online inference
request for features computed
offline [166], take values: (a) End
-of-day (b) Start-of-day
- Needs to be elastic in response
to traffic changes [166] [163] [174]
- Ensure good data is used in
both prototyping and production
setup [165]
- For latency critical and accuracy
insensitive tasks, use low-latency
mode with fog configuration else
use high accuracy mode [175]
- Response time, jitter and power
usage [175] is: (a) Low, if send to fog
nodes (b) High, if send to cloud

- Companies find difficulty
in operationalizing [165]
- Ensure data consistency
across environments of
offline training and online
inference [166] [165]
- Scalability and security
are major concerns [166] [165]
- Network latency is the
bottleneck in end-to-end
latency [170]
- Difficulty in serving each
user with separate edge
computing instance when
number of users increase
- To reduce latency, lot of
packages sacrifice memory
for execution on edge [176]
- Inference cost goes up
when multiple models are
deployed with different
endpoints [174]
- Mostly GPU instances are
oversized for inference [174]
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Table 14: Practices and challenges extracted from SLR and GLR [3/3]

Phases Tasks Practices Challenges

Monitoring

- Ensure monitoring system for
querying, visualising and deeper
understanding of metrics and event
logging [159]
- Monitor status and performance
[166] and compare to business
expectation [174]
-Deploy initial model and boost
traffic incrementally if it works
well [165]
- Determine concept drift, [165]
memory consume by production
environment and errors returned
by models
- Measure inference accuracy of
deployed model to ensure data
drifts noticed and actions taken [174]
-Automatic roll back and forward
capability to recover from degraded
model performance [174] [172]

- ML is deemed valuable
by companies until it
begin to improve profit [165]
- Models performing well
during training might not
perform well during
production [165]

2*Evolution Retrain

- Employ Agile, DevOps-style work
flows [163]
- Ability of teams to re-evaluate the
models quickly and use CI/CD to
keep updated and prevent decay
[163] [174]
- Retrain model when changes in
model performance occur [174] [165]
- Apply automation to trigger model
retraining which reduces effort and
human error [174]
- Retraining model on personal data
outperform general models
- Update model with latest data
instead of retraining on historical
data [164]
- Create more model instances by:
(a) Periodically [164]
(b) Accuracy lower than threshold

- Most early users of
ML models (a) Do not
refresh [165] or replace
models when accuracy
degrades (b) Do so at
each fixed intervals rather
than continuously

Redesign

- Choose tools and a broad set of
diagnostics and monitoring ability
to check if model under-performs
and redesign from scratch [165]
- Refine and scale solution as new
technology is available [163] [165]
- Use blue/green deployment, canary
deployment technique to deploy new
version of model to production [174]
- Deploy different versions of same
application based on different needs.
For instance, by utilizing A/B test
[159] [174] or take a multi-armed
bandit approach [165]
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Figure 23: End-to-end Deployment Framework

8.4 Framework

Based on the insights gained by synthesizing practices extracted from SLR
and GLR, we derive a framework to facilitate the end-to-end deployment
process of ML/DL models. Figure 2 shows an illustration of the frame-
work. The overall framework is structured into five phases and consists of
two tasks for each phase. They are: (a) Design - Validation & Tracking
(b) Integration - Resource Discovery & Rewrite/Package (c) Deployment -
Target Environment & Launching (d) Operation - Inference &Monitoring
(e) Evolution - Retrain & Redeploy. Below, we detail each of the phases:
A. Design: When the models are properly validated [163] and offer con-
fidence in results, the model is ready for placing into production. At this
stage, the training process is terminated and all associated computing re-
sources are released [164]. Before bringing the models into production,
ensure that necessary burn-in tests are carried out to avoid initial model
failures when put into production [166]. Proper planning of deployment
process [165] can ensure a smooth transition from prototyping to deploy-
ment phase. Models, dependencies, artifacts, etc. need to be tracked and
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versioned to ensure reproducibility [165] [166]. For instance, GitHub hash-
tags can be used for code versioning [165]. It is highly recommended to
maintain a registry containing entries for status of model life cycle and
artifacts [166] [165].
B. Integration: After validating and versioning the models properly, save
them for reuse. Next, discover and set-up the necessary resources to put the
model into production. Models can be incorporated into the application
logic in two primary ways. These are: (a) Rewrite models from the data
analysis language (for instance, R or Python) to industrial development lan-
guage (for instance, Java or C++). Models are often rewritten to integrate
into applications or reports or to share knowledge and predictions with
analytical products. (b) Provide web-interface to the models. In the latter
case, the model images are packaged with the required frameworks and
libraries. One of the most popular technologies for packaging is container-
ization. It is important to ensure that the model integrate well with existing
infrastructure and also verify appropriate data access and storage. Models
are compressed based on use case requirements and resource availability
prior to deployment.
C.Deployment: The compressed models are decompressed and unpacked
in the target environment [173], if necessary. These target environments
can be cloud, edge or hybrid cloud-edge collaboration, according to the
use case [165] [172] [170]. For instance, more computation-intensive and
less safety critical tasks need to be migrated to the cloud for processing. In
contrast, process all latency critical requests at the edge device [175] [170].
The deployment phase deals in particular with the initial model deploy-
ment. Proper consideration should be devoted to minimize the deployment
costs as low as possible while at the same time guaranteeing quality of
experience to end-users. The deployed application is provided to users
through a communication channel [159] [168]. Introducing the model into
production demands close collaboration between data scientists, ML en-
gineers, engineering teams, data engineers, domain experts, infrastructure
professionals, etc. [166] [171] [165] [174].
D. Operation: Companies perceive operationalization as the most chal-
lenging phase. Ensure proper deployment of models, inference pipelines,
monitoring and event logging mechanisms before serving models [165]
[174]. In this phase, the deployed model consumes raw data to serve ei-
ther batch or real time inference requests [165] [174]. Model performance
can be improved by deploying the initial model and slowly increasing the
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traffic to the model instead of allowing it to serve all requests at the be-
ginning [165]. It should be noted that most of the GPU resources used in
training DL models are oversized for inference [174]. The deployed model
undergoes continuous monitoring to determine data drifts, concept drifts,
returned errors from model, etc. [165]. As model performance degrades,
introduce roll back mechanisms for quicker recovery [174] [172].
E. Evolution: The evolution phase deals with subsequent model deploy-
ment. As the models are placed in production, performance degrades over
time [174] [165]. If so, select one of the two mechanisms: (a) Retrain (b)
Redesign. Teams may employ CI/CD (Continuous Integration/Continuous
Deployment) to keep the model up-to-date. Provisions to automatically
trigger retraining will lessen both human errors and efforts [174]. Instead
of retraining the entire model, updating the model with the latest informa-
tion [164] is a good option. Techniques such as A/B test [159] [174] and
multi-armed bandit [165] can be selected for deploying different versions
of the same model to determine the best performing model. On the other
hand, blue/green deployments can be used to deploy newmodel versions in
production [174]. An iteration is triggered from the evolution phase to the
deployment phase when it is necessary to retrain the model. If redesigning
the model is appropriate, an iteration is triggered from the evolution to
design phase where we experiment with the current models for better per-
formance or from scratch [165]. Teams that evaluate model performance
needs to be very quick to prevent model decay as soon as possible [163].

8.5 Discussion

The study highlights the fact that ML/DL model deployment is gaining
momentum over the last two to three years, since most primary studies
cover the period 2017 - 2020. In addition, only two of the thirteen SLR
studies involve participation from companies. This emphasizes that GLR
is a valuable source to advance our knowledge about practices and chal-
lenges practitioners face in companies. Below, we compare and contrast
SLR and GLR findings to provide further insights on AI deployment and
illustrated in Figure 3.
Compare Findings: Below, we compare the findings of literature review:
A. Support among Professionals: Both SLR and GLR sources suggest
that successful deployment of ML/DL models requires support from data
scientists and other experts such as data engineers, domain experts, infras-
tructure professionals and end-users. For instance, lack of data scientist
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Figure 24: Comparison/contrast between Literature Review Findings

skills to deploy REST API slows down the deployment process. Deploy-
ment can also be postponed due to prioritization and limitation of experts.
B. Use of Containerization Technologies: Containerization has been iden-
tified as the most popular packaging technology. Implementation of same
model in different frameworks result in a loss of time and effort. For
instance, models often need to be completely rewritten in production pre-
ferred languages. Since companies only find ML/DL valuable until they
start producing value and profit, it is not acceptable to delay production
because they want their product to reach markets more rapidly. This is
perhaps one of the reasons for increasing demands for containerization.
C. A/B Test: Once the model is deployed into production, it is obvious
that both SLR and GLR sources recommend adoption of A/B testing tech-
nique to deploy multiple versions of the best performing model. It can be
concluded that fraction of academia projects that proceed into production
utilize A/B testing. Besides A/B test, GLR confirms the use of other tech-
niques for deploying new versions. For instance, blue/green deployment.

Contrast Findings: Below, we contrast findings between SLR and GLR:
A.Compression/Decompression: Models are compressed prior to deploy-
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ment and decompressed after deployment as stated in SLR based on use
case requirements and resource constraints. This is generally used for de-
ploying models at edge by making minimal compromise on accuracy.
B.Updating Models: According to SLR, we find technique of updating
models when the performance degrades with entire historical data instead
of retraining. For instance, update the model every two hours with the
latest up-to-date information or as performance degrades. This technique
suits to non safety-critical applications where accuracy is insensitive.
C.Burn-in Test: Based on SLR, burn-in tests are executed before real de-
ployment to stop initial model failures when deployed on target devices.
On the other hand, as per GLR, the models are put in the pilot phase prior
to deployment. Although burn-in test is identified from SLR in our study,
it is part of one of the two scientific peer-reviewed company-based paper.
D.Plan for Deployment: In accordance with GLR, companies always plan
beforehand for deployment compared to SLR. Studies show that compa-
nies have difficulty in integrating models into existing or new applications,
deploying models on edge devices, operationalizing models, etc. There-
fore, proper planningmakes the deployment process even easier with less
overhead and resource utilization.
E.More Deployment Techniques: Although A/B test is widely used in com-
panies, techniques such as multi-armed bandits, canary and blue/green
deployments are employed in companies based on GLR to deploy new
model versions. These techniques are absent in contemporary literature,
which may be due to the immaturity of deployment process employed in
academia.
F.Challenges in Operationalizing phase: GLR provides more information
about different practices, techniques and challenges in relation to monitor-
ing and evolution compared to SLR.Most models in scientific literature ex-
perience only initial deployment and are not constantly replaced/refreshed
as performance degrades over time.

8.6 Related Work

ML benefits can only be harnessed when models move from prototyping
to deployment stage [177]. According to [2] [9], deployment is an underes-
timated area where companies are struggling with model testing, trouble
shooting, glue code for running the system, and, monitoring and logging
mechanisms. Moreover, ML/DL model deployment demands significant
change in the overall system architecture as it needs to be integrated to
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a software-intensive system. In addition to the components that care for
model deployment in production, it is recommended that additional com-
ponents be provided for model validation prior to deployment, model
evaluation and monitoring [178] [179]. Deployed models are dedicated to
serve real data [180]. If the model fail to meet expectations, roll back and
restore the previous model version. Federated learning requires a special-
ized deployment framework to address changes in edge [60].

8.7 Conclusions

Most companies are placing lot of models into production compared to
previous years. To better understand design, integration, deployment, op-
eration and evolution of AI models, we analyze both SLR and GLR in the
context of edge/cloud/hybrid architectures. Based on these findings, we list
various practices and challenges practitioners facewhen deployingML/DL
models. We derive a framework on the basis of literature review for the
end-to-end deployment process and also attempt to compare and contrast
the findings of SLR and GLR. We look forward to validate the framework
in various software-intensive domain companies to better understand the
deployment process.
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9 Towards MLOps: A Framework
and Maturity model

This chapter has earlier been accepted as
M. M. John, H. H. Olsson, and J. Bosch, “Towards MLOps: A Framework
and Maturity model,” In 47th Euromicro Conference on Software Engi-
neering and Advanced Applications (SEAA), IEEE, 2021.

Machine Learning (ML) has a significant impact on the decision-making
process in companies. As a result, companies can save significant costs
in the long run while ensuring value for their customers [181] and also
enabling fundamentally new ways of doing business. To improve value
creation and automate the end-to-end life cycle of ML, data scientists and
operations teams are trying to apply DevOps concepts to their ML systems
[182] in companies. DevOps is a “set of practices and tools focused on
software and systems engineering” [41] with close collaboration between
developers and operations teams to improve quality of service [183]. ML
models embedded in a larger software system [44] are only a small part of
the overall software system, so the interaction between the model and the
rest of the software and its context is essential [15]. From literature it is
apparent that ML processes are often not well integrated with continuous
development and production in practice [182].

Despite the popularity of ML, there is little research on MLOps because
it is a recent phenomenon. To advance understanding of how companies
practice MLOps, including collaboration between data science and op-
erations teams, we use a Systematic Literature Review (SLR), a Grey
Literature Review (GLR), and a validation study in three case companies.
The paper makes three contributions.
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• We conduct a SLR and a GLR literature review to present the state-
of-the-art regarding the adoption of MLOps in practice and derive a
framework from the reviews

• We present a maturity model with different stages in which compa-
nies evolve during MLOps adoption

• We validate the framework and map the three case companies to the
stages of the maturity model

The remainder of the paper is organized as follows: Section II describes the
background of the study, Section III describes the research methods used
and Section IV addresses the threats to validity. Section V summarizes
the findings from the literature review. Section VI describes the MLOps
framework and maturity model. Section VII describes the validation study
conducted in three case companies and Section VIII discusses the results.
Section IX concludes our study.

9.1 Background

This section discusses DevOps, DevOps application on the ML systems
(referred to as MLOps), and the challenges associated with it.

9.1.1 DevOps

DevOps [41] aims to “reduce the time between committing a change to a
system and the change being placed into normal production while ensuring
high quality” [42]. The goal is to merge development, quality assurance,
and operations into a single continuous process. The key principles of
DevOps are automation, continuous delivery and rapid feedback. DevOps
requires a “delivery cycle that involves planning, development, testing,
deployment, release and monitoring as well as active cooperation between
different team members” [41].

Continuous software engineering (SE) refers to iterative software de-
velopment and related aspects like continuous integration, continuous de-
livery, continuous testing and continuous deployment. Continuous SE en-
ables development, deployment and feedback at a rapid pace [184] [185]
and is divided into three phases: a) Business strategy and planning, b)
Development and c) Operations. Software development activities such as
continuous integration (CI) and continuous delivery (CD) support the oper-
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ations phase. In CI [184], team members of software-intensive companies
often integrate and merge development code to have a faster and more effi-
cient delivery cycle and increases team productivity [185]. This facilitates
the automation of software development and testing [186]. CD ensures that
an application is not moved to the production phase until automated testing
and quality checks have been successfully completed [187] [188]. It lowers
deployment risk, cost and provides rapid feedback to users [189] [190].

9.1.2 MLOps

With the successful adoption of DevOps, companies are looking for con-
tinuous practices in the development of ML systems. To unify the de-
velopment and operation of ML systems, MLOps [44] extends DevOps
principles [191]. In addition to traditional unit and integration testing, CI
introduces additional testing procedures such as data and model validation.
From the perspective of CD, processed datasets and trained models are
automatically and continuously delivered by data scientists to ML systems
engineers. From the perspective of continuous training (CT), introduction
of new data and model performance degradation require a trigger to re-
train the model or improve model performance through online methods.
In addition, appropriate monitoring facilities ensure proper execution of
operations.

9.1.3 Challenges associated with MLOps

In our own previous research [116], we identified a number of challenges
In our own previous research [116] [148], we have identified a number
of challenges when it comes to the business case, data, modeling and
deployment of ML or Deep Learning (DL) models. These include high
AI costs and expectations, fewer data scientists, need for large datasets,
privacy concerns and noisy data, lack of domain experts, labeling issues,
increasing feature complexity, improper feature selection, introduction of
bias when experimenting with models, highly complex DL models, need
for deep DL knowledge, difficulty in determining final model, model ex-
ecution environment, more hyperparameter settings, and verification and
validation. It also includes less DL deployment, integration issues, inter-
nal deployment, need for an understandable model, training-serving skew,
end-user communication, model drifts, and maintaining robustness. Some
of the challenges in MLOps practice [44] include tracking and compar-
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ing experiments, lack of version control, difficulty in deploying models,
insufficient purchasing budgets and a challenging regulatory environment.

9.2 Research Method

The main objective of the study is to identify the activities associated with
the adoption of MLOps and the stages in which companies evolve as they
gain maturity and become more advanced. To achieve this objective, we
developed the following research questions:

• RQ1: What is the state-of-the-art regarding the adoption of MLOps
in practice and the different stages that companies go through in
evolving their MLOps practices?

• RQ2: How do case companies evolve and advance their MLOps
practices?

We performed a SLR [155] [156], a GLR [157] [?] and a validation case
study [192] to address the two RQs.

9.2.1 SLR and GLR

The goal of the SLR is to find, examine and interpret relevant studies on
the topic of interest [155] [156]. To answer the RQs, we defined search
strings according to [155] and searched five popular scientific libraries.
Figure 1 shows an overview of the SLR and the GLR process that was
used in this study. We integrated and exported relevant studies into an
Excel spreadsheet for deeper analysis. In SLR, we included conference
and journal studies that reported MLOps. On the other hand, we excluded
studies that were duplicate versions, published in a language other than
English, were not peer-reviewed, and were not available electronically on
the Internet.

We conducted the GLR [157] to provide a detailed description of the
state-of-practice and practitioner experiences in adopting MLOps. Com-
pared to the SLR, the GLR provides the voice of practitioners on the topic
under study. In GLR, we included studies in the Google Search that ad-
dress MLOps, published in English in PDF format and documents from
companies by filtering the site under the domain name “.com”. To im-
prove the reliability of the retrieved results from the GLR, we excluded

160



peer-reviewed scientific articles and other sources of knowledge such as
blogs, posts, etc.

Figure 25: Overall SLR and GLR process used in the study

For the SLR and the GLR, we used the search query as “MLOps” OR
“Machine Learning Operations” and restricted the search to the period
between January 1, 2015 and March 31, 2021. The time interval was
chosen because the term MLOps is prevalent after the concept “Hidden
Technical Debt in Machine Learning Systems” [15] in 2015. Based on the
SLR and the GLR, we shortlisted 6 SLR ( [193] - [194]) and 15 GLR [195]
- [196] studies. Based on these studies, we developed anMLOps framework
and various stages that companies take in evolving MLOps practices.

9.2.2 Validation Case Study

Following [197], we conducted a validation study to map companies to the
stages in the maturity model derived from literature reviews. Case study
methodology is an empirical research approach based on an in-depth study
of a contemporary phenomenon that is difficult to study separately in its
real-world environment [112]. In SE, case studies are used to better un-
derstand how and why SE was done and thus improve the SE process
and resulting software products [72]. Throughout the validation study, we
worked closely with practitioners in each case company. Table 1 provides
a brief description of each case company, the practitioners (P*, W*, M*,
and S* represent interview, workshop, meeting, and stand-up meeting par-
ticipants respectively) and their roles.
Case Companies: We present three case companies and use cases that

161



Table 15: Description of practitioners in the validation study

Case Company Practitioners
ID Roles

P1, W1, S1 Senior Data Engineer
Telecommunications P2, W2, S2 Data Scientist

P3, W3, S3 Data Scientist
P4, W4, S4 Data Scientist
W5, S5 Senior Data Scientist
W6, S6 Data Scientist
W7, S7 Software Developer
W8, S8 Software Developer
S9 Operational Product Owner
S10 Sales Director

Automotive W9 Expert Engineer
W10 Expert Engineer

Packaging M1 Solution Architect
M2 Data scientist

were investigated in each company as part of our validation study.
1. Hardware Screening: The telecommunications company predicts faults
in hardware to minimize the amount of hardware returned by the customer
for repair. In this use case, they focus on a) Returning defect-free hardware
back to the customer b) Sending defective hardware to the repair center.
2. Self-driving Vehicles: The company that manufactures vehicles strives
to provide autonomous transportation solutions. The main use case is self-
driving vehicles to increase the productivity. The company also needs to
ensure that the failure rate is low in these safety-critical use case.
3. Defect Detection: The packaging company provides packaging solutions
as well as machines to customers. One of the main use cases is the detec-
tion of defects in finished/semi-finished packages.

Data Collection and Analysis: For data collection, we used interview
studies, workshops, meetings and stand-up meetings in companies. They
were held in English via video conferencing. All interviews lasted 45 min-
utes, workshops and meetings lasted 30 minutes to one hour, and daily
stand-up meetings lasted 15 minutes. We validated the MLOps framework
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in case companies and present different stages that companies go through
when implementing MLOps. Transcripts from interviews and notes from
workshops, meetings and stand-ups were used to capture empirical data.
Later, they were shared with the other authors by primary author for de-
tailed analysis. We applied elements of open coding to analyse and catego-
rize collected empirical data [97]. In order to obtain different perspectives
on the topic under study, triangulation was used [98].

9.3 Threats to validity

Potential validity threats were considered and minimized in this study [62].
Construct validity was improved by considering information from SLR,
GLR and the validation case study. Authors and practitioners involved in
this study are well versed inMLOps. Multiple techniques (semi-structured
interviews, workshops, meetings, and stand-up meetings) and multiple
sources (senior data engineer, data scientist, software developer, expert
engineer, etc.) were used to collect and validate empirical data. Internal
validity threats caused by faulty conclusions due to primary author bias
in data selection or interpretation are mitigated by consulting with other
two authors. By extending our research to additional case companies,
generalization of the results can be justified and thus external validity can
be mitigated.

9.4 Literature Review Findings

Based on the SLR and the GLR, we extract insights from the literature
to give an overview of the state-of-the-art of MLOps in practice. They
are divided into three parts: a) Data for ML Development b) ML Model
Development and c) Release of ML Models. Below, we discuss each part
in detail.

9.4.1 Data for ML development

Aggregate heterogeneous data from different data sources [198] [199]
[200], preprocessing [201] and extracting relevant features are necessary
to provide data for ML development. Later, the features are registered
in a feature store [202] which can be used for development of any ML
models [202] and used for inference when deploying the model. Also, the
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data points are stored in the data repository [203] after versioning. The
data collected from various sources has to be properly stored and managed.
Data anonymization and encryption [201] should be performed to comply
with data regulations (e.g. GDPR [123]).

9.4.2 ML Model Development

In ML model development, provisions should be made to run experiments
in parallel, optimize the chosen model with hyperparameters, and finally
evaluate the model to ensure that it fits the business case. After versioning,
the code is stored in the code repository [202] [193]. The model reposi-
tory [203] keeps track of the models that will be used in production, and
the metadata repository contains all the information about the models (e.g.,
hyperparameter information). Data scientists can collaborate on the same
code base, which also allows them to run the code in different environments
and against a variety of datasets. This facilitates scaling and the ability to
track the execution of multiple experiments and reproducibility [195].

9.4.3 Release of ML models

To release ML models, package [200], validate [200] and deploy models
[55] to production [200]. When deploying a model to production, it has
to be integrated with other models as well as existing applications [204]
[200]. When the model is in production, it serves requests. Despite the
fact that training is often a batch process, the inferences can be REST
endpoint/custom code, streaming engine, micro-batch, etc. [205]. When
performance drops, monitor the model [200] and enable the data feedback
loop [200] to retrain themodels . In a fullymatureMLOps context, perform
continuous integration and delivery by enabling the CI/CD pipeline and
continuous retraining through CT pipeline [200] [199].

From the literature review, we see that successful AI/ML operational-
ization ensures a safe, traceable, testable, and repeatable path for devel-
oping, training, deploying, and updating ML models in different envi-
ronments [204]. The use of MLOps enables automation, versioning, repro-
ducibility, etc., with successful collaboration of required skills such as data
engineer, data scientist, ML engineer/developer [55] [195]. For example,
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data scientists must specialize in SE skills such as modularization, testing,
versioning, etc. [206]. Supporting processes formalized in policies serve
as the basis for governance [199] and can be automated to ensure solu-
tion reliability and compliance [199]. MLOps also support explainability
(GDPR regulation [123]) and audit trails [55].

9.5 MLOps Framework and Maturity MOdel

Based on the SLR and the GLR, we derive an MLOps framework that
identifies the activities involved in MLOps adoption. Figure 2 depicts the
MLOps framework. The entire framework is divided into three pipelines:
a) Data Pipeline b) Modeling Pipeline and c) Release Pipeline. After col-
lecting data relevant to ML models from data sources, preprocessing of
data and feature extraction is performed. Once a suitable model has been
experimented and optimized with hyperparameters, evaluate the model
and package it for production deployment. If performance degrades, trig-
ger retraining of the model by initiating a data feedback loop. Data and
code that have been versioned are stored in the data repository and code
repository. To track the deployable model version, store it in the model reg-
istry. Deployment cycles of MLmodels can be shortened using CI/CD/CT.

MLOps Maturity Model: Based on the SLR and the GLR, we present a
maturity model in which we outline four stages in which companies evolve
when adopting MLOps practices. The four stages are a) Automated Data
Collection b) Automated Model Deployment c) Semi-automated Model
Monitoring and d) Fully-automated Model Monitoring. These stages cap-
ture key transition points in the adoption of MLOps in practice. Below, we
detail each MLOps stage and preconditions for a company to reach this
stage.
A. Automated Data Collection: In this stage, companies have a manual
processing of data, model, deployment and monitoring. With the adoption
of MLOps, company experience a transition from manual process to auto-
mated data collection for (re)training process.
Preconditions: For transition from manual process to automated data col-
lection, there is a need for mechanism to aggregate data from different data
sources which can be stored and accessed whenever required [198]. In ad-
dition, it also demands capability for integrating and processing new data
sources, regardless of variety, volume or velocity [199]. It also requires
infrastructure resources for automated data collection [207], data prepara-
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Figure 26: MLOps Framework

tion and collaboration [208]. Also, standardized and automated pipelines
helps to drive ingestion, transformation and storage of analytic data into
a database or data lake [199]. Same feature manipulation during training
has to be replicated at the inference [205]. AI teams can promote trust by
addressing data management challenges like accountability, transparency,
regulation and compliance, and ethics [209].
B. Automated Model Deployment: The companies at this stage have a
manual model deployment and monitoring. With the adoption of MLOps,
they undergo transition from manual model deployment and monitoring
to automated deployment of the retrained model.
Preconditions: The transition can be achieved by implementing provisions
for automated model deployment to environments [196] [203] [196] [208]
especially across dev, Q/A and production environments [196] [207]. It en-
courages deployment freedom in on-premise, cloud and edge [207] [208].
Automated deployment of retrained model can be achieved by provid-

166



Figure 27: MLOps Maturity Model

ing a dedicated infrastructure-centric CI/CD pipeline [199], integration
with DevOps for automation, scale and collaboration [205]. Sufficient
infrastructure choices for deployment includes model hosting, evalua-
tion, and maintenance [198], and means to register, package (container-
ization [208] [210]), deploy models [196] [55] [203] and integration of
reusable software environments for training and deploying models [196].
Tracking experiments [196] [203] [55] and models [199], proper valida-
tion of models and data [206] can accelerate automated model deployment.
Canary Deployments [198] and provisions to store, annotate, discover,
and manage models in a central repository [203] can facilitate automated
deployment of retrained model. This stage also requires multi-talented
teams of technologists and ML professionals to operationalize and scale
AI [209].
C. Semi-automated Model Monitoring: At this stage, companies have a
manual model monitoring in place. With MLOps, they can attain a transi-
tion from manual monitoring to semi-automated model monitoring.
Preconditions: To reach this transition, there should be provisions for
triggering [196] when performance degrades and availability of tools for
diagnostics, performance monitoring and addressing model drift [196]
[201] [206]. It also requires automation scripts to manage and monitor
models based on drift [208] and ability to perform continuous model track-
ing [199]. For easy monitoring of models, MLOps professionals has to
be provided with visual tools [207], and dedicated and centralized dash-
boards [208] [201] [194]. It also requires data orchestration pipelines and
rule-based data governance to ensure data changes [199], feedback loop
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and continuous model retraining [196]. There should be also a mechanism
to automatically train model in production using fresh data based on live
pipeline triggers and feedback loops [208]
D. Fully-automated Model Monitoring: The companies have deployment
and monitoring of models in place where performance degradation is ac-
knowledged by alert. By utilizingMLOps, they undergo transition towards
fully automated monitoring of models.
Preconditions: For this transition, company requires CI/CD integration
with automation and orchestration [196] and CT pipeline to retrain mod-
els when performance degrades [199]. For this transition, there is a need
to ensure certification of models [198] [193], governance and security
controls [196] [207] [206], model explainability [196] [206], auditing of
model usage [207] [196], reproducible workflow and models [206]. There
should be mechanisms to perform end-to-end QA test and performance
checks [196]. There should be assurance that data security and privacy re-
quirements are built into data pipelines [199] as well as retrain production
models on newer data using the data, algorithms and code used to create
the original [207].

9.6 Validation Study

The framework derived from the previous literature was validated in three
case companies. Below, we detail how they have tried to introduce and
integrate MLOps into their software development systems.

9.6.1 Case company A

Prior to implementing MLOps, the company planned an initial meeting
with team members to discuss realistic expectations for MLOps. Accord-
ing to P2, practitioners must spend a significant amount of time creating
the architecture, communicating, and discussing MLOps in the beginning,
the end result is a significant reduction in manual work and end-to-end au-
tomation. According to case company A, the primary goal of MLOps is to
achieve a) Automation b) Versioning of datasets andmodels c) Traceability
and d) Reproducibility.

P1:“We have already implemented something, but not fully, we
are still investigating the concept of MLOps. We are trying to
see what is in place and what is not and also how to implement
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that are not in place"

Whenworking with data, practitioners need to have a data pipeline in place
and provisions to register training data. Before MLOps was implemented,
this process was manual in the company. For instance, when practitioners
train a model, they read data from log files and ended up using new data
each time to train because they did not have access to old data due to
the lack of a data pipeline. To ensure the quality of the data pipeline,
data schema has to be validated. The company is thinking about using
DVC (Data Version Control) to facilitate comparison of different models
and visualizations. When dealing with models, practitioners keep track of
model performance by tuning them with hyperparameters and maintain
the quality of the model pipeline.

Practitioners in case company A place more emphasis on understanding
how a project works, especially when it comes to the concept of model
deployment. According to P3, the best way to verify that integration of
ML code into a project works or not is to have a CI or mechanism to
test it without running it in production. For example, practitioners develop
a program that can run on a laptop and give everyone access to a local
repository and environment. In such a way they can run the data and
the entire project with less data set (for instance, 10 percent of the total
size of the data set) to make sure it works properly. If the models work
properly in the development environment, practitioners will move them
to the production environment. To integrate these models, they need to
consider other models that are already in production. As a result, it takes
time for practitioners to understand how to feed previous data into the
system. The company uses Tableau for data visualization and Graffana for
model monitoring.

In case company A, data pipeline is quite immature and the model
pipeline is not fully automated. On the other hand, model serving pipeline
is quite aligned with MLOps. The company utilizes dataset versioning to
compare models. They earlier uses Gate for versioning and recently moved
to artifactory.

W5: “We have versioning for data and model but may be in
future we will go for versioning up the entire pipeline, config-
urations etc"

P1: “There are somethings which we do in our day to day work
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which are continuous and some of these can be automatized.
A data scientist should focus on feature engineering, model
training etc., instead of deployment or even writing test cases
which can be automatized to a great extent"

9.6.2 Case company B

Case company B is also trying to implement MLOps in its context. In
dealing with data, the company collects data from real vehicles or gen-
erates it using simulations. They input this data into a logging system
and add metadata to the logs. After labeling, they ensure the quality of
the images. Practitioners access the logged data via an API, which is of-
floaded from hard drives to servers. To extract data, they perform property
selection on selected data frames, run queries to find data to select for
future investigation, run algorithms to find valuable data and anonymize
data. The company also looks forward to ensuring consistency of annota-
tions throughout the project. Once the dataset is annotated, they perform
pre-processing and split the dataset into training, validation, and testing.

When it comes tomodels, they train neural networks, spin computational
nodes, and deallocate them after training. They back up the experiments
and validate the models and use model pruning to increase inference
speed. The practitioners convert the model using ONXX and deploy it
to artifactory. Once the model is deployed in Artifactory, it can be used
in vehicles. They essentially deploy the pipeline using the CI/CD loop.
They also update the validation set based on new data, domain, etc. The
company is interested in moving from on-premise to cloud services for
scalability. The company is creating artifacts.

W8: "We build artifacts as we need tool chain for data se-
lection, development and deployment on target devices to run
inferences. We depend on other teams inside the company for
certain artifacts. For instance, the logging system. Besides
that, the team build the rest of the artifacts."

9.6.3 Case company C

Case company C drive towards attaining fully automated MLOps. Com-
pany has standardized and qualitymodel development, manageable deploy-
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ment workflow and model lifecycle in production. The main architectural
principles of case company C is to achieve a) Scale and high availabil-
ity b) Flexibility and extensibility c) Integration d) Automation and e)
Maintainability.

When dealingwith data, the company captures images of packages using
cameras or generate them using simulations. The data captured is stored
in data lake before using it for training. The practitioners experiment with
several algorithms before finalizing the best suitable model and adopt
hyperparameter tuning. They utilize GPUs for training to reduce needed
time. The company applies DevOps principles to their ML systems. The
models are packaged and deployed to production via docker containers.
They employ Kubernetes to automate deployment as well as scaling. The
company has provisions for tracking data, models and experiments. They
have model management in place and also models can be deployed to
cloud, edge and on-premise. The model monitoring can be visualized
using dashboards and retrain models when performance degrades. The
company also uses tool chain for development and deployment of models.

9.7 Discussion

This study highlights the emerging interest in MLOps and the increas-
ing adoption of these practices in software-intensive systems. Compared
to SLRs ( [193] - [194]), more relevant GLR studies [195] - [196] on
MLOps are retrieved from the literature. This is a positive sign as it gives
an indication that more companies are driving towards achieving fully
automated MLOps. Both the SLR and the GLR emphasize the fact that
cross-functional teams with skills from data engineering, data science, or
operations can facilitate MLOps. Based on insights from the literature,
we see that feature store, data repository, code repository, metadata store,
model registry, and feed-back loops can shorten the transition of models
from prototype to production stage. As a result, they promote automation,
versioning, explainability, and traceability.

In Figure 4, we see that case company A is placed in between the phases
- Automated Data Collection and Automated Model deployment. This is
because while the modeling and deployment pipelines in this company
are very mature, the data pipeline is immature. Also the company intends
to version the data, model and release pipelines. The challenges faced
by case company A in the beginning phases of MLOps corresponds to
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Figure 28: Mapping: Case companies to stages in Maturity model

challenges we identified in literature reviews. The data pipeline challenges
that company A is experiencing is something common and also reported
by other companies in studies that were part of the GLR. Similar to case
company A, we place company B at stage one in the maturity model -
Automated Data Collection. This is because they are looking forward to
ensuring consistency of annotations across project. On the other hand,
they have provisions for data collection frommultiple sources, queries and
algorithms to run valuable data, experiment tracking, etc. Since their data
pipeline is not completely automated, we place them in stage one. Case
company C is placed in stage two - Automated Model deployment in the
maturity model. They employ DevOps principles in their application, data
lakes available for collecting data, frameworks for running experiments,
track experiments, utilize docker containers for deployment. They also have
mechanisms to deploy models in cloud or edge. Whenever degrades, they
initiate model retraining and hasmodel management in place. Even though
they have mechanisms for automated model deployment, they are placed
in stage two as they look forward to achieve fairness, generalizability,
explainability and governance of models.

9.8 Conclusion

Companies adopt DevOps principles to ML systems in order to allow
continuous development, deployment and delivery of these systems. In this
paper, we derive a framework that identifies the activities involved when
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adoptingMLOps and the stages in which companies evolve as they become
more advanced. We validate this framework in three software-intensive
embedded systems companies and highlight how they have managed to
adopt and integrate MLOps into their large-scale software development
organizations. In future research, we plan to expand our study by involving
additional case companies and experts for validation of our results. We
believe our findings support successful adoption of MLOps in software-
intensive embedded systems companies.
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10 Conclusion

To sum up, this research explores the need for systematic and structured
design methods and processes for the end-to-end process of developing,
deploying and successfully evolving ML/DL models. The main goal of
this research is to enable not only experienced data scientists but also
less experienced data scientists, software engineers and even non-experts
to approach and promote the development, deployment and evolution of
ML/DLmodels. In this thesis, we present the motivation, research method-
ology and findings of our research in developing an end-to-end process for
the development, deployment and evolution of ML/DL models in embed-
ded systems domain companies. In this research, we have mainly focused
on the end-to-end process of ML/DL model development as well as in-
depth studies focusing on the specifics of the deployment phase and the
operationalization of these models in large-scale embedded systems and
on the continuous delivery and evolution of Machine Learning Systems
(MLOps).

10.1 Answering the RQs

In order to answer the RQs formulated in Chapter 3, we conducted our
research in close collaboration with the companies of Software Center,
using different empirical research methods such as case studies, action
research and literature review as well as different research techniques such
as interviews, observations and multi-vocal literature review. We believe
that answering these RQs will accelerate the transition from prototypes
to production-ready ML/DL models and provide support to practitioners
regardless of their experience in working with ML/DL models.

RQ1: What are the activities performed and challenges experienced in
the process of developing ML/DL models in companies with software-
intensive embedded systems?
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To make the development of well-functioning ML/DL models accessi-
ble to more than just experienced data scientists, we have developed a
design process based on the activities of experienced data scientists in
case companies. The seven typical phases that data scientists go through
when developing ML/DL models include (i) Business case specification,
(ii) Data exploration, (iii) Feature engineering, (iv) Experimentation, (v)
Development, (vi) Deployment and (vii) operational. In addition, we have
identified iterations between these seven phases and the events that trigger
these iterations to optimize the design process. These are: (i) Deployment
to Development phase, (ii) Deployment to Experimentation phase, (iii)
Development to Experimentation phase, (iv) Experimentation to Feature
engineering phase and (v) Development to Data exploration phase. The
use of iterations can help build even better models by ensuring better
prediction, efficient inference and high business value. We have also iden-
tified the key challenges that data scientists experience at each phase of the
design process when developing the ML/DL model. In business case spec-
ification phase, the challenges are high costs, communication gap, high AI
expectations, less data scientists, and large dataset needed. In data explo-
ration phase, the challenges are privacy concerns & noisy data, shortage in
domain experts and labeling. In feature engineering phase, they encounter
challenges such as increasing complexity and improper feature selection.
Challenges in experimentation phase include introduce bias, uncertainty,
high complex DL models, need for deep DL knowledge and related work.
Challenges in the development phase include determining final model,
model execution environment, more hyperparameter settings, verification
and validation. In the deployment phase, practitioners deploy less DLmod-
els, integration issues, internal deployment and need for an intelligible
model. In the operational phase, the main challenges are training-serving
Skew, end-user communication, model drifts and maintain robustness.

In an extended study, the identified phases are categorized into three
high-level activities (i.e., focusing on business, data and models) that com-
panies perform in parallel to develop, experiment and optimize the models
they develop. The activities are business case experimentation, data ex-
perimentation and model experimentation. Each activity consists of four
stages. In the case of business case experimentation, these stages are as
follows: (i) Multiple business case generation, (ii) Qualitative selection
of each generated case, (iii) Selection and specification of the prioritized
business case, and (iv) Business case validation. Data Experimentation in-
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cludes: (i) Data generation, (ii) Data collection, (iii) Data exploration, and
(iv) Operational. Model experimentation has (i) Feature engineering, (ii)
Experimentation, (iii) Development and (iv) Deployment. The previously
identified critical challenges are grouped into three categories related to
the development of ML/DL models: a) Pre-deployment, b) Deployment,
and c) Non-technical challenges. We also identified additional events that
trigger iterations. These are: (i) Business case validation to Selection and
specification of prioritized business case, (ii) Experimentation to Data
collection, (iii) Data exploration to Selection and specification of prior-
itized business case and (iv) Development to Data collection. Different
profiles of practitioners involved in the development, experimentation and
optimization of ML/DL models are business owners, product owners, UX
designers, data practitioner, domain experts, developers, solution architects
and front-end/back-end developers.We have identified several checkpoints
for business case rejection (i) It does not make sense or provide value in the
early stages of business case experimentation, (ii) Innovation management
does not find business value for the case, (iii) It fails to find a business
owner who sees value in the case, (iv) There is no existing data set, (v)
Proof of concept never justifies model development (vi) Expensive and
difficult data generation and data collection methods, (vii) It is not cost-
effective or approved by business owners during business case validation.

RQ2:What are the best practices, challenges encountered and architectural
choices made by practitioners in deploying and operationalizing ML/DL
models?
For the deployment of AI at the edge, we have developed a generic frame-
work consisting of five architectural alternatives, ranging from a central-
ized architecture where (re)training in the cloud takes precedence to a
decentralized architecture where (re)training at the edge takes precedence
instead. In Architecture 1 - Global optimum approach: the traditional
ML/DL systems tend towards a centralized approach where the global
model is (re)trained in the cloud and a child model is put into operation lo-
cally at the edge. In architecture 2 - Global optimum approach + Local data
for actual global retraining: the global model (re)training takes place in
the cloud and the local operation is performed at the edge. In this architec-
ture, the mislabeled data identified after inference by human intervention
is returned to the cloud. In architecture 3 - Local optimum approach +
Transfer Learning: the (re)training of the global model takes place in the
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cloud and the (re)training of the child model and integration with the local
operation is done at the edge. In architecture 4 - Local optimum approach
+ Federated learning + Local data for actual retraining: the (re)training
of the global model takes place in the cloud and the (re)training of the
child model and placement in the local operation takes place at the edge.
In architecture 5 - Local optimum approach + Diverging deployment: the
(re)training of the global model takes place in the cloud and the (re)training
of the child model and the placement in the local operation takes place at
the edge. We have also presented two variants on the architectural alterna-
tives identified in the framework. These are a) Quorum of child models
and b) Wrapper around the global model. Finally, we have identified the
main challenges practitioners face in selecting an ideal architecture al-
ternative. The challenges include strong internet connection, hardware
requirements, shortage of data scientists, expensive cloud solutions, lack
of edge computing power, understand KPIs to achieve, dataset copyrights,
need massive dataset, find relevant dataset for model, corner cases to im-
prove generalization, local training dataset prone to domain shifts, domain
experts shortage and human involvement in labeling. low performance of
the pretrained models for transfer learning, model fails to do generaliza-
tion, general-purpose platform to easily change algorithms, failures during
global model deployment at edge, difficulty in getting labeled data once
deployed to edge, scheduling the retraining interval, traceability to find
misbehaving models, and robustness.

In a follow-up study to the generic framework for deploying ML/DL
models, we identified factors that help practitioners decide which archi-
tecture to choose for deploying ML/DL models, i.e., device cost, model
performance, and privacy. We have also developed a framework outlining
how prioritization and trade-offs between these factors lead to a particular
architecture. These are (i) Cost and Performance, (ii) Cost and Privacy,
and (iii) Performance and Privacy. We have also discussed additional fac-
tors that may or may not influence the selection of an optimal architecture.
These are device architecture and the kind of computation available in the
device architecture, explainability and scalability.

To improve the understanding of AI model integration, deployment and
operationalization, we derived a framework that accelerates the end-to-end
deployment process. The framework is divided into five phases: Design,
Integration, Deployment, Operation, and Evolution. Each phase consists
of two tasks. These are: (a) Design - Validation & Tracking (b) Integration
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- Resource discovery & Rewrite/Package (c) Deployment - Target environ-
ment & Launching (d) Operation - Inference & Monitoring (e) Evolution
- Retrain & Redeploy.

RQ3: How can MLOps practices help large-scale embedded systems com-
panies achieve continuous delivery and evolution of ML/DL models?
To ensure the continuous delivery of ML/DLmodels, we have developed a
conceptual framework to facilitate AI-driven business development. With
this framework, we have provided practitioners with a blueprint for effec-
tively incorporating AI/ML/DL into a company’s business in the context
of a larger system. We have also derived a framework that details the
activities involved in the continuous development of ML models. The
framework is divided into three pipelines: a) Data pipeline b) Modeling
pipeline and c) Release pipeline. We store versioned data and code in the
data repository and code repository respectively. For tracking purposes,
the deployed model version is stored in the model registry. Moreover,
CI/CD/CT (Continuous Integration /Continuous Deployment/ Continuous
Training) can shorten the deployment cycles of ML models. Finally, we
have developed a maturity model in which we outline four stages that
companies go through when adopting MLOps practices. MLOps is a prac-
tice that brings together data scientist teams and operations in companies.
The four stages are a) Automated data collection b) Automated model
deployment c) Semi-automated model monitoring and d) Fully-automated
model monitoring. These stages are mapped to three case companies in
the embedded systems domain.

Figure 29 shows all the frameworks developed in the research to facilitate
the end-to-end process of ML/DL model development, deployment and
evolution.

10.2 Key Contributions

Based on our longitudinal case studywith companies in software-intensive
embedded systems domain at Software Center from August 2019 to June
2021, we present an end-to-end process of developing, deploying, and
evolving ML/DL models as the main contribution. For the development
of ML/DL models, we derived a design process for the development of
ML/DLmodels alongwith iterations to optimize the design process as well
as associated challenges. For the deployment of AI models in the cloud,
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Figure 29: End-to-end process of Developing, Deploying and Evolving ML/DL Models



edge or a mix of cloud and edge, we have developed a generic framework
with five architectural alternatives for the deployment of AI models. We
then identify key factors, as well as priorities and trade-offs among key
factors that are critical to the deployment of AI systems. To accelerate
the deployment and integration of ML/DL models, we have developed an
end-to-end deployment framework. To ensure the continuous deployment
and evolution of ML/DL models, we developed an MLOps framework
and proposed an AI-driven Business Development Framework. The main
contributions are as follows:

• Design process for development of ML and DL models with itera-
tions to optimize the design process

• Development of a generic framework for deploying AI at the edge

• Architecture selection framework for AI system deployment

• Development of End-to-end Deployment Framework

• Development of MLOps Framework

• Proposed AI-driven Business Development Framework

• Identification of key challenges that practitioners face when devel-
oping ,deploying and evolving ML and DL models

Combining ML and DL with embedded systems in companies provide
the ability to collect data, analyse, and predict. This process can improve
the performance of embedded systems and provide smarter solutions. The
research goals are achieved through the studied cases in various domains
such as telecommunication, automotive, packaging, manufacturing, etc.
Some of the work in one company may be identified differently in parts of
other companies. We do not claim that the opportunities and challenges
are the same for different industries and disciplines.

10.3 Future work

Evaluating architectural alternatives for deploying AI on the edge based on
the key factors involves experimenting with three architectural alternatives.
These are (a) Centralized architecture (b) Federated architecture and (c)
Decentralized architecture. These are validated against key factors i.e.,
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Mass customization, Scalability and Model Performance. This is a follow-
up study to the generic framework for deployingML/DLmodels developed
as part of the action research in one of the SC companies and validated in
other SC companies in previous sprints.
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