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      Here I make two points on hypothesis testing. The  p - value is the conditional probability of seeing 

the test statistic having realizations the same or more extreme from what already available data have 

shown, given the null hypothesis  H  0 . Since the word ‘conditional’ is often omitted in text books, many 

practitioners believe that the  p - value is just an unconditional probability, thus tend to misuse it. One 

may argue that if we obtain the correct  p - value often. Suppose we test if the mean of a normal popu-

lation, say,  μ  is positive with a sample of observations with size  n  from the population. For unknown 

population variance, the test statistic  T  calculated from the sample has a  t - distribution with degrees 

of freedom ( n −1) under  H0  . Therefore, the  p - value is  p = P{T ≥ to |H0 is true}   where  to   the observed 

test statistic value. One can make a reasonable argument that the  p - value that we calculate is often 

smaller than its true value for the application since, for example, we assume that our data are a random 

sample; our observed  p - value, 

     

So, in practice, we may be rejecting the null hypothesis more often than what it should have been. This 

means that we should inflate our calculated  p - value to a certain degree. 

 Second, consider a test (see Sprenger,  2013 ); out of 104,490,000 Bernoulli trials, 52,263,471 are 

successes and 52,226,529 are failures, therefore observed probability of success is 0.5001768. For 

testing if the true value of it is 0.5, we get a  p - value that is lower than 0.01. Therefore, it is rejected 

at 0.01. The standard error of the estimate of the probability of success is 0.00004891394 that is 

almost equal to its value under null hypothesis. For the purpose of deciding if the true probability of 

success is 0.5, do we need to do a hypothesis test, since the empirical estimate is almost the same as 

the test value, and the standard error of the estimate is practically zero? What is the purpose of doing 

a test under these circumstances? If we take that the standard error to be zero, then we should accept 

p̂=P{T≥ to and data are a random sample|H0 is true}

=P{data are a random sample}P{T≥ to|H0 is true}≤p.
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that the value of the estimate is 0.5. We do not need hypothesis tests to communicate the statistical 

result in this case. The hypothesis tests are only mathematically objective procedures that have no 

subjective opinions embedded in them. However, use of any statistical result is often subjective or 

contextual!  
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      The author replied later in writing, as follows: 

 I am gratified by this bounty of thought about my paper and my talk. I am also grateful to the 

 organizers of the meeting, who worked so hard to make it work in this time of remote communication, 

and to Philip Dawid and Frank Coolen for initiating the vote of thanks. 

 I offer special thanks to the discussants who had already contributed directly to the paper ' s ideas: 

Dawid, Vladimir (Volodya) Vovk and Peter Grünwald. Phil ' s work on probability forecasting in the 

1980s and 1990s, especially his prequential principle, was seminal, and he has been a constant pres-

ence in the further development of game-theoretic probability by Volodya and myself. Peter ' s work is 

a more recent influence, but the writing of the paper was spurred by his and my efforts to understand 

each other, and his comments on the paper mark the success of those efforts. 

 Thanks also to all the other discussants: old friends, new friends and others I hope to meet. My 

greatest delight is seeing a new generation of researchers who have been putting the ideas of my paper, 

sometimes differently named and motivated, to work. 

  Testing pundits and weather forecasters . As Tze Leung Lai and Anna Choi point out, betting scores 

are particularly relevant today, when so much attention is paid to time-varying probability forecasts for 

weather, elections and sports. Our weather forecasts change hourly. My paper assumes that only one 




