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Abstract—Gaussian Processes (GPs) have been widely used
in robotics as models, and more recently as key structures in
active learning algorithms, such as Bayesian optimization. GPs
consist of two main components: the mean function and the
kernel. Specifying a prior mean function has been a common
way to incorporate prior knowledge. When a prior mean function
could not be constructed manually, the next default has been to
incorporate prior (simulated) observations into a GP as ‘fake’
data. Then, this GP would be used to further learn from true
data on the target (real) domain. We argue that embedding prior
knowledge into GP kernels instead provides a more flexible way
to capture simulation-based information. We give examples of
recent works that demonstrate the wide applicability of such
kernel-centric treatment when using GPs as part of Bayesian
optimization. We also provide discussion that helps to build
intuition for why such ‘kernels as priors’ view is beneficial.

I. INTRODUCTION

Gaussian Processes (GPs) have been utilized in a variety
of robotics algorithms, e.g. motion planing [1], active percep-
tion [2], [3], manipulation [4], [5] and reinforcement learning
for control [6], [7], [8]. GPs have also been the top choice for
non-parametric models as part of active learning algorithms,
such as Bayesian optimization (BO). BO allows executing
a set of trials/trajectories and helps decide how to adjust
control parameters to improve performance with respect to
a given black-box cost. BO has been used for optimizing
controllers for a variety of hardware tasks, such as locomotion
for AIBO quadruped [9], snake [10], bipeds [11], as well as
manipulation tasks like grasping [12], [13], pushing [14]. BO
is particularly promising for Sim2Real, since it provides a data-
efficient way to learn from hardware trials. However, early
BO experiments on hardware mostly involved optimizing low-
dimensional controllers. To scale up, BO needs to incorporate
prior knowledge. We discuss two main paths for achieving this.
One way is to use hand-constructed prior mean functions or add
‘fake’ observations from simulation to shape the prior mean.
The other way is to build kernels from simulation that reshape
the search space of BO. In the following sections we first give
a brief explanation of the BO algorithm, then give examples
and analysis of approaches that incorporate simulation in the
mean- vs kernel-centric way. We conclude by giving intuition
as to why re-shaping the search space helps BO for Sim2Real.

II. BACKGROUND: GAUSSIAN PROCESSES IN BO
In BO, the problem of optimizing controllers is viewed as

finding controller parameters xxx∗ that optimize some objective
function f(xxx): f(xxx∗) = maxxxx f(xxx). At each optimization

trial BO optimizes an auxiliary ‘acquisition’ function to select
the next promising xxx to evaluate. f is commonly modeled
with a Gaussian process (GP): f(xxx) ∼ GP(m(xxx), k(xxxi,xxxj)).
Model prior/posterior of f with a GP gives a way to compute
posterior mean f̄(xxx) and variance/uncertainty V ar[f(xxx)] for
each candidate test point xxx. Hence, the acquisition function
can select points to balance high mean (exploitation) and high
uncertainty (exploration). The kernel function k(·, ·) encodes
similarity between inputs. If k(xxxi,xxxj) is large for inputs
xxxi,xxxj , then f(xxxi) strongly influences f(xxxj). One of the most
widely used kernel functions is the Squared Exponential (SE)
kernel: kSE(rrr ≡ |xxxi −xxxj |) = σ2

k exp
(
− 1

2rrr
T diag(`̀̀)−2rrr

)
,

where σ2
k, `̀̀ are signal variance and a vector of length

scales respectively. σ2
k, `̀̀ are called ‘hyperparameters’ and are

optimized automatically by maximizing marginal likelihood.
SE belongs to a broader class of Matérn kernels. These kernels
are stationary, since they depend on rrr≡xxxi−xxxj ∀xxxi,j , and not
on individual xxxi,xxxj . See [15] for details. Stationarity allows
avoiding commitment to domain-specific assumptions, which
helps generality, but can be detrimental do data efficiency.

III. INFORMING PRIOR MEAN VS KERNELS

Informing Prior Mean: A classic book on GPs for machine
learning [16] gives advice on shaping the prior mean function
(Section 2.7). It shows that incorporating a fixed deterministic
mean function is straightforward and also gives examples of
how to express a prior mean as a linear combination of a given
set of basis functions. This approach has been used as early as
1975, e.g. with polynomial features h(xxx) = (1,xxx,xxx2, ...) [17].

Modern approaches seek more flexibility. One direction is to
initialize GPs with points from simulated trials directly. This
can be formulated as a multi-fidelity problem, with different
fidelities for simulated vs real points [18], [19]. The main
issue is that one needs to carefully weigh the contributions
from simulated vs real trials, since ‘fake’ data from inaccurate
simulations can overwhelm the effects of the real data. This can
be done if simulation fidelity is known, but is more challenging
otherwise. Another issue arises if simulation is cheap and the
number of simulated/fake points is too large to be handled by
exact GPs. Sparse GPs can be used in such cases ([20], [21]
implement several versions), however this may cause loss in
precision due to approximate inference. In [22, Section 5.3] we
illustrate the effects of simulation fidelity on such ‘cost prior’
formed by adding 35K simulated points to a Sparse GP. We
use a high-fidelity simulator of a bipedal robot as a surrogate



for reality, and show results of BO with ‘cost priors’ from
3 levels of fidelity. For high and medium simulator fidelity
we observe significant gains over BO with zero-mean prior.
However, for low fidelity the result is worse than baseline BO.
Informing Kernels: [23] proposed to combine a simple ‘cost
prior’ with a kernel-centric method. They collected best
performing points in simulation and searched among these
points using a domain-specific behavior metric. Using the
metric was akin to defining a custom function to express
similarities between controllers i.e. a kernel function supported
on a limited set of points. They showed excellent results on
BO for hexapod recovering from hardware damage, but did not
investigate the effects of simulation fidelity. We adapted [23] to
bipedal locomotion and compared results when using 3 different
simulation fidelities [22, Section 5.3] (using simulator with the
highest fidelity as as surrogate for reality). For high and medium
fidelities we saw significant gains both with the original (‘cost
prior’+kernel) method and a kernel-only variant. With low
fidelity the gains were small. Moreover, the final performance
of the kernel-only variant was similar to the original method,
i.e. no further benefit from ‘cost prior’. The kernel in [23]
is constrained by the fact that only pre-selected points are
included. We showed that it was possible to significantly
strengthen a kernel-only approach. We achieved this by letting
all simulated points influence kernel similarities instead of
selecting an ‘elite’ subset, and by learning to dynamically adjust
to simulation-hardware mismatch. Our further experiments
in [22, Section 5.3] showed large improvements for BO even
with a kernel constructed using the low-fidelity simulator. The
benefits of kernel-based approaches can be extended even
further by decoupling the effects of simulation-based and
hardware-based kernels [24]. We investigated the effects of
degrading the kernels, until the quality was bad enough to cause
negative transfer. The approach in [24] was able to recover
and significantly outperform baseline BO even in this case.
These later experiments were conduced on hardware (ABB
Yumi robot performing task-oriented grasping).

To summarize: kernel-based approaches can offer robustness
against sim2real mismatch and can provide benefits even when
low-fidelity simulators are used to construct them. Kernel-
centric view is especially relevant for cross-task transfer and
lifelong learning, since kernel-based approaches can avoid
including any task- or cost-specific information. The learning
community expressed interest in the kernel-centric view, giving
significant attention to [25], [26]. However, originally these
approaches did not include a data-efficient way to handle large
sim2real mismatch. Our later work offered one solution with
increased modularity and data efficiency [27]. We hope to
motivate further interest in this area and inspire extensions to
kernel-centric sim2real approaches in various areas of robotics.

IV. PARAMETRIC VS INTRINSIC DIMENSIONALITY

We showed experimental evidence that kernel-centric ap-
proaches can be made data-efficient and robust to sim2real
mismatch. However, it might still seem puzzling as to why
shaping the search space with kernel-based methods can

yield ultra data-efficient search even with higher-dimensional
controllers (e.g. 30D+). Such puzzlement usually does not arise
when we think of ‘cost priors’, since it is easy to imagine that
we could sample a number of successful points in simulation.
When these points are added as ‘fake’ data they very clearly
re-shape the posterior mean, so we would likely sample close
to these successful points in the first few hardware trials. But in
the kernel-centric approaches it may seem that we are starting
from scratch. Here, we aim to give intuition regarding where
the benefits of kernel-centric approaches come from.

One easy case is a kernel that projects inputs xxx∈RN to a
low-dimensional space e.g. k(φ(xxx), φ(xxx′)), φ(xxx)∈Rn, n�N .
But what if we do not restrict dimensionality? To build intuition,
let’s look at a basic case without simulation or advanced
kernels. Consider objective/reward functions that come from
an arbitrary distribution (we maximize rewards instead of
minimizing costs). For BO in 30D we expect to need at least 60
trials to start seeing benefits. However, our reward landscapes
are not arbitrary: they come from real-world problems. While
robotics problems have a clear parametric dimensionality, their
intrinsic dimensionality is usually unknown and could be
much lower. The vision community has a similar concept:
‘a lower-dimensional manifold of real-world images’. Intrinsic
dimensionality of vision problems could be orders of magnitude
lower than parametric dimensionality expressed in pixel space.

Fig. 1: BO in 30D when
only 3 dimensions con-
tribute significantly.

Consider a 30D quadratic: f(xxx) =∑
i(xi+1)2, xxx∈R30, xi∈ [0, 1]. Even

on this simple f BO with SE kernel
gives only modest gains for the first
60 trials. Now consider fsm(·) such
that a large number of dimensions do
not contribute significantly: fsm(xxx)=∑3

i=1(xi+1)2 +0.001
∑30

i=4 xi. Fig. 1
shows that BO needs<15 trials.

Now consider a class of simulation-
informed kernels k(φsim(xxx), φsim(xxx′)), φsim(xxx)∈Rd, d≈N
or even d>N . With this, kernel similarities will be computed
in the space that only retains aspects relevant to simulation.
The aspects of behavior caused by controller xxx that do not
significantly influence φsim are discarded. We obtain a kind
of ‘compression’ that discards information not relevant to
simulation. Moreover, strong regularities might arise due to
simplifications imposed by simulation modeling limitations. To
view this as re-shaping of the search space: ‘discarding’ can
be seen as shrinking of parts of the search space. Instead of
using a small coefficient for irrelevant dimensions (e.g. as in
fsm), we take the perspective of shrinking irrelevant regions.

Overall, such cases can be viewed as potentially reducing
intrinsic dimensionality or complexity without reducing explicit
parametric dimensionality. This could also explain why we can
obtain significant benefits from highly imprecise simulations.
Imprecise simulations can point us in the right direction and
reduce the number of samples needed to discover potentially
good regions quickly. If care is taken to pay attention to
sim2real mismatch: we can exploit this initial boost, then
proceed further and rely more on the hardware data.
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