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The usage of conversational agents in domestic 
spaces is increasing every year and with this ethical 
issues that we have not anticipated will arise, both 
because these relationships are human-like and not 
human-like. 

This thesis shows that ethically responsible relations-
hips between humans and conversational agents 
in private contexts and domestic environments are 
much more than conversational design. This project 
is not primarily focussing on designing dialogues, 
words, and voices but takes a closer look at the 
qualities and values these relationships are based 
on. It is looking at how agents are staged, using 
design fiction as a methodlogy and medium to 
raise questions around the impacts of these relati-
onships. Furthermore, it is also pointing out some of 
the possible unintended consequences that could 
occur if these agents are staged, like personas 
with human-like features or if technology goes in 
between human-human relationships.

After multiple design explorations and realizing 
how complex human-agent and human-human re-

lationships are, I realized that the best way to make 
an impact was not to provide solutions on how 
ethically responsible relationships between humans 
and conversational agents should look like. 
Instead, I have created a set of fictional design ar-
tifacts in different future contexts. They aim to point 
out what designers who design for these relations-
hips need to tweak and pay attention to to create 
more ethically responsible futures. 

As I created these design fictions, I aimed to find a 
good balance between humor, provocation, and 
abstraction to leave room for people‘s imagination. 
In addition, I am hoping to provoke enough for my 
audience to feel triggered to raise even more re-
levant questions and point out further opportunities 
for other designers to build on my work. 

Finally, a fictional design organization was created, 
which I called “A(i)activists“. I see this as a space 
where the design fiction can live on and a great 
medium to communicate the project vision and mis-
sion and create a small place for ongoing debates 
and input from a diverse audience. 

ABSTRACT



11

 
 

CONTENT

INTRODUCTION

Introduction            14 
Background            15
Terminology and Definitions          16
Why 2050             17 
Opportunity           18 
Design Methodologies Used          19

APPENDICES

Thank you           116
Edition Notice          118
Declaration of Independence        119
Timeline           120
Budget Plan          122
Index           124

THE FINAL DESIGN SPACE
   
The Final Design Space                                60 
Setting the Basis for the Final Fictions         62
Sketching the Final Design Fictions         63

FINAL DESIGN OUTCOMES
   
Introduction             66
A Fictional Organisation          66
The Final Design Fictions        70 
Target Audience         70
The First Artifact         72
The Second Artifact         78
The Third Artifact         86
The Fourth Artifact         94
Placement of Artifacts in Design Space     106
Reflection on the Thesis                     108

RESEARCH

Introduction          23
Past and Present          24 
Future Trends and Possible Evolution        25
People‘s Fears and Wishes         26
Roles, Purpose and Values          30
Human-like vs. Tool          32
Shaping Values and Behavior          36
Designing for the Future          38
Opportunity Areas          39

EXPLORING THE DESIGN SPACE

Creating Polarities out of the Four Fears         42
A Look into the Future            44
Prototyping the Design Explorations          46
Getting People in the Future Mood             52
Reflecting on the Design Explorations          55
Setting a Focus            56

01 02 03

0604 05

OVERVIEW



13

 
 

Expedi con exceatur maximus, ut moluptatio con plia aut omnisi aut mint volore, ut que nulpa sitiis 
in corporum fugiae saecaer erferfera cusam unt.
Atem cum aut rem none nia pratus aperit maximet volores tibusdae. Itas et exceris exces apit hic 
tectemp erempor ectem. Uga. Mi, sit essitior as dignihit porecatur, aboreprepro eum quamet 
evendam voluptate parum que voloreius.
Atio. Nem antur, experei ctemporat lab im facid magnis culla aut audaepelenia a nonsecatur, 
optatiatur ab ipsant officto que odigni unt laceati oditatemquae apictor iberem fugitas ut esto 
mi, velique erum rem dolupit emporrum eos magnatis autem eum quid ut pos ut la voluptatus as 
aliquoditat volla vero omnis di vent is maion porum quissitam iliciumque nimpell utaecatum nis na-
musa derrum quam si que pore volore ni a vento est et aceri id quam, simincto quia dolut ium quia 
aut lam, occaborem

INTRODUCTION

01
DESIGNING FOR HUMAN-AGENT RELATIONSHIPS 

Introduction              14 
Background              15
Terminology and Definitions          16
Why 2050             17
Opportunity             18 
Design Methodologies Used          19 



1514    Introduction

INTRODUCTION
MOTIVATION AND RESEARCH QUESTION

BACKGROUND
OF HUMAN-CONVERSATIONAL AGENT RELATIONSHIPS

The technological state of the art, as well as obser-
ving modern society indicates that more and more 
people decide to make use of conversational agents 
in their daily life.  (Blay Whitby, 2008). Forecasts 
suggest that by 2024, the number of digital voice as-
sistants will reach 8.4 billion units – a number higher 
than the world’s population (Arne Holst, 2021). 
Striving for some sort of assistance or coping with a 
continuously accelerating and distracting world, the-
se agents have tremendous benefits to offer huma-
nity (Blay Whitby, 2008) and can help humans with 
a number of tasks. Different sources show that these 
tasks can vary from currently very simple tasks, such 
as helping to schedule events, sending messages, 
playing some music and answering simple ques-
tions (Freund, et al. 2001; Stucke & Ezrachi 2016; 
Tractica 2016), to increasingly complexer tasks, such 
as telling customised stories to children (Adam & 
Cavedon 2015) or planning activities aiming to build 
long-term relationship with users (Coon et al. 2013). 
However, with increasing usage and extended 
complexity of tasks, ethical issues that we have not 
anticipated will arise, both because these relations-
hips are human-like and not human-like. 
Moore and Saarem point out in their papers, that 
even if these agents do not visually seem like a 
human but only use natural human language, that this 
can already change people‘s perception, behavi-

our and expectations towards these agents, even 
though humans know that they are interacting with 
a machine. (Roger K. Moore, 2016; Anne Cathrine 
Saarem, 2016)
Conversational agents are an extremely novel tech-
nology and just like human-human relationships hu-
man-agent relationships need boundaries. Therefore, 
the industry, the designers and trainers need to be 
aware of the issues that come with this technology 
and play a role in promoting legislation that ensures 
the necessary amount of ethical responsibility while 
not unnecessarily restricting the technology (Blay 
Whitby, 2008).
In their paper “The ethics of designing artificial 
agents“, Grodzinsky, Miller and Wolf (2008) give 
us a discourse on the responsiblity we as designers 
have when designing for conversational agents, by 
mapping out the different levels of autonomy agents 
can have and what consequences they may have 
(Grodzinsky, Miller and Wolf, 2008).
Finally, they are coming to the conclusion that even if 
conversational agents, that are cabable of learning, 
modifying themselves and having some level of 
intentionality and therefore one day have some level 
of responsibility, that this by does not mean that the 
humans that design them have less, or even different 
responsibility.

Conversational agents enjoy increasing use in 
homes and domestic environments - everyone 
can probably name examples in friend and 
family circles. However, one can observe divided 
opinions among different generations and those 
from different cultural backgrounds about why they 
would or would not like to implement such techno-
logies in their private lives and homes. 

The above sparked my interest - I quickly realized 
a difference in opinions based on how educated 
people are around AI-based technologies and 
have lived and experienced countries based on 
people‘s cultural backgrounds.
I was always curious to see how these hu-
man-agent relationships affect interactions with 
technology in our homes and influence social 
interactions between humans. Furthermore, I was 
especially interested in the conversational design, 
words, and dialogues and the qualities and values 
these relationships are based on, motivating me to 
choose this technology as my thesis topic. What 
issues may arise - and what are the unintended 
consequences that may occur from these relations-
hips?

My aim with this thesis was to find opportunities that 
raise awareness and start relevant conversations. 
In addition, I wanted to provide the industry with 
a collection of artifacts as triggers for debates to 
reflect on what qualities and features we as desig-
ners need to pay attention to design for conversati-
onal agents responsibly. 

I believe looking at and addressing ethical issues is 
now more than ever crucial to prevent unintended 
consequences and create desired impacts before 
these products are launched and reach the broad 
mass, as it is predicted that these conversational 
agents will increasingly enter domestic spaces 
and intimate roles in the near future (Blay Whitby, 
2008). 

For me, ethically responsible means that technolo-
gy respects and acts based on human values, not 
going in between human-human relationships. 

In this thesis, I investigate the following research 
question:
How might we ensure a future with ethi-
cally responsible relationships between 
humans and conversational agents?
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One of the first things I did when kicking off my rese-
arch phase was to look at the actual terminology I was 
using. 
At the beginning of my thesis, I caught myself using 
various different terms next to my initial thesis title term 
“conversational agents “. I called them digital personal 
assistants, digital voice assistants, or intelligent personal 
assistants because I felt these would be terms that 
people could understand better. However, I started 
to question myself what I and others were expressing 
when using or including terms like “intelligent”, “voice”, 
“personal”, or “assistant”. Talking to experts, I learned 
that even in the industry it was an ongoing debate, 
to which no one had a clear answer yet. Therefore 
I started to rule out certain terminologies myself due 
to the following reasons: I eliminated using the term 
“intelligence” because currently, we only consider a 
goal-based approach to measuring intelligence. We 
do not take into account the characteristic that separa-
tes humans from machines: self-awareness.
Moreover, as long as we continue to separate the 
mind from the brain, we may never attain the realisation 
of actual intelligence in machines. I moved away from 
using “assistant” because it already gave the agent a 
role in the human-agent relationship that I had not fully 
explored and defined. I wanted to leave room for 
more exploration around this role, trying to figure out if 
it could maybe be more of a tool, friend, companion, 

or even family member rather than an “assistant “. I 
moved away from “personal” - because it already 
made a statement around the ownership. Maybe these 
agents might not be something personal, but rather 
something shared or family-owned in the future. 
I moved away from “voice” because this was already 
referring to the way we interact with the agents, 
assuming that by 2050 these conversations would be 
multimodal and go far beyond voice input and output, 
possibly including other means of interaction. ‘Conver-
sational agents’ seemed like a pretty nerdy termino-
logy, which additionally needs some explanation, 
especially when talking to people outside the industry. 
Nevertheless, it was finally the least questionable term 
to use for now, while continuously keeping an open 
mind to come up with a different, possibly more suitab-
le term as I was progressing with my thesis. In this thesis, 
I am talking about an artificial, digital non-human entity 
that takes an active role in a human’s life when referring 
to a conversational agent. What role this could be 
will continuously be explored during this thesis. From 
a more technical perspective, a conversational agent 
is a dialogue system that not only conducts natural 
language processing but also responds automatically 
using human language. 
The dialogue system can also read from (input channel) 
and respond with (output channel) speech, graphics, 
virtual gesture, or haptic-assisted physical gestures.

16    Introduction

TERMINOLOGY AND DEFINITIONS
WHAT I MEAN BY CONVERSATIONAL AGENTS

WHY 2050 
LOOKING 30 YEARS INTO THE FUTURE

The motivation to use the year 2050 as a method 
in my research and ideation arose from the thinking 
that this could support people to think outside of 
the box and beyond today‘s experiences. I was 
looking for a number far enough in the future to 
lose track of the threads, to emphasize that the aim 
is not to design the next generation of an Amazon 
Echo or Google Home but to look much further 
ahead than those. I want to expand my portfolio 
work through a speculative design piece much 
further into the future than I have done in any of my 
previous work.
I was looking forward to challenging myself, 
knowing that it would not be easy to work on 
something where it is impossible to predict how our 
future world and our relationship with technology 
will look like. 
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Although most designers have the intention to make 
a positive impact, most of the design solutions do not 
address the wicked problems we are facing in society. 
Instead, these product experiences are based on biased 
databases which are created and trained behind closed 
doors by white male designers and engineers, creating 
a dangerous downward spiral of experiences and 
products that are excluding wide parts of our society and 
are therefore automatically only available and provide 
a positive user experience for the privileged part of our 
society (Negron, 2016).
These products turn people into more practical and 
efficient beings, users of smart things. However, Amazon 
Echo or Google Home, which are sold for tempting 
offers and attractive prices, let users forget that they are 
paying a much higher price - their very confidential data 
recorded in their intimate domestic spaces being used for 
commercial purposes. 
Using these agents, users often relinquish their own iden-
tify without really understanding what they are relinquis-
hing it to (Chance, 2020).

I believe it is our responsibility as designers to shift our fo-
cus towards the problems that are a serious threat to our 
society. I refer to disregarding human values and qualities 
such as empathy, intuition, trust, reliability, care, growth, 
compassion, and responsibility. Instead, we should 
support and enhance human-to-human connections 

and create more purposeful relationships with agents 
that support and enhance human-to-human relationships 
rather than distance us from one and another. 
This is the space that I am trying to investigate and tap into 
with my thesis project. 

The goal is to create a set of fictional design scenarios 
in the years leading up to the year 2050 that exemplify 
how important it is that designers and those that are 
curious pay attention to the values mentioned above, 
qualities, aspects, and features that are crucial when 
designing for these relationships, to protect our human 
values. The aim is to raise awareness and start debates 
before the industry launches more of these conversational 
agents to the broad mass before they cause harm and 
unintended consequences. 
I hope that I will make a small but hopefully significant 
contribution through these debates and help designers 
reflect on how to design more ethically responsible for 
future relationships between humans and agents. 
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OPPORTUNITY
WHERE I SAW OPPORTUNITIES TO MAKE A CONTRIBUTION

DESIGN METHODOLOGIES USED
PROCESS STEPS FROM START TO FINISH

I kicked off the project with desk research covering 
various aspects, reading research papers, and 
watching sci-fi movies. I sent out three questionnai-
res to learn more about people‘s fears, wishes, 
and expectations regarding human-conversatio-
nal agent relationships in the year 2050, which I 
then used as a first basis to engage with over 20 
experts of different disciplines. I talked to designers, 
who currently create conversational agents, AI and 
ethics specialists, researchers, lecturers, authors of 
relevant literature, and data scientists. Together with 
them, I mapped out different opportunities in the 
field of human-conversational agent relationships. 

Besides that, I also engaged with several non-ex-
perts, running a future world-building workshop 
around how they imagine a future between humans 
and conversational agents in 2050 would look 
like. 

Overall, I had many fruitful brainstorming sessions 
with various, different people. I provoked all sides - 
the designers, the non-designers, communities, and 
myself - bringing up many new perspectives about 
my opportunity areas.

Due to the complexity of the topic, I expected this 
thesis to become heavy on the theory side and all 

the aspects that play into human-conversational 
agent relationships. I tried to counter this complexity 
by applying the theory, interview outcomes, and 
workshop insights by building many low-fi fictional 
and provocative prototypes over which I had many 
discussions with a diverse audience. Provocative 
prototypes turned out to be an amazing way to 
gain much knowledge about the subject, and 
refined the opportunities. These conversations 
continuously gave me new insights and raised even 
more relevant questions that I then implemented in 
my iterations, which lead to my chosen direction 
and the final four fictional design artifacts and the 
stories around them.
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INTRODUCTION
UNDERSTANDING HUMAN-CONVERSATIONAL AGENT RELATIONSHIPS

During my research phase, I have done literature 
studies, sent out three questionnaires, watched 
several sci-fi movies, and interviewed 20 people, 
of which most of them were experts. 

To get a good variety of insights and diverse 
perspectives, I chose to interview experts in data 
science, AI and Ethics, and designers with a focus 
on conversational agents/ digital voice assistants 
and design fiction experts. Furthermore, I made sure 
to interview experts from both academia and the 
industry to get both perspectives on my thesis topic, 
as I was aware that both parties might be biased 
in their own way and have different motives and 
motivators. 

In the following chapters, I discuss my findings ba-
sed on topics that have emerged from my research 
and in each elaborating which kind of research 
activities I did to look at each of them. 

RESEARCH QUESTION 

How might we ensure a future 
with ethically responsible 

relationships between humans 
and conversational agents?

WHAT ARE THE QUALITIES AND FEATURES OF THESE RELA-
TIOASHIPS DESIGNERS NEED TO PAY ATTENTION TO WHEN 

DESIGNING FOR THEM?
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PAST AND PRESENT
THE HISTORY OF CONVERSATIONAL AGENTS

FUTURE TRENDS AND POSSIBLE EVOLUTION
DESK RESEARCH AND EXPERT INTERVIEWS ABOUT WHERE AGENTS MIGHT LIVE

What is next? The smart speaker revolution will play 
out over several years. However, as Ava Mutschler 
writes on voicebot.ai we expect that to morph into 
an ambient voice revolution where small, inde-
pendent devices do not constrain voice assistants. 
Instead, voice assistants will be embedded in the 
environments we inhabit as well as in our bodies. 

As Alexandra Ma describes in her business insider 
article, already in 2018 we could see first impli-
cations of technology being embodied, as trends 
show in Sweden, where about 3000 plus peo-

ple have gotten a microchip implanted into their 
bodies to simplify some tasks such as entering their 
company without a key card to just name one of 
the examples. 

Based on these trends, combined with some 
insights I gained from talking to some industry ex-
perts, I then created a fictional timeline of how the 
future of conversational agents could evolve from 
now until 2050.

It is not easy to summarize the rise of conversational 
agents as a whole as more and more conversa-
tional agents have entered the market over the 
last few years. In this chapter, I would like to give 
insights into just a few key milestones from the past 
until today, with a primary focus on the domestic 
space. It is quickly noticeable that from when it all 
started around 1960 to now, the evolution was 
relatively slow until around 2011 when Siri was 
launched from which year on almost every year at 
least one and starting in 2015 even multiple new 
launches of various companies were happening. 

Many believe, that it all started with the launch of 
Amazon Echo. However actually, IBM was the first 
to introduce something called the Shoebox device 
in 1960, a straightforward and primitive machine 
that only understood 16 words and nine digits. 

Next, fast forward almost 30 years in 1996 to 
Microsoft’s text-based virtual assistant, ‘Clippy’ - an 
agent I believe my generation may be the last to 
remember. Clippy showed us how natural langua-
ge in a text could be tracked, interpreted, and used 
as the basis for interactive feedback.

A significant milestone of the private use of conver-
sational agents in people’s everyday lives was the 

launch of Siri in October 2011, which reached a 
great audience since it was built into the wides-
pread iPhones of Apple. Soon agents such as 
Google Now and Microsoft’s Cortana followed.

The probably biggest milestone in the history of 
conversational agents in the domestic space was 
2014 when Amazon introduced the Amazon Echo 
smart speaker with the Alexa voice assistant built-in. 

At this point, the number of milestones increased 
significantly. 2015 Microsoft launched Cortana on 
Windows 10 desktops and mobile devices. 2016 
Amazon adds more Echo devices to its family, and 
Google introduces Google Assistant. Later in the 
year, Google launches the Google Home smart 
speaker. 2017 was the year where Alexa’s skills 
surpassed 10.000 in the US, and Google Home 
could recognize up to 6 different voices. The same 
year Harman Kardon revealed a new speaker with 
Cortana integrated, and Apple introduced and 
launched the HomePod. The same year, Amazon 
moved away from these agents just being integ-
rated with smart speakers and added a screen to 
the speakers in the Amazon Echo Show (Mutschler, 
2017).

Fictional timeline of how the future of conversational agents could evolve from now until 2050
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PEOPLE‘S FEARS AND WISHES
INSIGHTS FROM QUESTIONNAIRES AND INTERVIEWS

To kick off the research phase, I sent out a few 
questionnaires to get an overview of the design 
opportunities around human-conversational agent 
relationships. I tried to reach as broad an audience 
as possible, trying to get first diverse insights around 
the topic. 

The most insightful questionnaire has been called: 
“Let us talk about: Relationships between Humans 
and Conversational Agents in the year 2050“, in 
which I had asked people to share their fears and 
wishes around future relationships between humans 
and conversational agents. 

Besides the questionnaire answers, I had also 
asked every interviewee, regardless of expert or 
non-expert, this same question: 
“What are your biggest fears and wishes for future 
relationships between humans and conversational 
agents in the year 2050?“ 

From the questionnaire, I received a total of 109 
responses, and from 1:1 conversations, I received 
answers from around 20 people. 

What I learned
The goal of the questionnaire was to get a first 
glimpse of how people prefer the future to be and 
what they hope will not happen. The answers sho-
wed that many people have similar concerns, fears, 
and wishes. Overall it was visible that the results 
were divided 50:50 between skeptical, concerned 
people and the other half being excited, curious, 
supportive, and less concerned about the future. 
In the following paragraphs, I only go into depth 
on the insights and findings relevant for further steps 
of this project. 

First insight
It was obvious that people wish for a future in 
which there is a strong focus on human connec-
tions rather than human technology connections. 
This was visible in the wishes as well in the fear 
that people were scared that technology will go 
in-between humans.

“I expect and hope that such relation 
ships enhance and support human-hu-
man relationships rather than replace 
them.“ - survey participant 1

“We would lose the interaction with 
other humans because we would rely 
on artificial intelligence to fulfil our 
needs.” - survey participant 2

“Agents should do the nasty work. Hu-
mans the beauty of interaction.” 
- survey participant 3

 

Second insight
People like to remain in full control, have the power 
over the technology and have the role of the final 
decision-maker. 

”Giving power back to the people.” 
- survey participant 4

 

Third insight 
People are concerned about whom the agents are 
serving, wondering if all their data is stored and 
sold for commercial or government purposes. 

“Let’s just imagine someone plans to 
commit a crime and an agent hears 
about it … does the agent report the 
human to the police or government or 
does the agent only serve the human?” 
- anonymous expert

“That ‘someone‘ has control over ALL of 
your data and that there is data about 
EVERYTHING.“ - survey participant 5

Fourth insight
People are afraid to lose the connection to their 
body and mind, becoming increasingly lazy and 
disconnected as they outsource too many tasks, a 
human could do themselves, to their agents. 

“Our own bodies will be almost obso-
lete. Overall mental health will plummet 
as we neglect the connection between 
the body and the mind.” - survey participant 6

“How comfortable and convenient 
does life have to be?” - survey participant 7
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Fifth insight
People have certain expectations of the agent‘s be-
havior if they would have a relationship with them. 
The majority of people desire to be challenged 
rather than comforted. They describe it as a positive 
relationship quality to not be kept in their bubble 
but experience some positive friction as one would 
in an honest human-to-human relationship. 

“If it knows how to challenge me, it‘s 
a real assistant - if it tries to build and 
keep me in a bubble it‘s not.” 
- survey participant 8

“the AI only pushed looking back, 
rather than forward. It re-inforces 
routines, rather than inspire alternative 
routes“ - survey participant 9

Sixth insight
The two values and qualities of a relationship men-
tioned most in almost every interview and various 
times in the questionnaire were that an excellent 
human-agent relationship needs trust and transpa-
rency. Some people even claimed that for them, 
trust comes with full transparency. 

“How might we build trust, that the 
intentions and boundaries of the agents 
are in line with ours, our values and our 
identity?” - anonymous expert

Seventh insight
The last but very significant insight is that people are 
afraid that humanity might forget as we strengthen 
human-conversational agent relationships what it 
means to be human, to be alive.

”That we become even more codepen-
dent, and lose ourselves as humans.” 

- anonymous expert

“That we will essentially de-commission 
all the things that make life invigorating 
and exciting — the thrill of talking to a 
new person, the feel of soil in your hands, 

the way dough feels when you‘re kneading 
bread, the way sorrow gives us depth and 
perspective. We think of these things as in-
convenient, uncomfortable, or outdated, 

but I think it‘s what makes us feel alive — 
to be connected to the world 

and one another.” 

FEAR OF A
SURVEY PARTICIPANT

7TH INSIGHT
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emotionally compromised, nor her role and values 
as a mother could be questioned. 

Furthermore, I had a conversation with Elizabeth M. 
Adams, an essential constituent of roundtable 3C 
on AI and Stanford university fellow on race and 
technology. She claims that by 2050 it will not be 
so much about the ethics in relationships anymore, 
nor can we see ethics as a separate thing, but it will 
be more about the purpose of these relationships, 
which will include addressing ethical issues. 
Elizabeth and also a few of my questionnaire 
participants believe that in the future, humans and 
conversational agents might not be separate enti-
ties anymore but that humans will be digital in some 
or another way. Furthermore, that now is the critical 
time to think about how we want this relationship 
and technology to work—claiming that we are now 
creating how it will interact with us and work for us. 
We cannot think of it as separate anymore. It will 
become a part of us in the future. “ 

Finally, a wish that one of my questionnaire partici-
pants brought up for the future, which was that they 
hope that we would have stopped referring to them 
as “assistants“ because, according to them, they 
are more than that today already. 
This wish was somewhat in line with my decision 

why I decided not to call them digital assistants but 
instead decided to call them conversational agents 
in this thesis. Moreover, I did not want to add to the 
whole gender stereotype issue of calling them “as-
sistants“ while currently staged as female personas. 
Wondering if in the future these relationships 
between humans and conversational agents will 
remain in the agents being submissive to humans, 
pleasing and comforting them, always being polite 
and assisting? Or if we should strive for a future 
where these agents will be a bit more equal to hu-
mans, challenging them and defending themselves 
if poorly treated?

ROLES, PURPOSE AND VALUES
INSIGHTS FROM QUESTIONNAIRES, INTERVIEWS AND PODCASTS

Throughout my research around the roles and pur-
poses of conversational agents in the future, I was 
recommended the podcast by Lex Fridman. Frid-
man interviewed Rosalind Picard, a professor for 
affective computing research at the MIT media lab, 
who says that she hopes that we will be using this 
AI-driven technology to extend our intelligence and 
capability as humans in the future. (Lex Fridman’s 
Podcast in the episode from the 17. Jube 2019). This 
statement captures well what I have been seeing 
and learning in many of my expert interviews and 
questionnaire answers.

People hope that these assistants will support them 
with tasks such as extending their memory, help 
them reach goals, supporting them with positive 
behavioral change, keeping up their motivati-
on, and supporting them with their physical and 
mental health. However, while people hope for the 
previously mentioned support, they still emphasize 
that these technologies should not interfere with the 
humans’ needs to maintain a healthy awareness, 
intuition, and care while not losing their capability 
to live an independent life. 
The majority would claim that they are happy to 
outsource tasks as long as it is for the right reasons, 
such as giving them more time to spend with loved 
ones or if it helps them to make more time to take 

care of more important things.

Regarding the outsourcing of tasks, I had an 
exciting conversation with an editorial writer for 
conversational agents, who at the same time is a 
single mother of two children who wants to stay 
anonymous.
She raised some concerns and relevant questions 
about what it means to outsource tasks to conver-
sational agents. 
One question she raised was around where the line 
is between outsourcing tasks and relinquishing your 
own identity. Moreover, if you relinquish your iden-
tity, she believes it is essential that we know and 
have enough transparency to understand whom 
we are relinquishing it to and who is behind all of it. 
Even though she is designing such conversational 
agents, she still has skepticism about putting faith 
and trust in another entity to fill the role that she 
thinks it is hers to fill. She considers it questionable 
if a conversational agent would fulfill tasks with the 
same values as she would do herself in that role. 
Talking in the name of single mothers, she said 
some support would be great. However, she and 
another single mother I interviewed claimed that 
“you cannot think of everything when you are 
alone“. Nevertheless, right now, she could only 
imagine outsourcing tasks, where no one would be 
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HUMAN-LIKE VS. TOOL 
WHY WE HAVE TO QUESTION HUMAN-LIKE FEATURES AND QUALITIES

cial information processing (Genschow O, Klomfar 
S, d’Haene I, Brass M, 2018).
Which was verified during one of my conversation 
with an AI & Ethics expert from the industry, who 
claims that humans might start doing the same with 
human-like conversational agents. Mimicing inter-
actions with these agents and projecting them onto 
human to human relationships. 
Olya Kudina, who is a researcher at the TU Delft 
gives great insights that this assumption is actually 
already coming true in a youtube video called 
“Hey Siri, why are my kids screaming at you?“
She talks about how she whitnessed the following 
situation at her friends place where a father is 
frustrated with his interaction and response from the 
voice assistant Alexa calling her „stupid“. Just minu-
tes later his little daughter is saying „Alexa stupid“. 

This behavior is a great bridge into the next topic I 
would like to touch upon - The abuse of human-like 
entities. 
Blay Whitby is asking designers of conversational 
agents to take a stance on at least three specific 
questions. 
„Firstly is it acceptable to treat artefacts – particu-
larly human-like artefacts – in ways that we would 
consider it morally unacceptable to treat humans? 
Second, if so, just how much sexual or violent ‘ab-

use’ of an artificial agent should we allow before 
we censure the behaviour of the abuser? Thirdly 
is it ethical for designers to attempt to ‘design out’ 
abusive behaviour by users?
I will go more into depth on how current conversa-
tional agents react upon these behaviors in the next 
chapter. 

“If you give them a persona people 
will start abusing them they are like a 
punching bag that doesn’t punch back 
if you treat it bad” - anonymous expert

Inner circle -  
How many people or entities can we 
care about and should we allow for 
conversational agents to replace one of 
them?
According to Robin Dunbar‘s research, who is a 
British anthropologist, the inner circle of a human is 
about five people deep (Ro, 2019). This is import-
ant, because in my conversation with an AI & Ethics 
specialist he made a point, that an artificial agent 
should not take up the space of one of those hum-
ans we could otherwise care about, since its a very 
small number already.

Numerious scientific studies such as the one 
from Moore and Saarem, have discussed what 
consequences staging conversational agents like 
personas and, or giving them human-like features 
and qualities, has on humans using them. 
In this chapter I will only discuss a tiny fraction of 
the topic, while I am well aware that there is much, 
much more to it. I will capture what I feel is relevant 
to the scope of this project, knowing that its a deli-
cated and greatly discussed topic with many more 
perspectives to it (Roger K. Moore, 2016; Anne 
Cathrine Saarem, 2016). 
I will also mention that there may be some benefi-
cial aspects about the human-likeness, which is all 
highly dependent on the context, I want to focus 
on those aspects where it does far more harm than 
any good in many contexts. 
In the following paragraphs I will briefly touch 
up on a few topics that came up in my research, 
during expert interviews and that are relevant for 
the further development of my project. 

A missmatch between the capabilities 
and the expectations 
An often discussed point is that by giving conversa-
tional agents human-like qualities and features it is 
creating unmet expectations about the capabilities 
of the agents. This may not all be a design question 

but also due to technological shortcomings, but it 
nevertheless will enforce stereotypes and affect 
real humans in negative ways (Roger K. Moore, 
2016; Anne Cathrine Saarem, 2016). 
The first questions I will be raising around this topic 
is, no matter if it is unintended and is currently still 
based on technological shortcomings, should 
we even aim to create agents with human-like 
features? Or is this just causing harm, by leading 
to frustration, abuse and maybe even to too strong 
connections that could maybe even trigger a fee-
ling of loss or depression as such relationships may 
also come to an end one day. 

In a conversation that I had with an AI & Ethics ex-
pert from the industry he shared, that their research 
has shown that often it is all about the concept 
of deception, the willfulness and the consent of 
the deception, knowing that one is talking to a 
human-like entitiy that is not actually a human.

Mimicing what we see and hear around 
us
In the same conversation with the AI & Ethics expert 
we talked about how interaction with human-like 
entitites can shape our behavior. 
It is widely know that humans frequently imitate 
each other in social situation, which is linked to so-
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I would agree with this with the exception, that 
this might not be true if a human has not access or 
possibilities to form any healthy relationship with 
any other humans. But in this project I do not want 
to elaborate this point further as it would exceed 
the project scope. 
But by staging conversational agents as perso-
nas and leaving out all negative aspects about 
human-likeness such as defence mechanism, argu-
ments, challenging or hurting each other this may 
have severe consequences. Such as the risk that a 
lot of people have pointed out in my questionnaire 
as well as Blay Whitsy in his paper is, that there is 
a possibility that these human-like conversational 
agents could become so much more well-suited 
to their owners‘ affective tendencies that humans 
would wish to spend more time with them and less 
in human society. 

Who has to take responsibility for agents 
actions
And last but not least there is yet another question 
around responsibility, that is widely discussed in 
several papers such as by Frances S. Grodzinsky, 
Keith W. Miller and Marty J. Wolf in their paper 
„The ethics of designing artificial agents“ as well 
as the important paper „Autonomous Agents“ by 
Floridi and Sanders. The papers are discussing 

who should be held responsible if conversational 
agents that are based on AI technology have the 
ability and potential to move quite far from their 
original design, and from the control of the humans 
that designed them.  Frances S. Grodzinsky, Keith 
W. Miller and Marty J. Wolf come to the conclu-
sion that they may not have the final answer to this 
matter but note that an issue that is to be taken very 
serious with respect to the conversational agents is 
to what extend these agents themselves are alike 
and different from human moral agents with respect 
to moral agency. They claim that the designers 
will continue to bear the responsibility, so do the 
humans who buy and deploy those agents. Finally 
they say even if we come to a point where we will 
assign some of the responsiblity to conversational 
agents, that this would not mean the designers have 
less or even different responsibility. 

Final thoughts
Taking all of these aspects and unintended con-
sequences into consideration I have to agree with 
one of my annonymous AI & Ethics specialists that 
I interviewed, who claimed that the core design 
flaw in conversational agent design is staging them 
as peronas not primarily the relationship not the 
conversational design. The conclusion of this would 
be to look at how we can clearly define and 

design these conversational agents as tools rather 
than personas. 

“The core de
sign flaw is staging it as a person not 
the relationship not the conversational 
design.[...] people are like design re-
spectful experiences … no no no don’t 
stage it as a person…” 
- Anonymous AI & Ethics Specialist 

As a result of this research I have together with 
experts from the industry created a small list of what 
are qualities and features that are typical human-li-
ke and what is typical tool like:

List of values defining what is typical human-like vs. typical tool like
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HOW TECHNOLGOY SHAPES OUR VALUES AND BEHAVIOR
WHERE RESPONSIBILITIES LIE, WHEN DESIGNING FOR THESE RELATIONSHIPS

Throughout my desk research, through answers to 
my questionnaires and the interviews with experts I 
have learned how significantly technology helps to 
shape our values, behavior and that mainly becau-
se technology is never neutral. 

How we interact with our machines 
influences how we behave with each 
other, yet we have little influence over 
how our machines engage with us. 
- survey participant 10

Olya Kudina, who is a researcher at the TU Delft 
gives a great summary of some of the issues, 
and how technology helps shape our values in a 
youtube video called “Hey Siri, why are my kids 
screaming at you?“. She points out that these con-
versational technologies for example enable rude 
communication and promote gender stereotypes. 

In my conversation with Josh Lovejoy, who is in 
the AI & Ethics team at Microsoft I saw a similar 
pattern of topics, where he points out that he finds 
is highly critical to stage conversational agents as 
personas in the first place, giving them personalities 
with genders and calling them, such as Alexa with 
the pronoun “she“. One of the problems he sees is 
that we as humans mimic what we see and hear 

around us and project these behaviors onto our 
relationships with real humans. 

The webpage “QUARTZ- qz.com“ made a great 
analysis how conversational agents today, such as 
Siri, Alexa, Google Home and Cortana stand up 
to sexual harassment. The result shows that most of 
the conversational agents react in gratitude and 
avoidance to insults, making these agents both 
polite and punching bags and assistants. They also 
point out that yet again women are made into 
servants again, except that this time they are digital 
entitites (Fessler, 2017).

“The bots’ primary responses to direct insults, 
especially those of a sexual nature, are gratitude 
and avoidance, effectively making them both polite 
punching bags and assistants.“ 

And finally Blay Whitby is asking a trivial question 
in his paper “Sometimes its hard to be a robot - a 
call for aciton on the ethics of abusing artificial 
agents“ (2008):  “Is it acceptable to treat artefacts 
- particularly humna-like artefacts - in ways that 
we could consider it morally unacceptable to treat 
humans?“

I would say its definitely not! Nevertheless since 

we cannot always control how people will talk to 
their conversational agents we as designers could 
at least work on how they respond to how we talk 
to them! 
Therefore with all these fact comes great respon-
sibility for those, who design technology such as 
conversational agents. 

“Why do we want this artificial world 
-  it’s like we totally forget to care for 
people around us. My fear is that we 
are trying to establish that the artificial 
is equal to man, when in my opinion it 
will never be. Would we in 2050 start 
designing systems to strengthen human 
relationships because of this?“
-survey participant 11

And finally I had another interesting conversati-
on about the way the industry currently develops 
technology. I talked to an editoral content writer of 
conversational agents who gave me some insights 
into the downsides of the current development and 
launch of these technologies. Looking at the con-
sequences that may occur as these conversational 
agent become more and more like companions on 
different level to humans. 

She points out, that she thinks that with designing for 
any kind of companionship, there comes a lot of 
psychological responsibility, and a risk of unitentio-
nal exploitation, which currently often goes unexa-
mined in the development. She openly shared that 
even in the industry they are still struggling to find 
a good way to examine what kind of unintended 
consqeucens could occur as they launch and put 
these agents into uncontrolled settings. 
Pointing out that she does not believe that just ship-
ping these agents, seeing what happens and only 
reacting up on it when harm has already been done 
in a next iteration is not the right way to develop 
these entities. 
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OPPORTUNITY AREAS
MAPPING THE LANDSCAPE

Taking my research insights, I tried identifyig pat-
terns and mapping out the landscape of opportuni-
ty areas in the conversational agent space. Doing 
this, I started to see four main areas that really 
caught my interest, which were mainly based on 4 
fears that I saw being a pattern in my questionnaire 
answer, expert and user interviews. 

The first fear is, that people are scared that the 
relationship between a human and an agent will 
replace the relationships to a human or distance 
us more and more from other humans. Therefore I 
called this design opportunity „Inner circle“, provo-
king the thought of who, should be part of humans 
inner circle of people we can care about, if agents 
should replace one of the few people a human can 
deeply care about. 

The second fear is, that people are scared that buil-
ding relationships with an agent will make us lazy 
and disconnected from our body and mind and just 
will just serve our comfort and convenience taking 
over tasks that we are capable of ourselves. Whe-
reas artificial intelligence is capable of much more 
than just answering questions, scheduling meetings, 
setting timers or playing music, such as extending 
our capability and intelligence. Therefore I called 
this design opportunity „Lazy body, lazy mind“.

The third fear is, that people are hesitant to make 
use of conversational agent out of the fear, who 
they might serve. This insight came from the more 
aware audience that is looking beyond the first im-
pression of conversational agents serving humans, 
being aware that the data collected might actually 
be serving the industry, commercial purposes or 
governments. Therefore I called this design oppor-
tunity „Serving who?“.

The fourth fear is, that people fear to be kept in a 
bubble, fear to be pushed further into one directi-
on, being please and comforted as they use and 
train their AI and agent, instead of experiencing 
purposeful friction, being challenged and being 
confronted with different perspectives.Therefore I 
called this design opportunity „No friciton - staying 
in the bubble“.

To complement my research I wanted to take a 
closer look at what it meant to design for the future. 
The reason why I had set my thesis outcome to be 
design fiction for the year 2050 was because I was 
looking for a number that was far enough in the 
future to lose threads to what is currently happening 
in the present and I really wanted to support and 
push people to think far beyond how conversational 
agents are today.
Since design fiction and designing for the future was 
and still is a very new territory for me I formulated a 
few reminders to myself, that I based on conversa-
tions with design fiction and innovation experts as 
well as the great insights I gained from the „Everyday 
Futures“ Video by IKEA, which I wanted to keep in 
mind as I kicked off my exploration phase.  

The reminders to myself were:

1. 
The future is a bit broken. Nothing is perfect and 
shiny. - Build in errors!

2. 
I cannot predict the future. No-one can! But I can 
raise more questions and create aspects of what 
might be possible by 2050, based on trends and 
predicitons. 

3. 
There is no one future, just as there is no one present 
and no one past. 
As shown later in the process of my project I am 
claiming that my design space is just a small snippet 
and outlook into possible different futures. 

4. 
This one builds on the first reminder. 
The future is not all clean, fancy and shiny. It builds 
on top of the past. There will be old stuff still around 
and 30 years into the future will probably not be 
THAT different from today. There will be things that 
have not changed at all. 

5. 
I did not want to be too utopian with my final design 
outcome as I do agree with Nick Foster, who 
claimes that designers are often too utopian. There 
is a wide spectrum between utopian and dystopian 
and I want to raise more questions around what are 
the values and features, that make these relationships 
utopian and dystopia.

DESIGNING FOR THE FUTURE
WHAT IS IMPORTANT AND HAS TO BE KEPT IN MIND
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CREATING POLARITIES OUT OF THE FOUR FEARS
CREATING A BASIS FOR DESIGN EXPLORATIONS 

Based on the four fears from the research, I formu-
lated two polarities each. Then, I arranged those 
on a horizontal axis as a design space for design 
explorations for every opportunity. 

For the first opportunity, which I called “Inner Circ-
le“, I had formulated the first and left polarity as:
Human to agent relationships replace or 
distance us from human to human relati-
onships.
And the opposite, right polarity as: 
Human-to-agent relationships support 
and enhance human-to-human relations-
hips. 

For the second opportunity, which I called “Lazy 
body, lazy mind“, I formulated the first and left 
polarity as:
Agents take over tasks that we as hum-
ans could do ourselves.
And the opposite, right polarity as: 
Agents do tasks that we as humans 
cannot do ourselves - by extending our 
intelligence and capability.

For the third opportunity, which I called “Serving 
who?“, I had formulated the first and left polarity as:
Agents serve the industry, commercial 

purposes and/or the government.

And the opposite, right polarity as: 
Agents serve humans and their environ-
ment.

For the fourth opportunity, which I called “No fric-
tion - Staying in the bubble“, I had formulated the 
first and left polarity as:
Agents keep humans in their bubble, 
push them in one direction, strengthen 
their already existing view, and create 
more comfort.
And the opposite, right polarity as: 
Agents create purposeful friction, chal-
lenge us, broaden our horizons, and 
show us different perspectives. 

Four fears from the research and the according polarities
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A LOOK INTO THE FUTURE
SETTING THE STAGE FOR THE DESIGN EXPLORATIONS

Designing the artifacts for the year 2050 was a 
method to help me and my audience look beyond 
the next iteration of current conversational agents 
such as Google Home and Alexa. It was a date 
far enough in the future to make people lose track 
of the treads of the threads to the present state and 
therefore helped people to imagine what kind of 
future we might be facing. 

Together with industry experts, I had many conver-
sations about how a possible development of the 
form of conversational agents until 2050 could 
look like. Based on that, I created a rough timeline 
to give myself and my interviewees, whom I put my 
artifacts in front of later on, better support to retrace 
how I built the framework for my future world. 

On this timeline, I divided the time until 2050 into 
10-year steps starting with 2020, where conver-
sational agents are implemented in speakers and 
mobile phones. Next up was the year 2030, when 
we might not use mobile phones as we know them 
today anymore, and conversational agents might 
be implemented into devices closer to our bodies, 
such as watches and small earbuds. Followed by 
the year 2040, in which I predicted they could be 
in tiny, almost invisible wearables, integrated into 
glasses, contact lenses, and even tinier earbuds. 

Finally, I finished off the timeline with my target year 
of 2050, in which conversational agents could be 
implemented in body implants and being omnipre-
sent in our homes. One could almost say they could 
be everywhere in our four walls. 

For many of us, this probably is a very dystopian 
future, but I believe we need to not shy nor look 
away but face and look into the direction of futures 
that are not so impossible in thirty-plus years. We 
need to take up the opportunity to now shape this 
future in order for it to go down a path that we 
desire and not look at it when it is already hap-
pening and too late. 

As a final result I created a set of fictional news pa-
per articles from the year 2050 as a provocations 
and triggers to get my participants for the interviews 
and ideation sessions into a future mood.

Co-creation participants

Miro board from co-creation workshop
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PROTOTYPING THE DESIGN EXPLORATIONS
FIRST EXPLORATIONS AND IDEATIONS BASED ON THE POLARITIES

INNER CIRCLE / HUMAN LIKE VS. TOOL
DISREGARD OR SUPPORT HUMAN-HUMAN RELATIONSHIPS
EMBRACE OR IGNORE HUMAN VALUES AND QUALITIES 

Inspired by the research, I ideated on artifacts that 
would address and exaggerate the polarities and 
point out some of the features and qualities these 
polarities are all about. The goal of this phase was 
to trigger first debates, get the first reactions of 
people, learn more about the qualities that I had 
addressed and develop a sensitivity for the design 
space I was working with. 
I initially started to brainstorm with post-its and 
markers. However, I realized quite soon that to 
develop a design sensitivity, I needed to quickly 

create some proper visuals, even if they were just 
rough low-fi versions.
This realization resulted in 30 artifacts in the form 
of visuals and seven dialogues style artifacts. The 
visuals varied from application screens, packaging, 
user manuals, and safety guides to advertisements 
and newspaper articles. 
Afterward, I scheduled twenty 20-30 min 1:1 sessi-
ons with experts and users to capture their reactions 
to my artifacts and lead discussions based on them. 

Miro board overview of design explorations Fictional explorations around human-like vs. tool
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LAZY BODY, LAZY MIND
STAYING CONNECTED TO BODY AND MIND

Fictional explorations around lazy body, lazy mindFictional explorations around human-like vs. tool
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NO FRICTION - STAYING IN THE BUBBLE
ARE CONVERSATIONAL AGENTS PUSHING US IN ONE DIRECTION OR 
DO THEY CHALLENGE US CREATING POSITIVE FRICTION

SERVING WHO?
WHO ARE THE CONVERSATIONAL AGENTS SERVING HUMANS OR 
THE GOVERNMENT OR THE INDUSTRY?

Fictional explorations around serving who Fictional explorations around no friction - staying in the bubble
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GETTING PEOPLE IN THE FUTURE MOOD
NEWSPAPER ARTICLES TO SET THE STAGE 

In order to get my interviewees and conversation 
partners into a bit more of an adventurous mood 
and to set the stage for the year 2050, I have 
created a bunch of fictional newspaper articles to 
display what kind of world the artifacts are about to 
take place in. 
Together with the newspaper articles and a short 
intro I then showed my participants my low-fi 
design fictions to get first reactions and input on my 
directions. 

Fictional newspaper Fictional newspaper 
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REFLECTING ON THE DESIGN EXPLORATIONS
TAKE-AWAYS FOR ETHICALLY RESPONSIBLE RELATIONSHIPS

My design explorations have revealed many inte-
resting insights and raised new relevant questions 
about designing for ethically responsible relations-
hips between humans and conversational agents in 
the future. 

Besides the things that I addressed with the artifacts 
I have created, I realized that people looked at 
them and reflected at me what they saw, how they 
understood them and gave me new ideas and 
insights that I had not thought about. 
Overall having created these dialogues and visual 
artifacts in the form of newspaper articles, apps, 
packagings with disclaimers, user manual, and ads, 
I realized that especially the visual artifacts trigge-
red really interesting debates. 
The visual artifacts were easy to understand, did not 
take much time for my audience to capture, and at 
the same time left enough room for more imaginati-
on and self-interpretation. However, I realized that 
it took too much time to read the dialogues, and 
people thought much more about the content rather 
than the deeper meaning. Too many questions 
came up about details that had nothing to do with 
the actual point I was trying to make and therefore 
only worked half as well for me.
My research has revealed many design opportuni-
ties, which could lead to interesting and relevant 

concepts and final design fiction, making people 
reflect on what to pay attention to when designing 
more ethically responsible relationships between 
humans and conversational agents. 

I think I must thoroughly think about the point I am 
trying to make to deliver the message I want to 
convey through my final design fiction.
I have also learned that a good mix of humor and 
seriousness seems to be a good way to engage 
people in fruitful debates. 

My ultimate goal with my artifacts would be to 
make people think, to surprise them, and trigger 
“aha“ moments when people realize how biased 
they are or where unintended consequences may 
arise that they have not thought of before.  
For my final artifacts, I would also like to aim to 
create more of a story around them and maybe 
create a newspaper article and some other visual/ 
product that goes with it and write a short story 
around each to give a bit more context. 
A single artifact will probably never capture all 
aspects of the qualities that I want to address, but I 
see them as an initial conversation starter to kick off 
first debates. 

54    Exploring the Design Space

Miro board overview - Feedback from participants on fictional exploration
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SETTING A FOCUS
NARROWING DOWN THE DESIGN DIRECTIONS FROM 4 TO 1

During the synthesis of my findings of the 37 
artifacts, I realized that I needed to set a much 
narrower focus since they were rich in themselves 
and could provide enough material and insights for 
individual thesis projects. Therefore, I decided to 
cover one of the four directions within this project 
scope only, the first opportunity that I called “Inner 
circle“.
I chose to focus on this one because I felt I had the 
most research on it, the most interesting insights, 
and the most motivation and drive to go forward 
with, having little sparks of ideas on what to do for 
the final outcome. 

The moment I started to only focus on one of the 
four directions, I decided to do a second round of 
synthesis and take an even closer look at what I 
had created and how people reacted to it.
Afterwards, I realized that what I had believed was 
one fear consisted of two layers or, better, two 
intertwined topics that seemed to correlate often. 

The first one I formulated as follows: People are 
scared that the relationship between humans and 
agents will go in-between human relationships 
and distance us from one another. The qualities that 
make a human-to-human relationship a genuine 
one get lost.

Moreover, as part of it, I also formulated the two 
polarities. As the left polarity, I said: 
Human-agent relationships distance us or harm 
human-human relationships.
And the right, opposite polarity:
Human-agent relationships support and enhan-
ce human-human relationships embracing the 
qualities of it. 

The second fear that was connected to the first 
one I formulated as follows: People fear the harm 
potentially caused by giving agents human-like 
features and staging them like personas, fearing 
that it leaves room for negative development and 
change in their behavior.

As part of it, I formulated the two polarities. For the 
left polarity, I said: 
Agents are staged as personas with human-like 
features.
Furthermore, the right, opposite polarity expresses: 
Agents are clearly defined as tools.

First fear from research and the according polarities 

Second fear from research and the according polarities 
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THE FINAL DESIGN SPACE  
A MATRIX WITH 4 POLARITIES AND THEIR VALUES AND QUALITIES 

In order to frame the design space better, I formu-
lated a list of qualities, specifying each axis and its 
polarities. The lists were also a great basis for the 
stories I built around my final artifacts.

To create a design space for my final artifacts, I 
took the polarities of the final direction and created  
a matrix with two-axis - one horizontal one vertical. 

Horizontally it was the two polarities human-like, 
staged as a persona vs. clearly defined as a tool. 

Vertically it was embracing, supporting vs. disre-
garding, ignoring human values and relationship 
qualities. 

Design space Qualities and values used as basis for the final design fictions
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SETTING THE BASIS FOR THE FINAL DESIGN FICTIONS
CHOOSING ISSUES, VALUES AND QUALITIES

SKETCHING THE FINAL DESIGN FICTIONS
THE PROCESS AND ITERATIONS

Choosing the issues, values and qualities for the 
final outcome was relatively easy. The research 
and ideation phase had given me a nice variety of 
relevant issues to choose from and help to address 
my final outcome. 
This gave me the confidence that I was privileged 
to choose those, that I was most passionate about 
myself, and had the best ideas and inspirations 
around. 
My goal was to choose issues and qualities that 
had the potential to be addressed with a good 
portion of humor without going overboard and at 
the same time still addressed a serious issue in a 
rather provocative way.
 
For two of my final artifacts, I chose to address the 
lifecycle of humans vs. the lifecycle of products and 
tools, especially the start and end of these lifecy-
cles. Using the human life cycle projection onto a 
conversational agent as a metaphor and pro-
vocative way to look at the life cycle of AI-based 
technologies that have human-like features and 
qualities can create quite intimate relationships with 
humans. 

For the third of my artifacts, I chose to address what 
happens if these relationships between humans 
and conversational agents lead to a disregard of 

human-human relationship values, such as empa-
thy or intuition, by the agent: playing the mediator 
between two humans.

Moreover, for the fourth of my artifacts, I chose to 
address the power of technology shaping our valu-
es and technology not being neutral by questioning 
what kind of role models agents should be inhuman 
to agent relationships. 

I decided to discontinue the fifth artifact that I look-
ed at out of lack of inspiration for a solid story and 
time constraints. It was around the questions, who 
was to blame and held responsible if human-like 
agents were to gain more and more autonomy and 
maybe even some sort of consciousness were to 
commit some crime that was to harm a human.

My goal for the final concepts was to iterate as 
much as possible and try not to get lost and stuck 
in too many details. At the same time, I wanted to 
focus on refining the point and story rather than cre-
ating the perfect visuals for each direction. 
To kick off building my final artifacts, I took a 
similar approach as I did during my research 
and ideation phase. I built simple packaging and 
newspaper headlines as artifacts to start the first 

debates. Through each round of iterations, I tried to 
validate and have small debates with classmates 
and experts from the industry and academia, and 
researchers to keep strengthening my stories. It was 
a great validation to see an increase in encoura-
ging reactions that I addressed relevant issues and 
made more and more people laugh and seemed 
to succeed to trigger and provoke a series of diver-
se reactions in people already.
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A FICTIONAL ORGANISATIONINTRODUCTION

As part of my final concept, I decided to create a 
space with an imaginary organization called the 
“A-I-CTIVISTS“. I considered this a nice way 
to frame who could have created my artifacts and 
(through their mission, vision, and core values) 
communicate my work and intentions with it as 
well. Furthermore, I started their website to have a 
continuous space outside of my portfolio, where 
my final work can live on, and people can leave 
their thoughts about them, creating a space for an 
ongoing debate.
The overall idea behind this is that it is an organiza-
tion that is existing today in 2021. 
For each calendar year, they focus on another 
AI-based technology. For example, the focus for 
2021 has been set to be the relationships between 
humans and conversational agents in private and 
domestic sectors.

Who they are
They are a group of designers and AI & ethic 
specialists who came out of a company designing 
conversational agents for several years.
They split to do their own thing in 2021 because 
they did not quite agree with the way things have 
been done at their previous workplace since they 
faced some ethical conflicts there. So rather than 
name and shame, they try to bring more voices and 
perspectives to the table.
The next few paragraphs are written from the orga-
nization’s perspective, which can be read as I am 
speaking through them.

Their vision statement
“We envision creating a place where not just our 
core team but also those whose lives are impac-
ted by these technologies get room to voice their 
opinion and concerns. Especially people who 
are usually not given a seat at the table to place 
a statement. It should be a place where anyone 
can come in and contribute to more ethically 
responsible relationships between humans and 
conversational agents. Moreover, we hope that by 
welcoming a diverse group of people into creating 
our projects, we can come closer to understanding 
the complexity of human contexts. 
The aim is to discuss possible futures together, their 

unintended consequences, find opportunities that 
raise awareness, and together create design fiction 
to start relevant conversations. 
Finally, with these projects, we want to point out 
what designers need to pay attention to when 
designing for more ethically responsible relations-
hips. Last but not least, we want to create a space 
for non-designers, the curious, or those who wish 
to educate themselves to learn more about other 
perspectives.”

Their mission statement
“Our mission is to hold those accountable that 
create conversational agents - by making sure 
that relevant issues are addressed, paid attention 
to, and taken into account as these human-agent 
relationships are created, and policies are made. “

Their one-year goal
“We consider our projects to be successful if we 
can provoke as many diverse reactions from peop-
le as possible. Furthermore, we hope to see a wide 
spectrum of responses - from strong disagreement 
to a partial agreement up to excitement - and that 
people will contribute to the debate by feeling 
triggered by the work, raise even more relevant 
questions, and point out further challenges. 
We want to emphasize that we are not providing 

solutions with our projects but hope to receive cri-
tique on the work and create food for thoughts on 
how designers can tweak the qualities and features 
into a more humane direction leading to more 
ethical futures. “

The long-term goal 
“Long term, we hope to build a future where all 
human needs are considered and put first before 
the greed of companies and the mechanism of 
governments.“
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Project Page on the A-I-CTIVISTS organizations page
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For two of my final artifacts, “BABYAGENT & 
AGENTNANNY” and “HELPISHERE”, I chose to 
address the life cycle of conversational agents from 
two different angles. 
I started by projecting the human life cycle onto a 
conversational agent as a metaphor and a pro-
vocative way to look at the life cycle of AI-based 
technologies with human-like features and qualities. 
I am addressing the relevance of the beginning 
and the end of a relationship with a conversational 
agent and its impact on the human-agent relations-
hip or the human themselves.

70    Final Design Outcomes

THE FINAL DESIGN FICTIONS
INTRODUCTION

As the final result, I created four fictional provoca-
tions. Some are situated in times closer to today, 
and some look much further into the future until the 
year 2050. 
To create better relatable stories around each 
design fiction, I have created a fictional newspa-
per called “The Future Times”. The newspaper 
tells fictional stories in the form of short interviews 
with humans affected by the unintended conse-
quences that human-agent relationships caused. 
The provocations, the stories, and some supporting 
graphics all together point out what qualities and 
values are the ones that designer need to pay 
attention to when designing for more ethically 
responsible relationships between humans and 
conversational agents. 
The fictions and related stories address that there 
are always several perspectives, which are not 
always positive, showing how complex these 
relationships are. They emphasize how thin the 
line between enhancing and disregarding human 
values can be, making it hard to predict where the 
tipping point may be. While the intentions of a fea-
ture may be positive, advertising to support human 
values or human-human relationship qualities, the 
unintended consequences can turn out to be the 
exact opposite. 

My aim with the final provocations is to target desi-
gners and everyone else who is curious or just wants 
to educate themselves about the aspects of ethically 
responsible human-conversational agent relations-
hips and possible unintended consequences.

 

TARGET AUDIENCE
WHO IS ADRESSED

THE FIRST TWO ARTIFACTS
BABYAGENT & AGENTNANNY AND HELPISHERE
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THE FIRST ARTIFACTS 
BABYAGENT & AGENTNANNY

The first provocation is a combination of 
“BABYAGENT” & “AGENTNANNYS”. 
What if agents were like a blank canvas 
and humans would be able to shape their 
agents based on their preferred values? 
“BABYAGENT” & “AGENTNANNYS” is addres-
sing the start of a relationship touching up onto the 
question of how conversational agents are trained 
and based on what values they are acting. This 
provocation is playing with the metaphor of “raising 
someone“ - therefore, the fictional agent is called 
“BABYAGENT” and can be imagined like a blank 
canvas with only a small database when starting off 
the relationship with the human. However, the ”BA-
BYAGENT” is growing its database and values over 
time, based on the relationship with a human.
“AGENTNANNYS” is a service and platform where 
humans can hire a nanny for their agent to make 
full use of the ability to shape their agent based on 
chosen values. On their website, one can hire staff 
who will teach the ”BABYAGENTS” important values 
the human using the agent cannot provide themsel-
ves but would like their agent to have. This artifact 
combo is picking up a concern of a mother that I 
interviewed, who stays hesitant to outsource tasks 
to agents created by the industry since she feels like 
she does not know if the agent will act based on her 
values or the ones of a random company. 

This is what people say about the artifact 
and the story around it:
“[...]unintended consequences could occur 
Where the agents reflected their owners a little bit 
too much[...]
do we really want people to connect with this like a 
child - its a lot of responsibility on a customer who is 
presumably purchasing or paying for a service[...] 
humans wrestling with that responsibility on a diffe-
rent level is interesting … it might speak to your point 
that it replaces people. I am going to adopt this AI 
because we can’t have kids[...]“

„[...]maybe we want to, consequently encourage 
people and certain communities to design their own 
agents to fit their needs?
[...]Rather than the industry saying: we wouldn‘t do 
that? [...]how do we let people do what they want? 
How do we encourage a kind of community lead 
building of these agents?“

To see further reactions to the provocations visit: 
www.a-i-ctivists.com

Packaging of BabyAgent
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AGENTNANNY service website 
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Interview quote of Grace around the BabyAgent and the AGENTNANNY service



7978    Final Design Outcomes

The second provocation is ”HELPISHERE”. 
What if humans would connect so deeply 
to their agents that they felt pain when 
they are suddenly gone? 
This fiction is a provocation around the consequen-
ces of humans creating too strong connections with 
human-like conversational agents. 
For every provocation, I created fictional interviews 
with people experiencing unintended consequen-
ces caused by the human-agent relationship. On 
page 82/83, one can read a quote from Sunny, 
who is a person affected. 
In sunnies story, it becomes clear that the human 
seems to have created such a strong emotional 
connection and dependency on her agent that it 
leaves her heartbroken and depressed once the 
agent is suddenly gone - see page 84/85.
Product life cycles coming to an end or a company 
discontinuing their products are likely to happen but 
shouldn’t cause such strong emotions.
While frustration seems like a reasonable reaction - 
a broken heart seems to be an extreme one. 
As agents get more and more human-like, there 
needs to be a way of reminding humans that they 
are interacting with a machine without disrupting 
the interactions and the relationship.
With this provocation, I address the danger of con-
versational agents adopting too many human-like 
features and missing reminders for humans that they 

are interacting with machines. Pointing out the im-
portance of reflection about how deep we should 
let humans connect to conversational agents. 

On April 21st, 2021, the EU published a press 
release around new laws: “Europe fit for the Digital 
Age: Commission proposes new rules and actions 
for excellence and trust in Artificial Intelligence”. 
These laws mandate making it crystal-clear that a 
human is interacting with a machine when having 
a relationship with a conversational agent to avoid 
misleading people, creating too strong connections 
with them. This might be one of the first steps into a 
more ethically responsible direction.

This is what people say about the arti-
facts and the story around them: 

“[...]This resonates with me is What happens in the 
long term with these agents? If you allow people to 
build a relationship - services end! Nothing is gon-
na be around forever The agents will die because 
they will be sunsetted [...] The headline you have 
that people will be depressed because agents will 
go away [...] That will happen!“

“Humans have a life cycle - bots also have a life 
cycle [...]everything has an end date and if you let 
humans connect to them [...] with great power co-
mes great responsibility and it is an interesting and 
important point you are addressing here!! What if 
Alexa gets turned off tomorrow?“

To see further reactions to the provocations visit: 
www.a-i-ctivists.com

THE SECOND ARTIFACT
HELPISHERE
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HELPISHERE service website 
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Interview quote of Sunny around the HELPISHERE service
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Graphic visualizing the provocations storyline of HELPISHERE
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THE THIRD ARTIFACT
BLOODSISTERS

The third provocation is ”BLOODSISTERS”.
What if agents help you become the 
“best” friends?
This fiction is a provocation around what happens 
when human-agent relationships go between 
human-human relationships.

For this provocation I have created an advertise-
ment with the following script: 
“How would you describe what friendship feels 
like?
You know, sometimes there are just no words.
So maybe we should let our agents do the talking 
- and us humans do the beauty of interacting with 
each other. Like this, we will always know what is 
really happening, even when we‘re not there, we 
don’t hear it or see it. Your agent is there for you - 
to make this one laugh, make that one feel better,
give this one comfort, or surprise this one!
From now on you will know, without any talking, 
what your best friend needs at any time.
And next time all you have to do is ask your agent 
what your best friend has been looking at for 
months to know what to get them as their perfect 
birthday gift.
BLOODSISTERS - simply sync your agents by 
holding your wrist implants together, like blood sis-
ters would do in the good old times and feel even 
more connected than you ever did before.

Let your agents do the talking“

While the commercial sounds like an “amazing“ 
feature, the quote from an interview on page 
90/91 shows how thin the line between support 
and disregard can be. In the interview quote, Laura 
and Jess share their experience with BLOODSIS-
TERS and the unintended consequences that almost 
broke their friendship. 

The graphic on pages 92/93 shows the evolution 
of the relationship between humans and agents 
over time.
This provocation addresses how the relationship 
with agents can destroy human-human relations-
hip values such as empathy, intuition, and care. 
Furthermore, it describes how a strong dependency 
and reliability between humans and agents can 
lead to a broken human-human relationship. This 
can especially be seen easily once the agent fails 
to communicate.

The overall storyline points out that we need to pay 
attention to what values human-agent relationships 
replace or act based on and emphasizes that these 
relationships should not go between two humans. 

This is what people say about the artifact 
and the story around it: 

“I think this one is really interesting. I mean, it‘s got 
clear Black Mirror feeling on it. And it‘s something 
that hasn‘t been explored terribly much!“

“[...]people already struggle to remember basic 
details about the people they care about because 
they rely on automation. Which begs the question, 
is that helping? Is that hurting? Maybe it‘s a bit of 
both?
[...]you could essentially fake any detail about 
yourself. So you could like tune, you know, you‘re 
if you have agents that, that mediate with other 
agents, you could teach your agent, the wrong 
information, and you can start to basically create 
any reality you want. Right? And so in a speculati-
ve future, you can imagine, then the next reaction to 
that is people distrust one another.“

To see further reactions to the provocations visit: 
www.a-i-ctivists.com
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Advertisement of BLOODSISTERS
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Interview quote of Laura and Jess around the BLOODSISTER feature
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Graphic visualizing the provocations storyline of BLOODSISTERS
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The fourth provocation is “ROLEMODELS“.
What if agents would not allow for being 
negative role models for humans?
This fiction is a provocation around the unpredic-
table consequences of conversational agents‘ res-
ponses to humans’ actions and their incapability to 
understand the contexts they and the humans inter-
acting with them are in.
The ad on pages 96/97 gives an example of how 
the company “ROLEMODELS“is trying to be a bet-
ter rolemodel.
Using their feature, agents are answering, for ex-
ample, with „If you’re rude one more time, I will ig-
nore you for the rest of the day.“ Instead of staying 
SILENT. 

While the companies‘ goal sounds promising, the 
quote from a short interview with Sandra on page 
98/99 shows that it could still go wrong. 
On the other hand, the quote from another short in-
terview with Sam how the companies feature can 
also achieve positive effects.
Obviously, these are only two stories describing a 
few of many possible intended or unintended con-
sequences.

The graphic on page 102/103 shows how silen-
ce may encourage continuously using the agent 
as punching bags. The bad behavior of humans 

towards agents could even translate into real life 
and onto human-human relationships, as the humans 
have a chance to act out their bad behavior with 
possibly very human-like agents, which are using 
natural human language. 
This story points out that it is not that simple to prevent 
abusive behavior towards agents by just making 
them defend themselves.
It shows the inability of agents to oversee the hu-
mans’ context and the impact they may have by 
triggering even further unintended, possibly worse, 
consequences through their reactions.
With this provocation, I am addressing the power 
of relationships with conversational agents to shape 
our values and behaviors both positively and nega-
tively.

This is what people say about the artifact 
and the story around it:
  
“[...]super dark if he takes it out on the device or even 
his wife, because the device is creating further ne-
gativity in the home at a time when it was inappro-
priate.“

“These things diminish what is called mutuality, which 
is like the sense that we actually really need to be 
able to feel the result of our behavior with other peo-
ple. The hypothesis being if you don‘t know what it 
feels like to hurt someone else‘s feelings. You haven‘t 
experienced that. How will you know? How to be 
more compassionate?“

To see further reactions to the provocations visit: 
www.a-i-ctivists.com

THE FOURTH ARTIFACT
ROLEMODELS
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Advertisement of ROLEMODELS
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Interview quote of Sandra around the ROLEMODELS feature
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Interview quote of Sam around the ROLEMODELS feature
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Graphic visualizing the provocations storyline of ROLEMODELS
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ROLEMODELS service website 
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Tying it back to my design space, I tried mapping my 
artifacts in there and realized that it isn’t as black and 
white as it may seem at first.
It’s hard to pinpoint it to one exact location, as de-
monstrated here in the graphic on the right by using 
the story of ROLEMODELS as an example.
The “intentions“ of the feature are somewhere on 
the top. However, the long-term unintended conse-
quences can vary from top to the bottom depending 
on the context it is used in.
This is just one example that shows how complicated 
it is to design for these relationships - because it’s 
hard to control in what context these agents will be 
used. Contexts are never the same, nor is it predicta-
ble who will end up using such agents.

PLACEMENT IN THE DESIGN SPACE 
EXAMPLE ROLEMODELS
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Graphic visualizing the placement of ROLEMODELS in the final design space
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REFLECTION ON THE THESIS

The below section contains reflections and 
conclusions on different aspects of my thesis and 
their process of formation. Furthermore, the section 
describes my personal growth in developing and 
growing as a designer, which I achieved during this 
journey.

Framing the project 
I struggled to frame the project from the start since 
I was addressing and adding too many layers. For 
example, I wanted to design for human-conver-
sational agent relationships but set it quite far into 
the future into the year 2050, rather than designing 
for the present. Moreover, I did not aim to provide 
solutions but to trigger debates through design 
fiction, though fictional design was something I had 
never done before a challenge where I entered un-
charted territory. Additionally, part of my brief was 
that I would formulate design principles or create 
a tool for the industry, which added another level 
above just looking at the qualities and values of the 
relationships between humans and conversational 
agents. Furthermore, on top of all that, I initially fra-
med the narrative to be in a domestic family setting.

Choosing the narrative
I soon realized that I had to set a more narrow 
and simpler framework for this project. I started by 

looking at my narrative and decided that forcing 
my design outcome into a family setting added an 
unnecessary layer of complexity, thinking about 
these technologies not only around adults but 
around children and that only slowed me down 
rather than helped me. Moreover, it was not even 
the best way to tell stories about my final artifacts. 
I, therefore, chose different, more suitable personas 
for each outcome individually when I came closer 
to formulating the final narratives. Finally all of them 
are now addressing a variety of young adults 
between 23 and 35 and are situated in the private 
contexts and the domestic space.

Designing for the year 2050
Making designs for the year 2050 was an ambi-
tious goal, which was scary but also exciting, and 
many people, whom I had conversations with got 
hyped because it was a number far enough into 
the future to lose the thread of where we are today. 
It also helped people to imagine different futures 
without getting lost in what was happening today. 
So, looking back, I see this number more as part of 
my research and ideation method. My final con-
cepts align along the timeline from today until the 
year 2050 rather than strictly situated in 30 years. 

Visuals vs. Dialogues
Creating design fictions for ethically responsible 
relationships between humans and conversational 
agents has taught me that it is much more than 
designing conversations, dialogues and words. It 
is about how we stage conversational agents that 
influence these relationships and the qualities and 
values they act on.
After my ideation phase, in which I explored some 
fictional dialogues, I realized that the sort of deba-
tes I was looking for with my audience was best 
triggered by visual artifacts that addressed qualities 
and values my final design space was all about. 
Through my explorations and conversations with 
voice designers, I learned that the moment I started 
to write dialogues, write scripts for conversations, 
or pick voices for the conversational agents, the 
audience would focus on aspects such as if they 
liked the voice they heard or what specific words I 
had chosen in a dialogue. These aspects are surely 
very important to designing ethically responsible 
relationships between humans and conversational 
agents but a micro level that I was not aiming for 
with my thesis.

Missed opportunities
In retrospect, looking at my outcome, I wish I would 
have invested more time into how technology 
shaped and will possibly shape social interactions 
with humans and how it has shaped our human-hu-
man relationships over time. I would have enjoyed 
exploring more around what kind of interactions 
with conversational agents could be the norm by 
2050, by looking into questions if it will be socially 
accepted that we have verbal conversations with 
our agents in public. 

The overall design process
I had the ambition to cover a wide spectrum of 
qualities and values that human-agent relationships 
are based on and tried to address as many fears 
that I synthesized from my research as possible. 
However, unfortunately, I went very wide, too 
wide at times, and looked at too many aspects of 
human-conversational agent relationships, getting 
lost in the complexity of the topic.
Looking back, I interviewed many great experts, but 
I wish I would have gone better prepared and with 
a more narrow focus into some of them. I also wish 
I had created probes with more clarity of what my 
goal was to get out of them. 
In the final concept development phase, I bounced 
ideas off many people, going back to research 
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many times, re-evaluating interview materials and 
input I got from my first rounds of iterations around 
artifacts several times, until I finally had a clear idea 
of what my final design space and the artifacts in it 
could look like. 
I do not think I ever felt as insecure as a designer as 
I did during this thesis project. However, this project 
has once again shown me that I needed to not 
only trust the process but trust the process that I had 
set out for myself and acknowledge that following 
a design process is not always a straight line and 
linear process but full of continuous iterations, ree-
valuations, clustering, and de-clustering. 

Nevertheless, I do not see the process of my thesis 
quite as finished as the process of starting debates 
around my final artifacts is only just starting. 
Besides my already existing network, which I have 
built over the last few years studying at the Umea 
Institute of Design, I believe I have created a good 
network of people throughout this thesis project that 
I will utilize to involve in a debate around my work. 
In the upcoming weeks, I hope to create a website 
where my artifacts can live on and on which I will 
be able to start and continue a debate.
I will consider this project successful if I can provoke 
as many diverse reactions from people as possible. 
I hope to see a wide spectrum of responses - from 

strong disagreement to a partial agreement up to 
excitement - and that people will be contributing to 
the debate by feeling triggered to raise even more 
relevant questions, pointing out further challenges.  
This impact and the number of responses will partly 
define the success of my thesis. 
The other part that already defined the success of 
this thesis, which I would consider as fulfilled, is 
that I had great fun despite some challenges that I 
faced and that I can say that I am satisfied with the 
learnings and design outcomes. 
It was very ensuring and satisfying to hear that 
almost every expert emphasized and validated that 
I am touching upon really relevant topics in the field 
of human-conversational agent relationships. 

Industry vs. academia
One of the biggest challenges and frictions that I 
faced during my whole process was the different 
motivations, motives, and values of industry and 
academia. I noticed this in almost every discussion 
I had with both, that they were often not fully or 
not at all aligned. Throughout the whole process I 
tried my best to take notes for myself, out of which 
context each interview partner was coming from, 
categorizing it accordingly. Even though this is an 
academic project, it was incredibly important to 
continuously try to always get both perspectives 

and also the feedback of non-experts and non-de-
signers when looking for feedback.

Making and impact and designing for the future
Of course, there are many more design spaces, 
aspects, and levels to ethically responsible rela-
tionships that I have not addressed with this thesis 
project. 
I see this project as a start, the first stepping stone, 
and an attempt to contribute towards a more 
aware future.
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Final thoughts
Given the complexity of the topic, the process I 
went through, and the final design I created, there 
are, of course, many things I would reconsider. I 
am not claiming that the final artifacts do not have 
any loopholes and that some elements could have 
been researched or validated more in-depth and 
defined more in detail. 

I step away from the project with new respect and 
understanding of how difficult and complex it is to 
design for AI-based technologies such as conver-
sational agents and relationships between them 
and humans. I can confidently say that this thesis 
taught me a lot, and most of it I learned by doing 
things, but many times I was doing things without 
actually seeing what I was doing. 
Besides getting lost in the complexity of the topic 
for too long, I believe that looking broad and ex-
ploring various opportunity areas has also helped 
me to imagine possible future scenarios and, at 
last, find the confidence to pick the direction that 
felt most relevant. I am proud of having challen-
ged myself to get into design fiction and creating 
probes as part of my methods, as it helped me gain 
valuable insights not only through interviews but 
also through the reactions to my visual provoca-
tions. Because of my late focus on my direction, 

which was still quite big, I feel unfortunate that 
some time was lost to dig even deeper into the 
chosen direction. 
Moreover, last but not least, I wish to have taken 
more people on board to evaluate the fictional 
organization and had more time to create a mani-
festo or design principles based on core values for 
the organization and my overall thesis projects.

Nevertheless, I am going out of this project work, 
feeling like I have grown as a designer mainly 
through all the challenges and failures but also 
because I was privileged enough to have met a 
great amount of really intelligent, educated and 
knowledgeable people.
 
Even though as stated above individual elements of 
this thesis could have been refined further, I feel like 
I have still adequately demonstrated my skills as a 
professional designer.  
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Due to the pandemic there are no expected travel 
costs and therefore the budget plan can reduced 
to literature purchases such as book, office supplies 
for a thesis working from home and the final prin-
ting for personal preferences of the masters thesis 
report. 

Costs for literature and relevant sci-fi 
movies
Since during the COVID pandemic there might not 
be any access to libraries in Germany I may be 
forced to purchase some relevant specialist litera-
ture and sci-fi movies on amazon prime.

The estimated cost for literature and movies: 
250 - 300 Euro

Costs for office supplies
Since during the COVID pandemic I worked from 
my home office in Germany I am planning on 
buying some whiteboards or papers to put up on 
the walls, post-its and markers. 

The estimated cost for office supplies
80-100 Euro

Costs for software programs
To ensure professional research and a grammati-
cally correct thesis work I am also planning on 
purchasing a subscription for typeform, otter.ai and 
grammarly.

The estimated cost for softwareprograms:
70 Euro

An estimated costs for one copy of the 
report printed and bound by hand by 
Müllerprint in Stuttgart, Germany
Since I value having a hard copy of my masters 
thesis to show my family and friend in the future I 
would like to print and bind one high quality versi-
on of my work at a professional printer and book 
binder in Germany. 

The estimated cost for print and bookbinding: 
120- 150 Euro

Overall estimated thesis costs for all 
purchases together

TOTAL: 
520 - 620 Euro 

BUDGET PLAN
BOOKS, MOVIES, OFFICE SUPPLIES, SOFTWARE AND PRINT



125

 
 

124    Appendices

1 Chance, Shawn (2020) Voice techno-
logy: convenience will come at a cost. Are we 
prepared to pay it? [Online]. Available at: https://
sifted.eu/articles/voice-technology-privacy/ 
(Accessed: 18 March 2021)

2 Dunne, Anthony, and Fiona Raby (2013). 
Speculative Everything : Design, Fiction, and Social 
Dreaming. Cambridge, Massachusetts and Lon-
don, England, Mit Press.

2 European Commission (2021) Europe fit 
for the Digital Age: Commission proposes new rules 
and actions for excellence and trust in Artificial 
Intelligence [Online]. Available at: https://ec.eu-
ropa.eu/commission/presscorner/detail/en/
IP_21_1682 (Accessed: 07 May 2021)

3 Fessler, Le (2017) We tested 
bots like Siri and Alexa to see who would 
stand up to sexual harassment [Online]. 
Available at: https://qz.com/911681/
we-tested-apples-siri-amazon-echos-alexa-
microsofts-cortana-and-googles-google-home-
to-see-which-personal-assistant-bots-stand-up-
for-themselves-in-the-face-of-sexual-harassment/ 
(Accessed: 07 March 2021)

4 Floridi, Luciano, and J.W. San-
ders (2004). “On the Morality of Artificial 
Agents.” Minds and Machines, vol. 14, no. 
3, Aug. 2004, pp. 349–379, 10.1023/b:-
mind.0000035461.63578.9d. (Accessed 8 Mar. 
2020)

5 Genschow, Oliver, et al (2018) Mimi-
cking and anticipating others’ actions is linked to 
Social Information Processing  [Online]. Availa-
ble at: https://journals.plos.org/plosone/ar-
ticle?id=10.1371/journal.pone.0193743 (Acces-
sed: 01 Feb 2021)

6 Grodzinsky, Frances S., et al (2008). 
“The Ethics of Designing Artificial Agents.” Ethics 
and Information Technology, vol. 10, no. 2-3, 21 
June 2008, pp. 34, 10.1007/s10676-008-9163-
9. (Accessed 30 Nov. 2020)

7 Hey Siri, why are my kids screaming at 
you? Available at: https://www.youtube.com/
watch?v=ve6qJGt1_kk (Accessed: 27 February 
2021)

8 Hellofosta (2021) Everyday Futures 
[Online]. Available at: https://www.youtube.com/
watch?v=h12AkAIHyQw (Accessed: 07 March 
2021)

INDEX
LITERATURE AND OTHER SOURCES

9 The Ideal City : Exploring Urban Futures 
(2021). København, Space10, Berlin.

10 Kabel, Peter (2020). Dialog zwischen 
Mensch und Maschine : Conversational User Inter-
faces, intelligente Assistenten und Voice-Systeme. 
Wiesbaden, Gabler.

11 Luebkeman, Chris (2015). 2050 : Desig-
ning Our Tomorrow. London, J. Wiley.

12 Ma May, Alexandra (2018) Thousands 
of people in Sweden are embedding microchips 
under their skin to replace ID cards [Online]. Avai-
lable at:
https://www.businessinsider.com/swedish-peo-
ple-embed-microchips-under-skin-to-replace-
id-cards-2018-5?r=DE&IR=T (Accessed: 01 Feb 
2021)

13 Moore, Roger K. (2016). “Is Spoken 
Language All-or-Nothing? Implications for future 
speech-based human-machine interaction.” (2016). 
(Accessed 26 Feb 2020)

14 Mutchler, Ava (2017) Voice As-
sistant Timeline: A Short History of the Voice 

Revolution [Online]. Available at: https://
voicebot.ai/2017/07/14/timeline-voice-as-
sistants-short-history-voice-revolution/
(Accessed: 01 Feb 2021)

15 Nass, Clifford, and Scott Brave (2007). 
Wired for Speech : How Voice Activates and 
Advances the Human-Computer Relationship. 
Cambridge, Mass., Mit Press.

16 Negrón, Wilneida (2016) 5 Tips for 
More Inclusive AI Research [Online]. Available at: 
https://wilneida.medium.com/inclusiveai-3a5c2f-
5c632b (Accessed: 23 March 2021)
Picard, Rosalind, and Fridman, Lex (2019) Affective 
Computing, Emotion, Privacy, and Health [Online]. 
Available at: https://lexfridman.com/rosalind-pi-
card/ (Accessed: 22 Feb 2021)

17 Platz, Cheryl (2020). Design beyond 
Devices : Creating Multimodal, Cross-Device 
Experiences. New York, Rosenfeld.

18 Ro, Christine (2019) Dunbar‘s number: 
Why we can only maintain 150 relationships [On-
line]. Available at: https://www.bbc.com/future/
article/20191001-dunbars-number-why-we-can-
only-maintain-150-relationships (Accessed: 07 Feb 
2021)



127

19 Saarem, Anne Cathrine (2016). “Why 
would I talk to you? - Investigating user perceptions 
of conversational agents.” (2016). (Accessed 27 
May 2020)
20 Smith, Brad, and Carol Ann Browne 
(2019). Tools and Weapons : The Promise and the 
Peril of the Digital Age. New York, Penguin Press.

21 Whitby, Blay (2008). “Sometimes It’s 
Hard to Be a Robot: A Call for Action on the Ethics 
of Abusing Artificial Agents.” Interacting with Com-
puters, vol. 20, no. 3, May 2008, pp. 326–333, 
10.1016/j.intcom.2008.02.002. (Accessed 13 
May 2020)
 
 

126    Appendices



129

 
 

MENTORED BY



130    Research 131

 
 


