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Figure 1: A Selection of Speech-based Interfaces on Mobile Devices.
Mei-chan [96], Quinn [61], VideoKheti [22], Cookie Monster’s Challenge [18], SLIONS [68], JIGSAW [93], & Swarachakra [9]

ABSTRACT
Conversational User Interfaces (CUI) onmobile devices are the most
accessible and widespread examples of voice-based interaction in
the wild. This paper presents a survey of mobile conversation user
interface research since the commercial deployment of Apple’s Siri,
the first readily available consumer CUI. We present and discuss
Text Entry & Typing, Application Control, Speech Analysis, Conver-
sational Agents, Spoken Output, & Probes as the prevalent themes
of research in this area. We also discuss this body of work in re-
lation to the domains of Health & Well-being, Education, Games,
and Transportation. We conclude this paper with a discussion on
Multi-modal CUIs, Conversational Repair, and the implications for
CUIs of greater access to the context of use.

CCS CONCEPTS
• Computing methodologies → Speech recognition; • Human-
centered computing → Interaction techniques; Smartphones;
• General and reference→ Surveys and overviews.
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1 INTRODUCTION
The most common deployment of Conversational User Interfaces
(CUIs) are those on mobile devices. From Apple’s Siri to Google’s
Assistant, most mobile operating systems come with access to at
least one conversational user interface in the form of an interactive
personal agent. Despite this, the majority of research on CUIs seems
to focus elsewhere, with only 15% of papers referenced in the recent
review by Clark et al. [19] focusing on mobile interaction even after
excluding embodied interaction with devices such as stand-alone
smart speakers and robots. In this paper we present a survey of
research on mobile conversational user interfaces, examining the
opportunities and challenges in developing them for this form-
factor.

The motivation is to explore how mobile devices offer specific
challenges and opportunities for CUIs, which can inform the design
of CUIs more broadly. One of the largest of the opportunities is scale.
Taking the U.S. as an example, in 2019 it was estimated that 26% of
consumers had access to a smart speaker [51] compared with 86%
having access to a smart phone [86]. However, taking advantage
of this opportunity requires understanding the difference between
developing a CUI on a standalone smart speaker or an embodied
robot and developing for a consumer mobile device. We examine
how the touch screen is, and can be, taken advantage of alongside
CUIs, how the personal nature of a modern mobile device can be
leveraged, and how the multitude of sensors on these devices can
be used to inform CUIs of issues such as the physical and social
contexts of the user to provide a more situated and responsive
interaction.

For this reason we focus the scope of the survey presented here
to CUIs on mobile devices. By searching using a combination of the
keywords from the proceedings of the 2019 1st annual Conference
on Conversational User Interfaces (CUI’19), we present a structured
overview of recent research in this area. We discuss this body of
work in relation to the dominant themes which are distinctive
to the form factor on which the CUIs were developed or studied.

https://doi.org/10.1145/3405755.3406130
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References

Themes

Text entry [9, 38, 67, 71, 82, 85, 93]
Application control [22, 90, 92]
Speech analysis [26, 36, 52, 68, 72]
Spoken output [28, 31, 66, 77]
Conversational Agents [33, 43, 45, 48, 55, 61, 96]
Probes [18, 74]
Domains

Education [22, 43, 52, 61, 68, 77]
Health & Well-being [26, 28, 36, 71, 72, 92, 94]
Transportation [33, 38, 55, 67, 90]
Gaming [18, 26, 36, 52, 66, 68, 72]

Table 1: Themes and Domains

Following this, we discuss four prevalent domains of application
of CUIs on mobile devices. We end with a higher level discussion
of the impacts of multi-modality on CUIs, how the form-factor
can influence the recovery from breakdowns in communication
between human and device, and how the mobile device can aid in
the contextualisation of CUI interaction.

2 METHODOLOGY
In selecting papers for this survey, a comprehensive literature re-
view was carried out based on the collected keywords of all pub-
lished papers in the proceedings of CUI’19, the 1st International
Conference on Conversational User Interfaces. After accounting
for duplicates, keywords that were too general (e.g., trust, privacy,
design), and keywords in different fields (e.g., performing arts, AI
governance, emergency calls) we were left with 36 optional key-
words 1, to which we added two that were required: “speech” and
“interaction.” These were added to ensure that the papers included
speech interaction and not only research on the detection or the
production of speech. We chose a date range of the period after
2011, when Apple announced Siri on the iPhone – the first widely
available CUI on consumer mobile devices.

We used these criteria to search the ACM digital library using the
full ‘ACM Guide to Computing Literature’ database which indexes
over 6,500 other publishers’ content including IEEE Computer Soci-
ety and Springer-Verlag2. The search was performed through a full
text search in any field, capturing publications that mention these
terms anywhere in the paper. This search yielded 3014 research
papers. These papers were then further filtered by two independent
coders reading each abstract (with a 12% overlap) and applying the
following relevance criteria:

1chatbot, conversational interface, speech interface, voice user interface, intelligent
personal assistant, conversational agent, conversational user interface, voice assistant,
anthropomorphism, conversation analysis, conversational AI, social robot, dialog
systems, smart speaker, speech synthesis, voice, agents, Emotion, ethical decision
making, conversation, personification, robot, NLP, speech technology, voice interaction,
dialog design, ethnomethods, conversational design, intentional interface, multimodal
interaction, face-to-face conversation, embodied communication, gaze interaction,
text-to-speech, embodiment
2https://libraries.acm.org/digital-library/acm-guide-to-computing-literature

(1) The paper describes a speech interface that is deployed on a
mobile device.

(2) The paper describes a system that uses speech as input, out-
put, or both.

(3) The paper covers an evaluation process that focuses on the
use of the technology.

We have excluded technical discussions of systems, models, or meth-
ods related to speech interfaces that had little to no user evaluation.
We also excluded extended abstract publications, workshop papers,
magazine articles, and panel discussions. After the abstract screen-
ing, the remaining 45 papers were read in full, resulting in a further
17 being excluded. The resulting 28 papers are included in the final
analysis.

The analysis centred around the authors reading and indepen-
dently categorising the papers in terms of theme, domain, inter-
action modalities, contribution, and study design. The authors en-
gaged in repeated rounds of analysis, which followed thematic
analysis practice of developing codes independently, combining
them collaboratively, and identifying candidate themes, domains,
and their connections. The papers were finally arranged for pre-
sentation based on the Interaction Themes and Application Domains
of the system under investigation. In developing the themes, the
focus was on connecting the interaction with the CUI to the salient
characteristics of mobile interaction [14, 17].

For the six themes (Table 1, Top), we present the included pa-
pers by describing them in relation to the interface (e.g., the type
of other modalities used along with speech) most relevant to the
contribution of that work. The themes cover all papers selected
for analysis in one, most relevant, theme. Following this, the four
application domains (Table 1, Bottom) are presented in relation
to the opportunities and challenges of speech interaction in those
domains. In the domain categories, some studies are aligned to
more than one domain, and for others, the domain was either not
relevant or not frequent enough for detailed discussion.

3 THEMES
In this section, we describe the surveyed work in relation to the
themes identified in Table1. This allows us to focus on the op-
portunities presented by these types of interactions. Each section
provides a brief overview of the theme in relation to the research
presented and concludes with a discussion of its relevance to CUIs
and mobile devices.

3.1 Text Entry and Typing
Given the amount of time the user spends entering text using their
smartphone keyboard [14, 15], employing CUIs for effective text-
entry can have a significant impact on the quality and efficiency
of the user experience of the device. Several studies have been
conducted to compare typing and text entry using speech-based in-
terfaces in both ‘hands-free’ and ‘eye-free’ configurations. Munger
et al. [67] conducted a study to compare destination entry for a
navigation application using a keyboard and speech-based inter-
action with and without a wake word. The study has shown that
voice interfaces provide a significant advantage over the touch
interface in terms of distraction and length of interaction while
driving. Similarly, He et al. [38] also conducted a study to asses the
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effects of typing or speech input on driving performance by asking
participants to send a text message, either using a CUI or through
a keyboard. They found that handheld texting increased the brake
response time, among other safety-related factors, in comparison
to the CUI use. This gives evidence that speech-based technologies
can reduce manual and visual interference when compared to using
touch screen in driving context. A comparison study conducted
by Bhikne et al. [9] found that the combination of speech input
with a keyboard for error correction was more than 2.5 times faster
than using only the keyboard. Ruan et al. [82] argue that speech-
based text entry in English could be almost 3x times faster than
keyboards.

In a different area, users have used speech-based interaction to
enhance usability. Jacko et al. [71] designed a multilingual commu-
nication support system to improve the communication between
hospital staff and foreign patients. The system outputs a trans-
lated sentence when users input sentences to be translated with a
combination of spoken, touch screen selection, and keyboard input.

An interactive mobile image search application has been pre-
sented in [93] to facilitate visual search on mobile devices, JIGSAW.
The application uses voice input to initiate the query, which can
then be manipulated at a more granular level using other input
modalities, which the authors argue is an effective, complementary,
interactive paradigm for mobile search. Mobile CAPTCHA entry
has also been investigated, with Shirali-Shahreza et al. [85] allow-
ing users to use speech to complete a CAPTCHA instead of typing
it. Their results showed that participants preferred to speak their
interpretation of the CAPTCHA rather than typing it, even with the
associated possible transcription errors, although they preferred to
read rather than having it spoken for the same reason.

The studies here have shown that speech input works better
in scenarios when there is a small amount of text to be entered,
such as SMS dictation. Considering that speech recognition is not
100% accurate, some techniques to correct errors are needed, and
the form-factor of the modern smartphone provides opportunities
for novel supporting methods – from simply taking advantage of
the screen to display the results of the transcription, to develop-
ing novel iterative and interactive methods to confirm and refine
speech-based text entry without directly having to resort to a key-
board. We do not see evidence that CUIs can, or should, replace
keyboards for all tasks on mobile devices. However, the opportu-
nities for complementing and collaborating with keyboard-based
input present themselves as an interesting avenue for future re-
search at the confluence of CUI, HCI, and UX.

3.2 Application Control
Speech interfaces have also been used successfully to control and
launch applications on smartphones without necessarily relying on
presenting the transcription of a query to the user for confirmation.

Cuendet et al. [22] used speech in combination with the smart-
phone touchscreen to design the interface of VideoKheti, an instruc-
tional video repository for farmers in rural India. The interface is
completely text-free, with a “push-to-talk” button to allow users to
find the informational video that met their needs through selecting
from images or stating the name of their choice on the current
level of the navigation tree. Here the authors used the SALAAM

method [75, 77] to train a small vocabulary recogniser in the local
dialect with minimal training data [22]. By comparing the use of
the system with and without speech-enabled, they saw clear bene-
fits, especially to those with lower literacy levels, even though the
interface itself was text free in both conditions. One problem with
having the interface text-free was that to provide enough detail and
cover enough situations for the application to be useful resulted
in a relatively large specialised vocabulary, and long spoken lists,
which were seen to overload users. The application did, however,
provide a series of graphical ‘breadcrumbs’ as part of the interface
allowing the user to keep track of where they were in the decision
tree and backtrack as necessary.

Tchankue et al. [90] performed a usability study on an in-car
speech interface, but without the opportunity to dictate text to
be sent as a message. The interface they tested allowed users to
either call or send pre-determined text messages (from a list of 4 to
make it easy to remember) to someone on their contact list, or to a
dictated phone number. With the inclusion of ‘cancel’ and ‘repeat’
commands, they found that even navigating this simple application
through voice was susceptible to recognition errors, and that the
users sorely missed a barge-in feature wrestle back control from
the system.

In the accessibility context, Wang et al. [92] proposed EarTouch,
a one-handed eyes-free interaction technique that allows the users
to interact with a smartphone using their ear to perform tap or
draw gestures on the touchscreen. Alongside this, they were also
able to use voice commands, with listening triggered using their
ear, to specify a map destination, or and to send voice messages.

The opportunities for CUI exposed by the work under this theme
take advantage of the hands and eyes-free nature of much of spoken
interaction with mobile devices. This, echoed in the driving domain,
shows that the trade-offs involved in moving from touch to spoken
interaction can be easily justified for reasons of safety. Another
application type in this theme focused on accessibility, specifically
providing the opportunity for low-literate users to better interact
with the traditional text-based mobile applications. The combina-
tion with a GUI presents opportunities to ameliorate some of the
most fundamental problems with CUIs; awareness of the current
state of the system and the shared contextual model of interaction
(by using ‘breadcrumbs’ for example), and problems resulting from
the awareness of the extent and contents of large lists of options
available to the user.

3.3 Speech Analysis
In this theme many of the studies present speech interfaces that aim
to analyse users’ utterance either for language learning or therapy,
rather than to directly use what they say.

In the context of learning languages, Kumar et al. [52] explored
the use of speech recognition to help children in rural areas read and
understand words in their local dialect, with recognition isolated
to individual words. They designed an educational game where
the player was shown an image and had to say the corresponding
word. If the Automatic Speech Recognition (ASR) system was able
to understand them, they were regarded as speaking the correct
word. The game was designed to encourage repeated vocalising to
cement learning. Several studies went further than checking if the
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word was understood or not and included the ability to distinguish
between different ways in which incorrect pronunciations were
voiced to give specific feedback.

Parnandi et al. [72] also created an application that required
the users to produce utterance in response to images displayed
on the screen, this time with a focus on speech therapy for chil-
dren with apraxia of speech. In this case, the system was able to
identify insertion, deletion, and substitution mispronunciations on
a phoneme by phoneme level. On displaying this to the remote
therapist, they were able to assign or design speech exercises for
the children based on their specific difficulties. SpokeIt [26] by
Duval et al. is another speech therapy game, capable of providing
real-time feedback to help children with speech impairments. The
goal was to detect miss-pronunciation, and to that end, they used
a custom dictionary in Pocketsphinx [41] encoded with common
miss-pronunciations of the words in the training exercises which
were then able to be analysed and presented to therapists or parents.
The system allowed therapist to remotely follow their progress and
assign specific speech production exercises to each child depend-
ing on what was needed for that child. It also helped the learners
by demonstrating the correct pronunciation with lip animations.
Hair et al. [36] presented a third remote therapy tool. They used a
Wizard-of-Oz trial to compare the potential for improving engage-
ment with therapy through the use of a mobile game to motivate
practice.

Outside of the therapy domain Murad et al. [68] crated a multi-
language karaoke application called SLIONS to aid in learning to
pronounce a new language. This applicationmatched pronunciation
between the user’s singing and the ‘correct’ pronunciation of the
song. This allowed for personalised granular feedback on their
singing pronunciation. The study showed that the system helped
to improve users’ vocabulary and pronunciation.

One important ability that machine-based speech interfaces are
able to provide a detailed and granular representation of the utter-
ances that the users produce automatically, which are then available
to be analysed or stored and compared over time to detect improve-
ment or degradation of ability. In this theme, the applications all
provide the users with some form of feedback on how the utterance
was spoken, for use in both improving pronunciation for language
learning and providing tools for a variety of speech therapy regi-
mens. In speech therapy and language learning applications, the
use of the screen in addition to the CUI allowed the exercises to
vary beyond ‘call and repeat’ drills. The personal nature of most
mobile devices, even for children, can also be important in compar-
ison to a ‘family’ smart speaker. This provides reassurance that the
dissemination of the personal feedback information can be man-
aged by the end user in the same way they manage access to their
device or other overhearings, and that the therapist can ensure that
the correct user receives the training regime that best suits them
individually.

3.4 Conversational Agents
Conversational agents have been employed on mobile devices to
both provide access in specific locations and to take advantage
of the touchscreens to enhance the interaction. Lubold et al. [61]
introduced a socially responsive interface called ‘Quinn’ which had

a simple face-avatar displayed on the mobile screen (see Figure
1: second from the left) and which adapted the prosody of its
responses based on the pitch of the user’s utterance. They argue
that adaptive, socially responsive speech interfaces can be bene-
ficial beyond the education domain they focused on. Yamamoto
et al. [96] presented Mei-chan (see Figure 1: first from the left),
an animated always-on virtual agent on a mobile device with the
goal of a more natural interaction by using a combination of speech
manipulation and animation to communicate emotion. Similarly,
Kang et al. [48] produced an animated avatar for their conversa-
tional agent with upper body movements and facial expressions.
This allowed them to experiment with the impact that mutual gaze
and gaze aversion had on agent interaction.

Gordon et al. [33] introduced a parental driving entertainment
virtual agent called PANDA connecting two tablets, one in the
front, and one in the back of the car. The agent supports the parent
driver via a CUI to mediate interaction with children in the back
seat. Large et al. [55] conducted an investigation study to asses the
cognitive demand or carrying out natural language interactions
with a digital driving assistant while driving. They found a level of
secondary task completion equivalent to conducting a conversation
with another person using a hands-free mobile phone.

Jain et al. [44] designed a conversational agent that provides
farming information via a CUI, called FarmChat. They conducted
an evaluation focusing on assessing the usability of the system,
and understanding people’s needs and challenges in using voice-
based interfaces in rural locations. Jarusiboonchai et al. [45] also
took advantage of the mobility of the mobile phone to embed their
Wizard-of-Oz based trial of a proactive conversational facilitator
between co-located participants in different settings.

The smartphone provides opportunities for both the application
and design of conversational agents. Animated agents can be an
effective way to provide nonverbal expression (such as facial ex-
pressions, head nods, eye gaze, and posture shifts), and increase
communicative engagement with users. Taking advantage of these
animations can facilitate emotionally engaging social interactions
[49]. The screen provides a high fidelity output for complex ani-
mations, which can be incorporated in agent output. The mobile
also provides direct actions that the agent can take, increasing their
perceived usefulness and agency, such as playing multimedia con-
tent or sending messages on behalf of the user. The ability to be
in situ with the user in a specific context should also be explored,
as location or interlocutor awareness can also enable actions and
reactions beneficial to the ongoing engagement with the agent. By
using other sensors on the phone, for example, the camera, the
CUI could also understand subsets of facial expressions, gaze, and
gestures for more natural and intuitive communication.

3.5 Spoken Output
A number of systems focused only on generating spoken output
for specific purposes. El-Glaly [28] developed an intelligent reading
support system for blind people. It harnessed spatial, auditory, and
haptic feedback to follow the user’s finger across text, which it
would read to them. Raza et al. [77] introduces two further systems
with simple voice navigation menus. Both of their systems, ‘Song-
line’ for sharing music and ‘Polly’ for manipulating and sharing
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spoken messages, allowed the users to record, share, find, and listen
to audio through menu trees of spoken option, with input from the
keypad on the phone. The focus was to use viral media sharing
as entertainment as a way to train users on speech-enabled tech-
nologies implicitly. Moran et al. [66] integrated text-to-speech with
a pervasive mobile game called ‘Cargo’ to provide instructions to
multiple teams of players. Fiannaca et al. [31] looked to provide ex-
pressivity to the speech that generated from text-to-speech engines
through a touch screen interface. The model allows expressivity
through the insertion of emoji, punctuation, vocal sound effects
like laughter into the synthesised speech, which was highly valued
by end-users.

The generated speech could also be augmented with voice adap-
tation based on the state of the interaction, for example the speed
of touch interaction could be mirrored in the pitch or the speed of
the generated speech. With the addition of a touch screen, camera,
or a simple keypad, speech output can be disconnected from ASR
and embedded in other aspects of mobile device interaction.

3.6 Probes
This theme comprises of two papers, where a technology probe
using and about CUIs was deployed. Cheng et al. [18] examined con-
versational repair strategies to correct communication breakdowns
with a voice-driven interface. In this study, they have examined
the repair strategies [7] that young children face when they play a
game using voice interaction, and the system deliberately fails to
recognise their utterance. They have found that young children bor-
row conversational strategies that are common in person-person
interactions and applied them to their attempts to interact with the
app such as, raising their voice. Porcheron et al. [74] used video
analysis to examine the use of CUI-based personal assistants on
mobile devices (such as Apple’s Siri, or the Google Assistant) in
the social setting of groups meeting in a cafe. Among other things,
they looked at how the break in the ongoing conversation neces-
sary for the CUI to recognise the query is negotiated between the
conversational partners and how repetition and breakdowns are
handled in conversation.

These papers highlight that using a conversational agent de-
ployed as technology or cultural probe is a highly underutilised
application of CUI. While there have been some work on probes
for potential CUI work, such as [62], and extensive work on cul-
tural probes that employ digital photography or audio recording
[11, 34, 42] the work done by Cheng et al [18] and Porcheron et al.
[74] can be seen as an interesting turn towards using mobile CUIs
for examining both people interacting with speech-based systems,
but also how people act around, and outwith the technology we
tend to focus on. Adapting mobile CUIs to be proactive in their
interactions with participants in combination with the awareness
of the mobile devices’ contexts holds a further opportunity to probe
specific social and cultural practices using natural conversation,
instead of relying on participants to editorialise their experiences
in textual or visual form, or submit to more invasive observational
methods.

4 DOMAINS
In addition to the themes, between which all papers are distributed,
we have also identified a number of cross-cutting domains, which
can also be discussed in terms of the application and opportunities
for CUIs. In this section, the domains shown in Table 1 of Health
& Well-being, Education, Transportation, and Games are discussed.

4.1 Health & Well-being
One interesting possible application of CUIs in healthcare is collect-
ing patient medical information without, or before, interacting with
a doctor. Many phone or video-based Telehealth systems provide
the opportunity to collect medical history, report symptoms, and re-
ceive a non-urgent diagnosis or arrange for followup consultations
[25, 91]. While this provides wider and more convenient access
for some, it still requires highly trained healthcare professionals
available in real-time. There have been studies highlighting the
potential benefits of using conversational agents for health-related
purposes, for example, assisting clinicians during the consultation
or assisting patients in compiling health-related diaries [54]. Com-
bining these trends in mobile CUIs presents as an impactful and
fruitful opportunity for research. CUIs can be employed to support
patients in self-management by providing reminders, answering
common questions on ongoing conditions or diagnoses (dates of
planned treatment, doses of medication, etc.), or supporting in self-
monitoring by vocally prompting for health diary entries. These
systems can also lead the user through more complex conversa-
tional trees to adapt its contents to fit the changing health situation
of the patient over time. Using mobile CUIs in this domain could
decrease health care costs, and make it easier and more convenient
to deliver therapy to those in need. There is also the possibility
to combine such system with the already complex data collection
systems embedded in mobile devices, allowing the application to
collect and share health data when needed. The sensors on the mo-
bile device allow a mobile application to collect information about
the user’s activities, preferences [95], and the surrounding environ-
ment [60]. Sound captured by a mobile phone’s microphone is a
rich source of information that can be used to make more accurate
inferences about the person carrying the phone, their environment,
and social context [64]. Indeed, smartphones and related digital
sensing devices already offer data collection, activity suggestions
[30], and reporting for safety purposes in the eldercare domain
[70]. Enhancing these systems with CUIs should be an expected
development in the near future.

Using virtual agents that can approximate face-to-face interac-
tion with the patient could help in health care communication. By
including simulations of nonverbal conversational behaviour, in-
cluding hand gestures, facial displays, posture shifts, proxemics,
and gaze, this additional modality could be important for estab-
lishing trust, rapport, and therapeutic alliance [40] with patients.
Health care education systems use such multi-modal CUIs to pro-
vide personal mobile virtual agents to act as coaches able to educate
and counsel patients on a variety of topics. They also offer the op-
portunity to mitigate some of the isolation of patients with mental
health issues, such as depression, [65]. Such personal communica-
tion CUIs can also provide an opportunity to detect when a user
needs urgent interventions [69] while reaching populations who
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report fear of the stigma associated with seeking professional ser-
vices for sensitive mental health issues [79]. However, providing
CUIs that provide an approximation of emotional output raises the
expectation that the agent would also have some understanding of
the user’s emotional state using the same cues. Even as the field
moves beyond basic sentiment analysis to more sophisticated tech-
niques, possibly taking advantage of the mobile phone’s access to
the user’s context, such emotional understanding is still in its in-
fancy. This balance between engendering trust and over-promising
the emotional and cognitive abilities of the agent there should be
given even greater considerations designing when CUIs for the
health care domain, almost to the same level as issues of accuracy,
privacy, and confidentiality [10] are given currently.

4.2 Education
Education using mobile phones hold the promise of facilitating
learning, promoting collaboration, and encouraging both indepen-
dent and cooperative learning for life. In combination with CUIs,
mobile learning can be offered with direct access to information
without the need to navigate through a GUI or complex menu struc-
ture, which is well-suited for low-literate users, as it leverages a
skill they already have – this can even, to some extent, mitigate
the challenges of living with low-literacy by providing access to
information and services they would otherwise be excluded from.
Beyond those with low-literacy, students all over the world experi-
ence personal learning through mobile devices. Didactic applica-
tions and interfaces on smartphones are used both at a distance
and during face-to-face studies. They may, moreover, be used to
bring new ways of developing generic and specific competencies
for different users. Using CUIs integrated with current didactic
systems, or specially designed teaching CUIs on mobile devices
offer personal multi-modal opportunities for learning.

When looking at the use of CUI in the educational domain, there
is a research focus on how these systems have been used by chil-
dren [52] and adults [87] to learn with these technologies beyond
institutional contexts (i.e., informal learning) and their implications
on learning.

The most important feature of mobile phone technologies is their
portable nature and their abilities to promote additional learning
methods beyond the classroom. Smartphones provide learning and
training support for students enabling quick content delivery, en-
hanced support time in project-based group work, a higher level
of student engagement in learning-related activities within a mul-
titude of diverse physical locations, and the enhanced availability
and accessibility of information. Combining this with the advan-
tages of CUI based learning, for example, of increased motivation
and promoting learning-through-teaching, can provide customised
solutions that foster successful learning and performance without
instructor, where the user can interact with the system using their
natural language. Designing educational CUIs for mobile devices al-
lows developing useful customisation that exploits adaptive instant
interaction based on context with real-time responses. Conversa-
tional systems can initiate natural language queries and expect
to receive the learner’s natural language response [84]. The sys-
tem would form a dialog-oriented intersection between a human

and the system that allows for natural communication, with real-
time responses feedback. Automatic speech recognition (ASR) has
been used in many applications specifically for language training,
vocabulary practice, and for improving pronunciation [21, 29, 39].

Using CUIs in educational applications could compensate the
lack of face-to-face interactions, which have been shown to give
the students more motivation [46], by increasing the interaction
with the learner enabled through a human-like tutor agent. Conver-
sational agents with simulated human-like interfaces can be used to
facilitate interactions between the learner and the content, where
the role of the agent in this case is to present the instructional con-
tent [87]. Through the use of a conversational agent the learner can
participate in reflection activities [20] which can be guided by the
instructor through their crafting of the dialogue – but would not
require their immediate presence. Taking advantage of the mobile
device here allows for this reflection to be based upon both per-
sonal data (such as individual learning goals or notes), collaborative
data from the learner’s cohort as a whole, and resources accessed
through the network.

4.3 Transportation
When looking at the use of conversational user interfaces in the
transportation domain, the most commonly explored goal is that
of reducing the level and amount of distraction experienced by
drivers. The task of driving places demands on visual attention –
both towards the road and other road users outside of the vehicle,
and the variety of visual feedback provided inside the vehicle on
its ongoing state. At the same time it is a manual task, involving
frequent control of the direction and speed of the vehicle through
physical manipulation of the steering wheel and pedals. It is also a
cognitive task [23], as drivers plan and re-plan their manipulations
of the vehicle in response to the changing context. Distraction from
this task, however, is not so easily defined. As Lee et al. note [56], the
definition of distraction in the literature is varied and ranges from
reasons to outcomes, yet one common theme is that of attention
and its distribution between multiple ongoing tasks [27]. Here we
adopt their common definition:

“Driver distraction is a diversion of attention away
from activities critical for safe driving towards a com-
peting activity.” [56]

At a most basic level, the integration of CUIs with smartphones
has allowed these devices to afford a varied and complex set of
tasks ideally without demanding the visual or physical attention of
the driver allowing the driver to stay attentive and minimise delays
to the driver’s reactions [47, 63]. These are commonly employed for
placing calls, destination entry [67], controlling entertainment [33],
reading and transcribing messages, or similar tasks. It has been
shown that voice command based systems are less demanding, and
therefor presumably safer, than visual-manual interfaces [67].

However, this may not be as straightforward as it seems. There
are studies from the driving domain that argue that complex voice
interactions show significant attention demands [67]. Using speech-
based interfaces while driving can be cognitively captivating, which
has the possibility to significantly impair the driving task [38]. It is
therefore important to understand the demand that such interfaces
may place on drivers, and understand if it is a matter of CUI design
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or the modality itself that increases the driver’s perceived cognitive
load, and with it the vulnerability for distraction [90].

This research can not only provide important insights for the
development of CUIs aimed at drivers and passengers in motor
vehicles, but presents an opportunity to inform the design of CUIs
more widely. Understanding what about a certain conversational
interface demands more attention than others while driving is an
important step to providing guidelines on designing CUIs that are
easy to use across all domains of use which are expected to be
concurrent with ongoing activities.

The context of driving, both inside and outside of the car is
an important aspect of distraction that is often overlooked in the
literature on the subject. While mobile phone use is certainly a
distraction, other aspects of the context can also distract the driver
and it is in these complex situations that CUIs may provide some
reduction in distraction, and possibly therefor in accidents. While
there is some evidence that people use their mobile devices less
when drivingwith children in the car [81], having children in the car
is also a major source of distraction. Rudin-Brown et al. [83] found
that their participants interacted with children in the back seat for
‘potentially distracting activities’ 12 timesmore than they interacted
with their mobile phone. We have seen one attempt at designing
a CUI to reduce this, Gordon et al. [33] designed a conversational
agent as something of a ‘go-between’ in the interactions between
children and adults over media use in the car. This is an interesting
first step, however a more complex agent could provide better
results.

Tchankue et al. [90] propose complementing the dialogue model
with a sensor based context-aware module to tailor the interaction
to the distraction and driving context. While this is still marked for
‘future work’, the possibility to time-shift interactions away from
moments when the driver is engaged in a safety critical driving task
by using conversational strategies to delay their interaction with
the system, or to stall their interaction with others in the car or over
real-time communication links who are making demands on their
attention at that time could be highly beneficial. A simple ‘barge-in’
by the agent demanding a pause in the communications would be
one crude first step, but a more subtle and complex management of
the communications between drivers and others are not outwith the
realms of possibilities. Of course, the problem that presents itself
here is that of agency – one that is common across all contexts –
in that any system that overrides the wishes of the user (here by
making their communications slower, or stopping them for a time
altogether) must negotiate that control effectively and transparently
or run the risk of being turned off.

4.4 Games
There were a number of games and interfaces with game elements
presented in the papers described here, while the act of motivating
CUI interaction through the use of game elements (such as the
probe described in [18]) is a long standing technique in HCI and
related fields, what is more interesting are the ways in which ludic
principles are applied to to CUIs, and how games themselves can
be improved with the inclusion and development of CUI elements.

CUIs by their very nature lend themselves to some aspects of
ludic design [32] and narrative engagement [24]. As a ‘game board’

CUIs have been shown to be used for people to play together [6, 73]
on applications that provide quiz-like interactions, yet to some ex-
tent the repeatedly presented limitation of their opaque affordances
can be seen as an opportunity for ludic interaction:

“In every situation, the ludic self is in search of new
possibilities in order to increase the field of possible
action.” [24]

Choose-your-own-adventure and story-based games [6] are also
implemented and used in CUIs, providing the user the opportunity
to respond to questions from the agent to advance the story. These
games are interesting in that they, primarily, take advantage of the
stock text-to-speech modules included on commercial CUIs result-
ing in “a monotone Alexa saying things like, ‘Oh, my, I’m really
scared now,’ in the exact same tone she replies that she’s turned
your lights off” [12]. Providing tools to allow developers and design-
ers to imbue emotion in the generated speech, taking advantage of
the research done for assistive technologies such as [31] for exam-
ple, would allow more expressive and immersive games without
the expense of voice actors. This would also give the possibility
to procedurally generate the game or story dialogue. Combining
this with the affordances of mobile devices offers the possibility to
expand and deepen the experiences currently on offer with games
such as ‘Cargo’ [66]. This pervasive multiplayer mixed-reality game
involved a team is trying to help onemember to escape from the city
before being caught by the police. A software agent calls the player
to help them, a game mechanic that could be incorporated with any
number of narrative driven games. By building upon mechanics of
vocal analysis such as those used in the Karaoke game SLIONS [68]
or the various speech therapy tools [26, 36] (which naturally lend
themselves to personalised models on a personal device) in combi-
nation with the more complex text-to-speech generation provides
opportunities for more complex, deeper, and emotive interactions
through CUIs motivated by gaming principles and narratives.

5 DISCUSSION
Beyond the themes and domains, we would like to draw attention to
three overarching areas in the adoption and use of CUIs on mobile
devices. The first centres around the opportunities and challenges
ofmulti modal CUIs, the second on the impact that mobility can play
in speech breakdown and recovery, and finally the opportunities
that the mobile device’s access to the personal context of the user
afford.

5.1 Multi-Modality in CUIs
An important design consideration in CUIs for mobile devices is,
of course, the rest of the mobile device beyond the microphone
and speaker typically associated with the audio communication
channel. In the papers discussed here, it has been shown that com-
bining a CUI with a touchscreen for either input or output can have
many advantages. There was a preference to read output and speak
input [85], harnessing the information density of written language
in comparison to Text To Speech (TTS) output, and the ease of
speaking in comparison to using a touch screen keyboard.

Beyond replacing parts of the CUI with other modalities, imple-
menting complimentary interface components has been shown to
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helpwith accuracy [71], or to provide contextual [68, 96] and histori-
cal [43] information on the ongoing interaction. Coupled interaction
across modalities therefore provides opportunities for a number
of traditional challenges in CUIs, which may not always have to
be addressed exclusively through audio. Explicitly De-coupling the
CUI from the rest of the interaction can also be explored to take
advantage of the unused modality for complimentary, but distinct
tasks. For example a speech therapy task can be lightly coupled
to a platform game [36], and furthering interaction research on
this path could involve the use of techniques for pro-active CUIs
[61] combined with greater awareness of context and ongoing use
to initiate parallel activities of the user’s choosing (for example
language learning) when the opportunity presents itself.

5.2 Breakdowns and Recovery
People regularly fail to interact with speech interfaces [18], and
detecting and recovering from communication breakdowns remains
a key challenge [7, 18].

Repairing misunderstandings between humans and machines is
a fundamental part of human-computer interaction, mechanisms
are needed to recover from the inevitable moment when the human
and the computer fail to understand each other [18, 89]. One of
the long standing goals of natural language processing is to allow
conversation repair to be part of human machine interaction [37].
What is of interest in the work we cover is that it provides op-
portunities for the mechanisms employed in speech therapy and
language learning to be applied to CUIs in general. Applying phono-
logical hints [13, 59] (drawing out and emphasising the phonemes
in misunderstood words on reply) or communication scaffolding
[58, 78] (replying with a mirror of a successful interaction) to aid
reformulation of unsuccessful queries for detectable misinterpreta-
tions by the CUI are one approach. Greater ongoing awareness of
the context of use would provide opportunities to address issues
perceived as failure of attention on the part of the CUI, which would
need to be communicated both explicitly through social dialog and
implicitly using back-channels on other modalities.

Some of the observed breakdowns were due to the range of
contexts and participants that developing on amobile device affords.
One aspect of that is technical, with different microphones on
different devices potentially causing issues of accuracy [72, 94], and
challenges of varying connectivity and processing power [43].

The highly variable social and personal contexts of the users also
raises issues. Socially responsive interfaces react to how people
interact with them [16], lexically [57] or non-verbally [61], yet
the range of adaption afforded is currently limited. The diversity
of languages, vernaculars, dialects, and people understood and
supported by CUIs is an important, yet incredibly difficult challenge.
This shouldn’t be seen just as a problem of improving speech-
to-text accuracy for specific populations (for example, adapting
to the slower speech and inter-syllabic silence of elderly users
[53]), but more widely on the understanding and adapting to how
different groups of people speak; their idioms, tropes, and methods
for imbuing emotional and social subtlety in language.

5.3 Context
The most interesting and important thing that defines the opportu-
nities for CUIs on mobile devices is their almost unparalleled access
to the context of the user. Understanding the ongoing activity of the
user through the sensors on mobile devices has been a increasingly
focused upon area of research in recent years [35, 50, 76, 80, 88],
leading to both general and domain specific recognisers, as well
as taking advantage of connected devices such as smartwatches to
improve the recognition [8]. Indeed, current generations of commer-
cially available smartwatches ship with limited activity recognition
for exercise [5], falls [4], and heart problems [2]. Beyond physical
activity, current smartwatches also provide very limited monitor-
ing of noise levels, providing alerts when in situations that could
damage hearing [3]. This continuous monitoring of the noise level
can be seen as a precursor to more complex monitoring of the audio
channel to understand the user’s context. McMillan et al. [64] sug-
gested a number of personal and shared opportunities that listening
to the ongoing conversations of users could afford. Even simple
noise level monitoring could be used to improve CUI interactions,
adjusting the output in volume, speed, and inter-syllable spacing
can improve understandability at high noise levels. The CUI could
also adjust the output and the input around regular noises, or simply
suggest that the user move to an area with better acoustic prop-
erties rather than mis-recognising their speech. Such adjustments
could also be developed around different types of detected activity,
allowing for interrupted input and timing responses to be better
in keeping with the ongoing action and the temporally shifting
amount of attention the user can spare through the activity.

With more complex social context understood through listening
to the ongoing conversations of the user as outlined in [64] there
are more interesting, and technically challenging, opportunities
to influence interactions with the CUI. Adjusting the emotional
valance of the generated conversation to account for the detected
mood of the user could be used to provide an efficiency fit (for ex-
ample, when they are detected to be addressing others quickly and
with brevity then the CUI could trim unnecessary politeness and
opportunistic dialogue embellishments) or to provide intervention
to alleviate an undesirable change in mood through pro-actively
engaging in conversation or adding embellishments to ongoing
interactions on the topic. Beyond current emotional state, such a
Qualified Self detection module [64] in collaboration with a CUI
could intervene when interpersonal communications are detected
to be either lacking in amount (by providing a quasi conversa-
tional partner), stilted (by providing topics for conversion [45]), or
confrontational [1].

6 CONCLUSION
In this paper, we have surveyed research that investigates or uses
CUIs on mobile devices. By highlighting the specific opportunities
afforded by mobile devices for the design and development of CUI
interactions, we hope to encourage further work on the integration
of context, the inclusion of multiple modalities, and providing more
complex opportunities to recover from communication breakdowns
with conversational interfaces.
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