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a b s t r a c t

We have investigated functionalized 2D carbon allotrope, graphdiyne (GDY), as a promising hydrogen
storage media. Density functional theory with a range of vdW corrections was employed to study Ni
decoration of pristine and boron-doped GDY and the interaction of resulting structures with molecular
hydrogen. We showed that boron-doped GDY is thermally stable at 300 K, though, its synthesis requires
an endothermic reaction. Also, boron doping enhances Ni binding with the graphdiyne by increasing the
charge transfer from Ni to GDY. Ni doping drastically influenced hydrogen adsorption energies: they rise
from ~70 meV per H2 molecule on pristine GDY to a maximum of 1.29 eV per H2 becoming too high in
value for room temperature reversible applications. Boron doping improves the situations: in this case,
after Ni decoration desorption temperature estimation is ~300e500 K. Overall, each Ni adatom on B-
doped GDY can bind only one H2 molecule within the needed energy range, which gives low hydrogen
uptake (~1.2 wt%). However, doping with boron led to the decrease in the value of hydrogen adsorption
energy and good desorption temperature estimations, therefore, codoping of metal atoms and boron
could be an effective strategy for other transition metals.
© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

With the rising rates of energy consumption, the investigations
of ecologically-friendly sources of energy and ways of its redistri-
bution are of high importance nowadays. Hydrogen is a promising
energy carrier if produced from renewable sources [1,2]. However,
compact, safe, and effective hydrogen storage systems, which
satisfy the U.S. Department of Energy targets for on-board appli-
cations [3], are still needed. Carbon-based nanomaterials attract the
attention of researchers in the field for a long time because of their
porosity, low density, and low production cost [4]. Moreover, these
materials exhibit good hydrogen storage capacities [5,6], though,
only at cryogenic temperatures.

Novel two-dimensional (2D) carbon nanomaterials have been
actively investigated since they have a potential for a high hydrogen
uptake due to the high surface area. Graphdiyne (GDY), 2D carbon
allotrope [7], has been predicted as the most stable diacetylenic
carbon allotrope [8] and recently successfully synthesized [9].
ee).

Ltd. This is an open access article u
However, molecular hydrogen interacts with the pure GDY via
week van derWaals forces, and theoretical predictions showed that
pure graphdiyne binds hydrogen with energy ~60e70 meV/mole-
cule, which is too low for room-temperature reversible sorption/
desorption cycles [10]. This problem could be solved by adding
more active adsorption sites on the GDY surface (e.g., metal atoms).

There are two possible approaches: to add light metals to the
carbon-based structure or to use heavier transition metals (TM).
The former way allows us to minimize the final weight of a base
structure; therefore, the resulting hydrogen uptake will be less
negatively affected. And, indeed, doping with light alkali and alkali-
earth elements increases hydrogen binding energy significantly
due to the charge-induced polarization of hydrogen molecules (up
to ~0.3 eV/molecule) [11,12]. However, even with these enhanced
binding energies, desorption temperature stays considerably lower
than the desired room temperature. Moreover, light metals signif-
icantly improve binding energy of not a big number of hydrogen
molecules (for example, Li adsorbed on carbon nanotubes [13] or
carbyne [14] influences only up to 3e4 hydrogen molecules per
metal adatom). The latter approach, on the other hand, allows
getting biding energies, which are closer to the chemisorption due
nder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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to the Kubas-type interactions between hydrogen molecules and
TM adatoms [15]. Such interactions involve the stabilization of H2
complexes by s-donation from the filled HeH bonding orbital into
the empty d-orbital of a metal atom and simultaneous back-
donation of electrons from the filled metal d-orbital into the
vacant anti-bonding orbital of the H2 molecule [16]. Such back-
donation is crucial not only in stabilizing the bonding but also in
a lengthening of the HeH bond (and even splitting if it is too strong)
[17]. Besides, usually, transition metals can strongly bind more
hydrogen molecules than light alkali metals [11,16,18].

Previously, He et al. [19] investigated GDY decoration with light
transition metals (though, they did not consider hydrogen sorption
on the resulting structures), such as V, Cr, Mn, Fe, Co, Ni. They
showed that among considered 3d transition metals, Ni had the
strongest bondwith theGDYand the closest value of binding energy,
Ebind, to cohesive energy of the metal atom in the crystal structure,
Ecoh (for V, Cr, Mn, Fe, Co, Ni they got Ebind � Ecoh ¼ 3.3, 2.9, 1.8, 2.6,
2.1, 1.6 eV, respectively). So, the formation of Ni clusters on the GDY
surface is less probable, which is the desired scenario for hydrogen
storage material, since metal clusters would decrease the resulting
hydrogen uptake [20]. Therefore, for our investigation, we chose Ni-
decorated GDY as a possible material for hydrogen storage. More-
over, though in He et al. work [19] the absolute value of Ni binding
energywas big, it was lower than the experimental absolute value of
Ni cohesion energy. Therefore, we also considered the influence of
boron-doping on the performance of Ni-functionalized GDY, since
this strategy proved its efficiency in enhancing the binding between
light metal atoms and other 2D carbon nanomaterials (porous gra-
phene [21], graphyne [22], and boron-graphdiyne [23]).

2. Models and simulation details

DFT spin-polarized calculations were performed using the
projector-augmented wave (PAW)method [24] implemented in the
Vienna Ab-initio Simulation Package (VASP) [25e27]. For
exchange-correlation potential, we employed generalized gradient
approximation (GGA) in Perdew-Burke-Ernzerhof (PBE) formalism.
To account for van der Waals interactions, important for hydrogen
adsorption energies estimation, we used DFT-D3 approach [28]
throughout all calculations. Ground state geometries were obtained
with 9 � 9 � 1 Monkhorst-Pack set of k-points, the force conver-
gence criteria of 10�3 eV/Å and the total energy convergence
criteria in the self-consistent field iteration of 10�6 eV. The plane-
wave basis set cut-off was 600 eV. With this set of parameters,
the numerical precision of adsorption energies calculations is 3� 5
meV. We used the 2012 versions of pseudopotentials, constructed
by the PAWmethod, which treat the following electrons as valence:
1s for H, 3d84s2 for Ni, 2s22p for B, and 2s22p2 for C. Geometry
relaxation was performed by conjugate-gradient method. Bader
charge density analysis [29] was performed to calculate the atomic
charges. And for relaxed structures, we performed calculations
with the hybrid functional HSE06 [30] and fixed geometries to get
more accurate DOS and charge transfer results, as standard GGA
and LDA calculations give an underestimated bandgap. To investi-
gate the thermal stability of boron-doped GDY, we also performed
ab initio molecular dynamics (AIMD), using canonical NVT
ensemble and Nose-Hoover thermostat implemented in VASP
package. We utilized the PBE functional (with DFT-D3 corrections
for vdW interactions) with the cut-off energy of 600 eV. The time
step was 0.25 fs. We did not apply pressure to the system.

We investigated a single unit cell of the graphdiyne sheet, which
contained eighteen carbon atoms (Fig. 1). In the non-periodic di-
rection, we put 20 Å of vacuum, which was enough to exclude from
the consideration the spurious interaction of the system with its
image. The optimized cell parameters, as well as bond lengths of
pure graphdiyne, are in agreement with the previously reported
results [31,32]. In the case of boron-doped graphdiyne, we inves-
tigated a small concentration of boron (only one C atom per GDY
unit cell was replaced). For a single unit cell of GDY, we added up to
two Ni atoms. And for hydrogen adsorption, we considered up to
five hydrogen molecules per Ni atom.

In the case of hydrogen adsorption on pristine graphdiyne, we
also employed the SIESTA suite [34,35], in which wave function is
expanded on the atomic basis set. It allowed us to perform a fast
and precise test of awide variety of hydrogen starting positions. We
employed the generalized gradient approximation (Perdew-Burke-
Ernzerhof functional [36]) and the local density approximation
(Ceperley-Alder functional [37]) for obtaining the ground state
geometries of a single hydrogen molecule adsorbed on the GDY.
However, both these approximations do not account van der Waals
(vdW) interactions (GGA usually results in the underestimated
hydrogen adsorption energies, and LDA e overestimated [38,39]),
so in the SIESTA package we also used the Grimme DFT-D2 cor-
rections [40] and vdW exchange-correlation functional of Dion
et al. [41] with exchange modified by K. Berland and P. Hyldgaard
[42] for the most energetically favorable configuration, obtained
from the GGA numerical experiments. For GGA (and DFT-D2) and
LDA calculations, we used the pseudopotentials from the FHI
pseudodatabase [43], for calculations with the vdW exchange-
correlation functional we created pseudopotentials using ATOM
package [44] and the GGA input file (.inp) from the FHI database.
We have optimized the double-z polarized (DZP) basis set [45,46]
for carbon and obtained the following parameters: for orbitals C2s

and C2p cutoff radius is 8.0 and 9.6 Bohr, respectively, and Split-
Norm is 0.35 and 0.20, respectively. Parameters for hydrogen atom
were taken from our previous investigation [13]. Also, in binding
energy calculations, we used counter-poise (CP) corrections by Boys
and Bernardi to reduce basis set superposition error (BSSE), which
can be significant in weakly interacted systems [47]. The mesh
cutoff [48] of 350 and 210 Ry for GGA (and vdW) and LDA calcu-
lations, respectively, and 9 � 9 � 1 Monkhorst-Pack set of k-points
have been considered to calculate the total energies within a nu-
merical precision of 1 meV. Geometry relaxation has been per-
formed by the conjugate-gradient method with the force
convergence criterion of 5$10�5 Ry/Bohr. By the GDY total energy
minimization, we obtained the equilibrium GDY lattice parameter:
9.48 and 9.39 Å for GGA and LDA calculations, respectively.
3. Results and discussion

3.1. B-doped GDY

We considered three symmetrically non-equivalent positions of
B atom (Fig. 1, left side): one in the carbon ring (position B1) and
two in the chain (positions B2 and B3). First, we optimized B-doped
structures with the lattice parameters from pure GDY calculations.
For the following investigation, we chose the structure with the
lowest total energy, where boron is in the carbon ring (Fig. 1, right
side), and obtained its optimal cell parameter. This parameter is
bigger than that of pure graphdiyne since the original bond length
being stretched by B substitution (BeC bond lengths are more than
6% larger than the corresponding CeC bond lengths), which agrees
with the previous results for other carbon 2D allotropes: porous
graphene [21] and graphyne [49]. The cohesive energy of B-doped
GDY was calculated as follows

Ecoh ¼
EGDY@B � nCEC � nBEB

nC þ nB
; (1)



Fig. 1. Optimized structures of pristine and boron-doped graphdiyne. The unit cell is denoted by a blue line. Carbon and boron atoms are represented by gray and green color balls,
respectively. All bond lengths and distances are in Å. All structure pictures were obtained using the VESTA3 software package [33].
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where EGDY@B is the total energy of B-doped graphdiyne, EC and EB
are the total energies of an isolated carbon and boron atom,
respectively, and nC and nB are the number of carbon and boron
atoms in the computational cell, respectively (nC ¼ 17, nB ¼ 1). We
also estimated formation energy of GDY@B using the following
formula:

Eform ¼ EGDY@B � nCmC � nBmB
nC þ nB

; (2)

where mC is the total energy per carbon atom in pure GDY and mB is
the total energy per boron atom in bulk b-R boron [50]. The
resulting values for all considered B atom positions (B1-3) are
presented in Table S1.

The calculated negative cohesive energy (�7.15 eV/atom in the
case of B1 position), which is comparable to experimentally ob-
tained value of graphite (�7.37 eV/atom [51]), indicates the stability
of our B-doped graphdiyne system. However, positive formation
energy (0.05 eV/atom for GDY@B1) indicates the endothermic B
substitutional doping, which agrees with the previous results for
graphyne [22].We also tested the thermal stability of this system by
performing ab initio MD calculation of four unit cells of GDY@B1
(68 carbon atoms, 4 boron atoms) at 300 K (Fig. S1). After 10 ps of
an equilibration run and 5 ps of a production run, no breaking
bonds and considerable geometry changes were observed, which
implies the thermal stability of GDY@B at 300 K.
3.2. Ni decoration of pristine and B-doped GDY

At the next stage, we added one Ni atom per GDY supercell.
Previously, He et al. [19] showed that the most stable position of Ni
atom on graphdiyne is inside the big pore. So, we chose this posi-
tion as a starting configuration. We also considered the other initial
position of Ni atom, such as above the carbon hexagon ring.
Geometrically relaxed structures are shown in Fig. 2. It can be seen
that Ni decoration does not noticeably change the GDY(@B) struc-
ture if Ni is located above the carbon hexagon ring, and causes
slight distortion of the carbon chain fragment (the shortest C^C
bond lengthens by more than 4%) if Ni is located in the big pore.

The binding energy of nickel adatoms was calculated as follows
Ebind ¼
EGDYð@BÞþNi � EGDYð@BÞ � nENi

n
; (3)

where EGDYð@BÞþNi is the total energy of graphdiyne structure
(pristine or boron-doped) decorated by n Ni atoms, EGDYð@BÞ is the
total energy of GDY (pristine or B-doped) without Ni, and ENi is the
total energy of an isolated nickel atom. The resulting binding en-
ergies along with the Ni atom's Bader charges in the case of n ¼ 1
are presented in Table 1.

Table 1 shows that doping with boron strengthens the binding
between Ni adatom and the graphdiyne structure, especially when
Ni is located above the carbon hexagon ring (the value of Ebind rises
by 64% on GDY@B in comparisonwith the pristine GDY). This can be
due to the increased charge transfer from Ni atom to the boron-
doped GDY sheet (since boron atom lack one valence electron in
comparison with carbon, enhancing the electron affinity of GDY
structure) in comparison with the pristine one, which is indicated
in Table 1 (Bader charge analysis of hybrid calculations) and shown
in Fig. 2. Overall, binding of Ni atom to either pristine and boron-
doped graphdiyne stems from the charge transfer and hybridiza-
tion of Ni3d and C2p orbitals, which can be seen in Fig. 3. Fig. 3a, b
shows that pristine GDY has a gap (0.90 eV in hybrid calculations
and 0.48 eV in PBE calculations, which is close to the previous re-
sults [52]) in the density of states, which closes at boron doping.
Subsequently, at Ni decoration, this small gap opens again in both
pristine and B-doped graphdiyne.

Though obtained binding energies are quite big in value (espe-
cially in the case of “big pore” configuration of Ni atom), only in one
position (in the big trigonal pore of GDY@B) Ni atom has binding
energy slightly lower than the experimental value of Eexpcoh ¼ �4:44
eV. This fact indicates the probability of Ni clusters formation at
increasing concentration of metal atoms. It is not a desirable sce-
nario, as clustering of active centers (Ni atoms, in our case) will
reduce the possible hydrogen uptake [20,53].

We performed additional simulations with two Ni atoms in both
pristine and B-doped GDY unit cells. Considered starting configu-
rations (after structure relaxation) are denoted in Fig. S2. The
average binding energies were calculated, using eq. (3) and
applying n ¼ 2. Obtained results (see Table S2) indicate that the



Fig. 2. Relaxed structures of pristine and B-doped GDY with Ni a) and b) inside the big pore; c) and d) on top of the small pore. Ni, C, and B atoms are blue, gray, and green,
respectively. All bond lengths and distances are in Å. Cyan and yellow isosurfaces (0.0025 e) show charge depletion and accumulation, respectively.

Table 1
Binding energy and Bader charge of Ni atom on pristine and boron-doped
graphdiyne.

Position of Ni atom Ebind, eV QBader of Ni atom, e

DFT-D3 calculation HSE06 calculation

Pristine GDY
Big trigonal pore �4.37 0.46 0.41
Hexagon top �2.21 0.50 0.45
GDY@B
Big trigonal pore �4.48 0.53 0.65
Hexagon top �3.68 0.54 0.66
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configurations with a larger distance between Ni adatoms are more
energetically favorable, which is due to the electrostatic repulsion
between metal ions. So, cluster formation could be hindered by
Coulomb interaction and would require passing a high potential
barrier. However, further investigations, which are out of the scope
of our research, are needed to clarify this point.
3.3. Hydrogen adsorption on pristine and Ni-functionalized GDY
and GDY@B

On the next stage, we simulated hydrogen adsorption. We
started by adding a single hydrogen molecule to pristine graph-
diyne. A wide range of H2 starting configurations (see Fig. S3) were
optimized in SIESTA using the GGA and LDA approximations. The
hydrogen adsorption energy was calculated as follows

Ebind ¼
Ebase þ kEH2

� EbaseþkH2

k
; (4)



Fig. 3. Total and projected densities of states of a) pristine GDY (direct bandgap 0.90 eV); b) boron-doped GDY; c) GDY with Ni atom in the big pore (direct bandgap 0.59 eV); d)
GDY@B with Ni atom in the big pore (direct bandgap 0.56 eV); e) GDY with Ni atom on top of carbon hexagon ring (direct bandgap 0.88 eV); f) GDY@B with Ni atom on top of the
small pore (direct bandgap 0.84 eV). All DOS graphs and values of bandgap were obtained from the hybrid calculations.
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where EbaseþkH2
is the total energy of thewhole system (in this case,

hydrogenmolecule adsorbed on the GDY, so k ¼ 1), Ebase is the total
energy of adsorbent (in this case, pristine GDY), and EH2

is the total
energy of an isolated hydrogen molecule. We used a “reversed”
order of terms in eq. (4) to remove negative values in results. Here,
positive Ebind indicates attractive interaction, and the bigger is its
value the stronger is this attraction. The majority of the considered
starting configuration transformed after geometry relaxation to the
most energetically favorable ones, which are on top of the big
trigonal and the small hexagonal pore, parallel to the GDY surface.
Moreover, in GGA calculations we got negative Ebindz� 0:1 eV for
configurations located in the big pore (in the same plane as the GDY
sheet), which agrees with the previous research [10].

The most energetically favorable configurations were subse-
quently simulated on pristine and boron-doped GDY using DFT-D3
corrections in VASP (also, for the sake of comparison, we performed
additional calculations with Grimme DFT-D2 corrections and vdW
exchange-correlation functional in SIESTA and Grimme DFT-D2
corrections in VASP; results of this modeling are given in
Table S3). Not surprisingly, GGA gave the lowest adsorption energy
(both in SIESTA and VASP calculations), and LDA e the highest.
Different corrections (DFT-D2 and DFT-D3) and vdW exchange-
correlation functional gave adsorption energies, which are
between GGA and LDA values. Moreover, BSSE corrected results of
SIESTA calculations are very close to energy values, obtained in
VASP (if the same approach of treating the dispersion energy was
used). Overall, the resulting adsorption energies are too lowand out
of the desired range of energies (200e600 meV per hydrogen
molecule), which will enable effective hydrogen charging/
recharging cycles [54,55].

Subsequently, we modeled hydrogen adsorption on Ni-
functionalized GDY and GDY@B. For the configuration of Ni on
top of the small pore, we considered up to five hydrogen molecules
per Ni atom. However, only up to three H2 molecules bound to the
Ni@GDY(@B) complex. In the case of four and five hydrogen mol-
ecules, either extra (fourth and fifth) molecules went away from Ni
atom or Ni atom formed a complex with three hydrogen molecules
and went away from the graphdiyne (Fig. S4b,c). For the configu-
ration of Ni atom in the big pore, we simulated only up to two
hydrogen molecules per Ni atom, because even the second
hydrogen molecule went away from the metal atom (Fig. S4a).

If Ni atom was on top of the small pore, because of the near-
symmetrical form of the charge distribution of GDY(@B)@Ni, we
chose symmetrical initial configurations of three H2 molecules,
which we have placed near the metal adatom. After that, we
removed hydrogen molecules one by one with the structure
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relaxation at each step. Also, for every number of H2 molecules k,
we removed a molecule from all possible symmetrically
nonequivalent positions. For further analysis, we chose the struc-
ture with the minimal total energy. Optimized hydrogen configu-
rations are shown in Fig. 4. During this “desorption” process (Fig. 4
a/ c/ e for GDYand b/ d/ f for GDY@B), Ni atommoved from
position above the graphdiyne to the big tetragonal pore of GDY.
This means that it is highly probable that even if GDY(@B)@Ni binds
three hydrogen molecules per Ni atom, after the first sorption
desorption cycle Ni atoms will move to the pore position and
further will not take more than one hydrogen molecule.

We calculated average adsorption hydrogen energy using eq.
(4). In this case, the adsorbent is the graphdiyne structure (pristine
Fig. 4. Optimized structures of GDY@Ni þ kH2 and GDY@B@Ni þ kH2: a) and b) k ¼ 3, top po
h) k ¼ 1, top position of Ni. Carbon, boron, nickel and hydrogen atoms are gray, green, blue
or boron-doped) functionalized by Ni atom. Using the same equa-
tion, we evaluated EHSEbind (energies were obtained by employing
hybrid functional to the DFT-optimized structures without further
geometry relaxation in HSE06 calculations).

However, for k ¼ 2;3 (Fig. 4a-d), the position of Ni atom differs
from the equilibrium position of Ni atom on GDY(@B) (Fig. 2c,d).
Therefore, we think, that to calculate hydrogen adsorption energy
more correctly, we need to take the total energy of GDY(@B)@Ni
complex with the geometry obtained from GDY(@B)NiþkH2 by
removing hydrogen molecules (without geometry optimization,
because if we let the system tomove, Ni will go to the pore position
as the most stable one). These “corrected” energies are noted as
sition of Ni; c) and d) k ¼ 2, top position of Ni; e) and f) k ¼ 1, pore position of Ni; g) and
, and red, respectively. All bond lengths and distances are in Å.
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E*bind. The results of adsorption energy calculations are presented in
Table 2.

Table 2 shows that in the case of GDY@Ni only the configuration
shown in Fig. 4e has the adsorption energy Ebind ¼ 666 meV
(EHSEbind ¼ 754meV) close to the desired energy range (200e600meV
per H2 molecule). Other configurations have even higher adsorp-
tion energies with a maximum of 1.29 eV in the case of the struc-
ture presented in Fig. 4g. Such high binding energies stem from
Kubas-type interaction [16] between H2 molecules and Ni, which
can be seen from the hybridization of the Ni d-orbital with the H s-
orbital (Fig. S5) and the elongation of HeH bond. Moreover, in the
case of k ¼ 3 (Fig. 4a), high E*bind ¼ 950 meV and the large distance
between the Ni adatom and the GDY sheet (2.24 Å) suggest that Ni
forms a complex with three hydrogen molecules, which then
physically adsorbs to the graphdiyne. We modeled an isolated
Ni@3H2 complex and then calculated its binding energy to the GDY
sheet as follows

ENi@3H2
bind ¼ ENi@3H2

þ EGDY � EGDYþNi@3H2
; (5)

where ENi@3H2
is the total energy of an isolated Ni@3H2 complex,

EGDY is the total energy of the pristine GDY, and EGDYþNi@3H2
is the

total energy of the system GDYþNi@3H2. Here, again, because of
the “reversed” order of terms positive binding energy means
attraction. The resulting ENi@3H2

bind ¼ 364 meV corresponds to the
physisorption, and it is 2.6 times lower than hydrogen E*bind ¼ 950
meV. This suggests that increasing temperature during the
desorption process will lead to the release of Ni@3H2 complexes
from the GDY, and not molecular hydrogen from GDY@Ni. By
decreasing the vacuum region in the computational cell, we
checked if a layered structure can solve this problem. The com-
parison of hydrogen adsorption energies and ENi@3H2

bind for different
vacuum thickness is shown in Table S4. We can see that decreasing
the distance between GDY sheets leads to the increase of ENi@3H2

bind ,
but hydrogen E*bind increases at the same time remaining larger
than ENi@3H2

bind . Overall, Ni-functionalized GDY is not a good choice for
hydrogen storage material since the obtained hydrogen binding
energies are too high for room temperature applications.

Doping the graphdiyne with boron increases Ni binding to the
GDY@B structure, in turn amending the hydrogen binding energies.
First, E*bind significantly drops in the case of three hydrogen mole-
cules: from 0.95 eV on GDY@Ni to 0.71 eV on GDY@B@Ni. And if we
calculate ENi@3H2

bind on GDY@B, using eq. (5) with total energies of
GDY@B, we will get 953 meV, which is higher than both corre-
sponding E*bind ¼ 710 meV and ENi@3H2

bind ¼ 364 meV on pure GDY.
The enhanced binding between the Ni@3H2 complex and GDY@B
can also be seen from the charge density redistribution (Fig. S6). For
the structure shown in Fig. 4f now we can get 0.53 eV (and even
0.38 eV in hybrid calculations) per H2 molecule, which is in the
desired energy range. In this case, we can estimate the desorption
temperature at atmospheric pressure (p ¼ 1 bar), using the van't
Hoff equation:
Table 2
Average hydrogen adsorption energies on Ni-functionalized GDY and GDY@B

Ni position k GDY

Ebind, eV EHSEbind, eV

top 1 1.294 1.178
2 0.894 0.687
3 0.654 0.583

pore 1 0.666 0.754
TD ¼ Ebind
kB

�
DS
R

��1

; (6)

where Ebind is hydrogen adsorption energy, kB is Boltzmann con-
stant, DS is the change in hydrogen entropy from gas to a liquid
phase, R is gas constant. Using DS from [56], we obtained TD ¼ 446
K for Ebind ¼ 531 meV (and TD ¼ 318 K for EHSEbind ¼ 379 meV). These
desorption temperature estimations are very promising for room
temperature applications, however, we should also pay attention to
the hydrogen uptake. H2 gravimetric density GDH could be esti-
mated as

GDH ¼ 2�WH � n
NC �WC þWB þWNi � nþ 2�WH � n

; (7)

where W represents the corresponding atomic weight, NC is the
number of carbon atoms in the computational cell (NC ¼ 17Þ, n is
the number of Ni atoms in the computational cell (we assume we
have one hydrogen molecule per Ni adatom, since only in this case
we have hydrogen adsorption energies in the needed range). The
resulting GDH for the structure shown in Fig. 4f is too low, only
0.7 wt %. Even if we consider two Ni atoms in the computational cell
(Fig. S2d,e), we will get only 1.2 wt %.

Even though our resulting hydrogen uptake is lower than the
U.S. DOE target, it is still bigger than for other carbon-based
nanomaterials. First, though theoretical investigations showed,
that on graphene, another 2D carbon allotrope, each Ni adatom
can adsorb up to two [57] and even four [58] hydrogen molecules
with the adsorption energy in the desired range of 200e600 meV/
H2, the Ebind of Ni and graphene is lower in absolute value than the
Ni Ecoh, which indicates the high possibility of Ni clusters forma-
tion. Indeed, another theoretical research [59] showed that Ni
clusters are energetically favorable even on the defective gra-
phene, and the resulting hydrogen uptake is 0.3 wt % (this eval-
uation was obtained for H2 molecules with adsorption energy
larger than 200 meV). This result complies with the experimental
investigations of hydrogen adsorption by graphene decorated with
Ni nanoparticles (NP): Gaboardi et al. [60] got hydrogen uptake of
1.1 wt % at 77 K and 1 bar; Zhou et al. [61] got 0.14 wt % at room
temperature and 1 bar and 1.18 wt % at room temperature and
60 bar. A similar situation was observed with carbon nanotubes
(CNTs): according to DFT simulations, an isolated Ni atom can
adsorb 2e3 H2 molecules with energies close to 600 meV/H2 but
Ni binding energies are low [62]. The experimental investigation
of multi-walled CNTs [63] showed that after Ni decoration they
can adsorb only 0.6 wt % of hydrogen. Even lower hydrogen up-
takes were observed for reduced graphene oxide decorated with
Ni NP: 0.007 wt % at 293 K and 1 bar [64], and 0.24 wt % at 300 K
and 20 bar [65]. The promising theoretical results were obtained
for fullerenes: two out of five H2 molecules adsorbed by an iso-
lated Ni atom on the C60 have adsorption energies in the desired
range, and upon the boron substitution this number rose to four
[66]. However, Ni binding energy was lower than the cohesive
energy, and Ni clustering was not investigated in detail, so it is
GDY@B

E*bind, eV Ebind, eV EHSEbind, eV E*bind, eV

e 1.060 0.814 e

0.722 0.842 0.703 0.671
0.950 0.574 0.286 0.710
e 0.531 0.379 e
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hard to estimate the hydrogen uptake without further
investigations.
4. Conclusions

In this work, we have systematically studied pristine, boron-
doped, and Ni-decorated graphdiyne and their interaction with
molecular hydrogen within the DFT framework. The electronic
structure and charge density distributions were analyzed using PBE
and hybrid (HSE06) functionals. The effect of vdW dispersion was
assessed by utilization GGA (PBE functional), LDA (CA functional),
vdW-BH functional, Grimme DFT-D2 and DFT-D3 corrections. We
showed that though doping the GDY with boron atoms at small
concentrations is an endothermic process, the resulting structure is
thermally stable at least at room temperature. For pristine and B-
doped GDY we got too small hydrogen binding energies (~70 meV
per H2 molecule in DFT-D3 calculations), which suggests that
without more active adsorption sites GDY (both pristine and B-
doped) can serve as a hydrogen storage media only at cryogenic
temperatures.

To enhance the binding between hydrogen and graphdiyne, we
functionalized the latter with Ni atoms. We found two stable po-
sitions of TM adatom (on top of the small hexagonal pore and in the
big trigonal pore, the latter is more energetically favorable). Boron
doping enhances the binding between Ni adatom and the graph-
diyne structure (especially when Ni is located above the small
hexagonal pore) due to the increased charge transfer from Ni atom
to the boron-doped GDY sheet in comparisonwith the pristine one.
However, only in one position (in the big trigonal pore of GDY@B),
Ni atom has binding energy lower than the experimental value.

Adding Ni induce a huge increase of hydrogen binding energies
in comparison of pristine and B-doped GDY (up to 1.29 eV per H2
molecule). Overall, GDY@Ni binds hydrogen with the energy too
high for room-temperature applications. Doping with boron im-
proves the energies, and on GDY@B@Ni the evaluation of desorp-
tion temperature is ~300e500 K. However, it turned out that one Ni
atom can reversibly bind only one hydrogen molecule, which re-
sults in low reversible hydrogen uptake, only ~1.2 wt %. To sum-
marize, though Ni-functionalized GDY has good estimations for
hydrogen desorption temperature, it cannot reach the U.S. DOE
target of gravimetric density. However, boron-doping could be an
effective strategy to decrease too high hydrogen binding energies
and could be implemented for functionalization with other tran-
sition metals.
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