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Stating that spoken language is multimodal – involving an auditory and a visual mode – 

can today almost be considered trivial [1-6], and the same holds for the phonetic – or better: 
the physical – dimensions of prosodic prominence, involving both acoustic and kinetic 
parameters, in production and in perception [7-14]. The purpose of this contribution is to 
discuss the nature of this multimodality, based on previous and recent empirical evidence. 
For, despite a growing consensus on the multimodality of speech and prominence, we still 
lack a common understanding of the relation between the modes: Are kinetic/visual 
correlates of prominence optional? On the one hand, we still lack sufficient empirical 
evidence. On the other hand, we believe that we can, on the basis of the evidence we have 
today, already argue for a hypothesis of an underlying multimodality of prominence: That is, 
even if not always surfacing, we argue that it is reasonable to assume that in the execution of 
prominence, both kinetic and acoustic expressions are generally targeted.     

To this end, we will review some previous and recent work on the co-occurrence of 
auditory and visual cues to prominence. For instance, it has been shown that visible 
articulatory movements such as jaw openings and lip articulations are subject to variation due 
to prominence, besides their primary function of encoding phonemes (e.g., [7-8]). In addition, 
a growing line of research focuses on the role of gestures in prominence production and 
perception. For instance, pitch accents are frequently accompanied by so-called beat gestures, 
typically produced by the hands, the head or the eyebrows (e.g., [9-11], [15-19]). 

Furthermore, some attempts have been made to test whether the acoustic and the kinetic 
dimensions of prominence would “influence each other” in the sense that accompanying beat 
gestures would “affect” the phonetic realization of pitch accents [20-21]. Our own recent 
study [22] does in fact provide evidence for slightly larger pitch ranges found in connection 
with head movements, and even larger ones when also eyebrow movements are added.   

These results, we argue, suggest a cumulative relation between acoustic and kinetic 
prominence expressions in speech production: the more of the one, the more of the other we 
tend to get. However, we will argue that the assumption that gesture “affects” pitch (or why 
not vice versa) only describes the relation (in an inappropriate manner), rather than 
explaining it. It is more reasonable to assume that a relatively large pitch range on the one 
hand, and a relatively strong involvement of gestures on the other hand, are two parallel 
responses to the communicative need to produce a high prominence level.  

To make this explanation work out, we hypothesize that prominence is underlyingly 
multimodal, just as speech in general is. After all, spoken language is produced through 
bodily (incl. articulatory) movements, where some are both visible and audible (certain 
articulatory movements), some are audible only (many articulatory movements), while some 
are only visible (gestures). All three types of movements have been shown to take part in the 
production of prominence [7-19]. The simplest way to model the involvement of these 
different channels would be to assume that they all are controlled by the same force, i.e. the 
need to make a unit of speech more prominent. However, prominence need not always be 
multimodal at the surface, which is explainable by the fact that all prominence-related 
channels, both acoustic and kinetic, are multifunctional: Hence, the degree to which they are 
exploited for prominence in a given situation may depend on the balance between the 
communicative needs to signal prominence vs. other functions; it may also be language-
specific and possibly individual.   

At the workshop, we will further discuss the hypothesis of an underlying multimodality in 
the implementation of prosodic prominence, and some implications of this hypothesis. 
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