Lessons Learned from an Application of Ontologies in Software Testing
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Abstract. Testing of a software system is a resource-consuming activity that requires high-level expert knowledge. In previous work we proposed an ontology-based approach to alleviate this problem. In this paper we discuss the lessons learned from the implementation and application of the approach in a use case from the avionic industry. The lessons are related to the areas of ontology development, ontology evaluation, the OWL language and rule-based reasoning.
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1. Introduction

Manual software testing is made up of labor-intensive processes. Automated testing can significantly reduce the cost of software development and maintenance [1]. Despite successful achievements in automation of script execution and white-box testing, there is still a lack of automation of black-box testing of functional requirements. Because such tests are mostly created manually, which requires high-level human expertise, modern methods from the area of knowledge engineering are up to the challenge.

In our previous work [2,3,4] we have proposed and implemented an approach to automate software testing by modelling the testing body of knowledge with formal ontologies and reasoning with inference rules to generate test cases. The experiment has demonstrated that the use of ontologies allows for automation of the full process of software testing, from the capture of domain knowledge in software requirements specifications (SRS) to the generation of software test cases. In this paper we discuss the lessons learned from the implementation and application of the approach. The lessons relate to the ontology development and evaluation, the use of OWL, and rule-based reasoning.

The rest of this paper is structured as follows. The automated testing process framework is presented in Section 2. Section 3 presents an implementation of the framework for a testing task in the avionics industry. We discuss the lessons learned from the project in Section 4. Section 5 describes related work. The conclusions of the study are given in Section 6.
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1 The study presented in this paper is part of the project Ontology-based Software Test Case Generation (OSTAG) that was financed by the Knowledge Foundation in Sweden, grant KKS-20140170.

A typical process of black-box testing of functional software requirements comprises two activities. During the first activity, software testers design test cases based on SRS and their own expertise from previous work on testing software systems. The second activity is to generate test scripts. Finally, the tests are carried out, either manually or using a test execution tool, based on the automated execution of test scripts. Fig. 1 presents a framework to automate such a testing process using ontologies. The framework was developed in our project, OSTAG.

Requirements are often described in well-structured or semi-structured textual documents. First, a requirements ontology is built, to represent the structure of the software requirements. With the help of the ontology, the requirements information is extracted from the text documents and then used to populate the ontology. The populated ontology serves as an input for the test case generator.

In situations where the testers’ expertise is less structured, the information is acquired through interviews with experienced testers and examination of existing software test description (STD) documents. The acquired testing strategies are represented with inference rules that utilize the populated requirements ontology for checking conditions and querying data to generate test cases.

Furthermore, a test case ontology is provided to specify what should be contained in test cases and how each test case should be structured. The test case ontology is used in the test case generation step. The ontology is populated when test cases are generated. Finally, the populated test case ontology is employed to generate test scripts.

3. An Implementation of the Framework

In this section we demonstrate an implementation of the framework. The implementation is to support testing of the components of an embedded sub-system within an avionic system. The case data were provided by the fighter aircraft developer, Saab Avionics. In the avionics industry, many of the systems are required to be highly safety-critical. For these systems, the software development process must comply with several industry standards, like DO178B. The requirements of the entire system, or units making up the system, must be analyzed, specified, and validated before initiating the design and implementation phases. The software test cases have to be manually inspected as well. The requirements and test cases that were used in the framework implementation were provided in text documents and the results were manually validated by avionic industry domain experts.
3.1. Requirements Ontology and Test Case Ontology

The requirements ontology (see Fig. 2) was built by ontology experts based on the structure of the textual requirements specification documents provided by Saab Avionics. Each requirement has a unique ID and consists of at least:

1. Requirement parameters, which are inputs of a requirement,
2. Requirement conditions,
3. Results, which are usually outputs of a requirement and exception messages.

Some requirements require the system to take actions. More details about the ontology can be found in [2].

The test case ontology (see Fig. 3) was also built by ontology experts based on the structure of test case descriptions created by the industrial partner. Each test case has a unique ID, addresses one requirement, and has prerequisite conditions. There is a list of ordered steps needed to be followed in each test case. Each step consists of input, procedure and expected result.

The ontologies were built using the ontology language OWL, and developed in the tool Protégé. The classes Test_Input, Test_Procedure and Test_Results are defined as the subclasses of OWLList [5], which is a representation of a sequence in OWL-DL.

![Figure 2. The key entities in the requirements ontology](image)

![Figure 3. The key elements in the test case ontology](image)
3.2. Population of the Requirements Ontology

The populated ontology contains 147 individuals in total in the experiment. Fig. 4 shows a fragment of the populated ontology for one particular functional requirement, SRSRS4YY-431. The requirement states that if the communication type is out of its valid range, the initialization service shall deactivate the UART (Universal Asynchronous Receiver/Transmitter), and return the result “comTypeCfgError”. In Fig. 4, the rectangles represent the concepts of the ontology; the rounded rectangles represent the individuals (instances); and the dashed rectangles provide the data values of datatype property for individuals.

3.3. Approach to Test Case Generation based on Inference Rules

Test cases are generated through deriving information from the populated requirements ontology with the help of inference rules. A necessary task to solve to derive test cases from the requirements ontology is to represent testers’ expertise on how they use requirements to create test cases. Such expertise embodies inherent strategies for test case creation, knowledge that can be expressed in the form of heuristics represented as if-then rules. This kind of knowledge is acquired from two sources. First, literature on software testing contains some general guidelines, e.g. boundary value testing. These general test strategies apply to all domains. Second, expert testers were interviewed to capture their expertise that is specific to particular types of software systems and/or particular domains. Such testing knowledge needs to be acquired for each domain type. Additionally, existing test cases and their corresponding requirements were examined and analysed. The details of the test case generation with inference rules are provided in [4].

The condition (if-part) of a heuristic rule is formulated using the ontology instances (individuals) representing the requirement and connected hardware parts, input/output
parameters and the like. The instructions for generating a test case part are expressed in the action part (then-part) of the rule. The Prolog programming language was chosen for coding the acquired inference rules. The requirements ontology was first translated into the Prolog syntax, to prepare the ontology for the inference rules. The translated ontology can be loaded as part of the Prolog program, and the ontology entities can be directly accessed by the Prolog code. The inference engine that is built-in into Prolog was used to execute the coded rules to generate test cases. An example of the inference rule written in Prolog that implements the acquired test case generation heuristic rule for the requirement SRSRS4YY-431 is given below:

```prolog
% construct TC procedure
1 tc_procedure( Requirement, \[Service, WriteService, ReadService, recovery(Service)\]) :-
   % check condition for calls #2-4
2 action(Requirement, deactivateUART),
   % get service individual for calls #1,4
3 service(Requirement, Service),
   % get individuals of the required services
4 type(WriteService, transmission_service),
5 type(ReadService, reception_service).
% check the required action
6 action(Requirement, Action) :-
   objectPropertyAssertion(requiresAction, Requirement, Action).
% retrieve the service of a requirement
7 service(Requirement, Service) :-
   objectPropertyAssertion(requirementForService, Requirement, Service).
% check the type of an instance
8 type(Individual, Class) :-
   classAssertion(Class, Individual).
```

Line 1 in the example is the head of the rule consisting of the name, “input” argument and “output” argument, which is the constructed procedure as a Prolog list. The list is constructed from the retrieved ontology entities and special term functors. Line 2 encodes the condition of the heuristic. Lines 3-5 are the queries to retrieve the relevant entities from the ontology. The predicates 6-8 are auxiliary and help perform the actual retrieval of the required entities from the ontology.

Each test case is generated sequentially, from the prerequisites part to the results part. The generated parts are collected into one structure (Prolog term).

3.4. Population of the Test Case Ontology

During the generation phase, all created test cases are stored in the Prolog working memory as a list. When the test case list is complete, the next phase of the ontology population starts. The test cases in the list are processed consecutively. For each test case, an instance is created with object properties relating it to the addressed requirement and test case parts. After that, instances with object properties are created for the four test case parts: prerequisites, test inputs, test procedure and expected test results. If the parts contain several elements, OWL lists are used for the representation.

There are two Prolog predicates from the ontology population layer that perform ontology population: ontology_comment and ontology_assertion. The former is used to insert auxiliary comments in the ontology. The latter asserts OWL axioms representing test case elements in the test case ontology. The four additional
Table 1. Test case from the STD (left column) and the corresponding generated test case by applying inference rules to the populated requirements ontology (right column)

<table>
<thead>
<tr>
<th>Test Inputs</th>
<th>Test Inputs:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. According to table below.</td>
<td>1. (&lt;\text{parity}&gt; := \text{min_value} - 1)&lt;br&gt;2. (&lt;\text{parity}&gt; := \text{max_value} +)&lt;br&gt;3. (&lt;\text{parity}&gt; := \text{noneParity})</td>
</tr>
<tr>
<td>2. (&lt;\text{uartId}&gt; := \text{uartId}) from the \text{rs4yy_init} call</td>
<td>2. (&lt;\text{uartId}&gt; := \text{uartId}) from the \text{initializationService} call</td>
</tr>
<tr>
<td>3. (&lt;\text{uartId}&gt; := \text{uartId}) from the \text{rs4yy_init} call</td>
<td>3. (&lt;\text{uartId}&gt; := \text{uartId}) from the \text{initializationService} call</td>
</tr>
<tr>
<td>4. (&lt;\text{parity}&gt; := \text{noneParity})</td>
<td>4. (&lt;\text{parity}&gt; := \text{noneParity})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Procedure</th>
<th>Test Procedure:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Call \text{rs4yy_init}</td>
<td>1. Call \text{initializationService}</td>
</tr>
<tr>
<td>2. Call \text{rs4yy_write}</td>
<td>2. Call \text{writeService}</td>
</tr>
<tr>
<td>3. Call \text{rs4yy_read}</td>
<td>3. Call \text{readService}</td>
</tr>
<tr>
<td>4. Recovery: Call \text{rs4yy_init}</td>
<td>4. Recovery: Call \text{initializationService}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Expected Test Results</th>
<th>Expected Test Results:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. (&lt;\text{result}&gt; := \text{rs4yy_parityCfgError})</td>
<td>1. (&lt;\text{result}&gt; := \text{parityConfigurationError})</td>
</tr>
<tr>
<td>2. (&lt;\text{result}&gt; := \text{rs4yy_notInitialised})</td>
<td>2. (&lt;\text{result}&gt; := \text{rs4yy_notInitialised})</td>
</tr>
<tr>
<td>3. (&lt;\text{result}&gt; := \text{rs4yy_notInitialised}, &lt;\text{length}&gt; := 0)</td>
<td>3. (&lt;\text{result}&gt; := \text{rs4yy_notInitialised}, &lt;\text{length}&gt; := 0)</td>
</tr>
<tr>
<td>4. (&lt;\text{result}&gt; := \text{rs4yy_ok})</td>
<td>4. (&lt;\text{result}&gt; := \text{rs4yy_ok})</td>
</tr>
</tbody>
</table>

Predicates, \text{populate\_w\_prereq}, \text{populate\_w\_inputs}, \text{populate\_w\_procedure} and \text{populate\_w\_results}, create OWL statements for the test case parts by processing lists associated with each part. The the name prefix and initial number of each of these predicates are passed to construct instances of an OWL list representing this test case part.

Finally, the newly asserted axioms are serialized in the ontology source file by the ontology serialization layer. It takes care of translating the OWL assertions from the Prolog syntax into the OWL functional-style syntax with the help of a definite clause grammar.

3.5. Test Scripts Generation

In order to carry out testing, test cases need to be transformed into executable procedures. Such procedures are usually programs written in a language like Python or C. However, our project partner, Saab Avionics, follows a strict quality assurance process. According to their process, all test cases have to be thoroughly inspected as plain text by the quality assurance team before they are signed off for actual execution. For this reason, the test cases were translated into plain English in the OSTAG project. The translation was implemented by the verbalization process on the test case ontology. The verbalization starts with the test case instance and then iterates through the OWL lists representing the four test case parts. In a similar way, the test cases from the test case ontology can be transformed into actual executable procedures in a programming language.
In the implementation, 37 test cases were translated into plain text descriptions according to the STD provided by Saab Avionics. An example of a test case description is given in Table 1.

3.6. Evaluation of the Generated Test Cases

As we observed, there is an almost one-to-one correspondence between the texts in the generated test scripts and the STD provided by Saab Avionics (see for example the test case in Table 1). The evaluation result validated that it is possible to automate the testing process using the framework. Even more so, on some occasions the generated test scripts texts indicated a discrepancy to the corresponding test scripts texts in the STD document. These discrepancies were presented to and evaluated by personnel from Saab Avionics and on occasions, the observed discrepancies indicated a detected error in the STD document.

4. Lesson Learned

In this section we discuss our choices for the implementation of the framework and lessons learned from the effort to use ontologies and inference rules to automate testing.

4.1. Building Ontologies of Software Requirements and Test Cases

The knowledge acquisition bottleneck is a common problem that we faced when building an ontology. It is difficult to bring domain experts into the ontology development, and it is also challenging for them to express their knowledge in a way appropriate for ontology construction. During the OSTAG project, we had the impression that the software engineers from Saab Avionics, from the beginning to the end of the project, struggled with understanding the ontology engineering technology.

In the project, instead of acquiring knowledge from domain experts, the ontology experts relied on the textual documents, i.e. SRS and STD, as the sources to acquire the knowledge of requirements and test cases. The documents provided by Saab Avionics were written in a well-structured manner and had been manually inspected to achieve compliance with the industry standards for developing highly safety-critical systems. In this way, it was easy to engineer the ontologies of requirements and test cases from the provided documents. However, natural language is inherently ambiguous. For example, several requirements of the embedded system component could be interpreted differently. Therefore, the evaluation and validation of the ontologies became necessary.

The population of the requirements ontology was done manually in the current project. To increment the level of automation of the testing process, the ontology population step also could be automated using ontology learning methods [6,7]. However, no well-established tools for automatic ontology population can support domain-specific applications. As a step forward, we developed a method based on BNF grammar [8] as a lightweight solution for automatic ontology population. The evaluation results showed that a fully automated ontology population with high quality is a challenging task.
4.2. Evaluation and Validation of Ontology

Although ontology evaluation is relevant and important in ontology-based applications, little attention has been paid to this topic. A number of different ontology evaluation criteria, or features as we call them, have been discussed in literature (e.g. [9,10,11]), but mainly from a theoretical point of view. To actually do ontology evaluation, the first challenge is to determine the relevant quality features that are to be evaluated for a specific application. We identified the following three quality features as the most relevant for this application:

- **Ontology usability** is defined as a set of attributes that describes the effort needed by a human to make use of an ontology. The feature is especially important when the ontology is going to be used by application domain experts who are normally not ontology experts.

- **Ontology applicability** is defined as the quality of the ontology being correct or appropriate for a particular application domain or purpose. In this case, the feature is about whether the ontologies support well the step of rule-based test case generation within the framework of automated testing, as presented in Fig 1.

- **Ontology correctness** is defined as the degree to which the information asserted in the ontology conforms to the information that should be represented in the ontology. For example, the requirements ontology should accurately represent the information in SRS.

The second, but also more challenging issue, is how to facilitate the evaluation of these features. However, not many practical methods and tools exist for ontology evaluation. The methods based on metrics [12,13] do not help us much in the evaluation of the three features. In the article [3] we reported on the methods and tools we developed to support the evaluation of the ontologies in the application. Our experience is that evaluation methods and/or tools should provide user-friendly functionality to assist non-ontology experts when they are involved in the evaluation process. The domain experts from Saab Avionics were involved in the validation of the populated requirements ontology. The level of difficulty to learn to master an ontology tool, like Protégé, is too high and not intuitive to them as first time users. To help the domain experts in their evaluation and validation work, a technique known as verbalization was used and worked very well.

4.3. Use of OWL as Ontology Language

OWL, a standard ontology language recommended by the Semantic Web community, was chosen as the ontology language. The expressiveness of OWL allowed for the capturing of SRS and STD details as well as for representing knowledge on both software requirements and the underlying hardware components. Being the standard language, OWL alleviates potential interoperability issues. There are different serialisations: both XML-based, e.g. OWL/XML, and text-based, e.g. Turtle and functional-style syntax. We chose the latter option because it allowed for interoperability with the test case generator and it was easier to work with for the knowledge engineers.

OWL is based on description logics. It supports automatic checking of the consistency and completeness of a model. OWL is an expressive language that allows for representation of intrinsic software requirements peculiarities. The OWL definitions are split
into the TBox and ABox. The distinction between TBox and ABox, however, is not always clear and obvious. Should DeactivateURT be represented as a subclass of Action or an instance of it? It actually depends on the purpose of knowledge modelling. Since the test case generation inference rules are formulated in terms of ontology individuals, classes and relations, our experience is that TBox should be simple and easy to understand and instance data should be handled in a simple fashion. Hence, the level of OWL expressiveness should be adjusted according to the domain of discourse and the purpose of knowledge representation. Sophisticated OWL restrictions are extremely difficult to verify by domain experts and are a complication factor for domain-level reasoning with the ontology. Furthermore, the TBox should be reusable as much as possible to model requirement specifications in different applications across the domain.

4.4. Use of Ontology-Based Reasoning

The use of OWL results in a machine-readable model that can be used for reasoning in different ways. While there are several OWL reasoners, such as Pellet or HermiT that allows for high-level reasoning at the level of descriptions logics, domain-specific reasoning requires either coding in a general-purpose language, e.g. Java, or formalisation of custom inference rules and utilisation of an inference engine to execute the rules. Test case generation requires the use of procedural knowledge—strategies that are used by software testers to create test cases. This type of knowledge is difficult to capture directly within an ontological model as soon as ontologies are designed to represent declarative knowledge. A rule language provides an explicit way to capture and store procedural knowledge. A rule-based formalisation of procedural knowledge could be more flexible and easier to maintain compared to program code-based formalisation. Moreover, domain-level reasoning are easier to validate by experts when the reasoning steps are represented by inference rules compared to being hard-wired into code.

The results of reasoning during the test case generation were saved in a new, test case ontology through population. This exemplifies the use of reasoning for domain specific transformation from one ontological model to another. However, we learned that the expressiveness level of OWL in the ontology should be limited to OWL Lite. Otherwise, the higher expressiveness could cause performance problems during reasoning with rules or it would be difficult to use in program code.

4.5. Use of Prolog as a Rule Language

SWRL (Semantic Web Rule Language) is a frequent choice for reasoning over OWL ontologies. It can support both forward-chaining and backward-chaining reasoning depending on the capabilities of an inference engine used to power SWRL rules. Although SWRL is widely used for OWL reasoning, it has rather limited facilities for expressions in rule antecedents. This limitation, together with the necessity to complement it with an external inference system, would complicate the full implementation of the procedural semantics of test case generation. Hence, we chose Prolog as both rule language and inference mechanism for the implementation of the test case generator.

Prolog supports backward-chaining reasoning, which fits to the problem-solving type in our case. It was natural to implement rules starting with the goal—a test case or test case part to generate. Prolog has a built-in inference engine with automatic conflict
resolution that reduced the effort required to manage rule firing. Apart from the inference mechanism necessary to execute rules, Prolog has standard programming facilities. Thus, no other programming language was needed to develop a complete test case generator. Our choice of rule language implied the translation to/from Prolog but it was not difficult to implement due to the availability of the serialisation of OWL in functional-style syntax. The advantage of the translation was that the ontology statements could be directly queried from the Prolog rules. One more aspect to consider is the assumption on the truth values of the assertions in an ontology. Prolog is based on close-world assumption, while OWL is based on open-world assumption. However, it did not create any difficulties as soon as the required reasoning was performed in a limited and closed domain.

The disadvantage of Prolog is that it lacks support for OWL specific semantics. We solved this by adding additional Prolog rules implementing, for example, subsumption reasoning. In this way, the support for most of the parts of the OWL semantics could be brought into a Prolog program. We also learned that the acquisition of inference rules could be a problem. A partial solution that we found was to map particular test cases to the corresponding requirements and then to discuss it with the expert testers. The last drawback that we learned was that the use of individuals (ABox) makes the rules fragile. As soon as individuals in an ontology could change frequently, the rules need to be updated with every change. To alleviate this problem, classes and relations (TBox) were used when possible instead of individuals’ names.

5. Related Work

There have been presented a number of projects with a focus on using formal models, such as finite state machines, input/output transition systems, and UML, to support testing activities [14,15]. The use of ontologies as formal model in software testing has not yet received much attention, at least not as much as in other stages of the software life-cycle process [16]. In [17], Happel and Seedorf present possible ways of utilizing ontologies for the generation of test cases, and discuss the feasibility of reusing domain knowledge encoded in ontologies for testing. In practice, however, few tangible results have been presented. Most of the research have had a focus on the testing of web-based software and especially web services, e.g. [18,19].

The use of ontologies in requirements engineering date back to the 1990s, e.g. [20, 21, 22]. There exists a clear synergy effect between the ontological modelling of domain knowledge and the modelling of requirements performed by requirement engineers [23]. Recently, a renewed interest in utilizing ontologies in requirements engineering has surged due to the appearance of semantic web technologies [17,23]. Most of the research deals with inconsistency and incompleteness problems in requirement specifications through reasoning over requirements ontologies.

Prolog has been used as a reasoner for OWL ontologies in a number of cases. For example, in [24] the authors describe an approach to reason over temporal ontologies that translates OWL statements to clauses in Prolog and then uses the built-in inference mechanism. In [25] an OWL ontology and OWLRuleML rules are translated into Prolog clauses, which are then used to infer new facts by the Prolog inference engine. Our approach for automatic test case generation has utilised a similar idea, but we have used OWL functional-style syntax for the OWL to Prolog translation which makes queries to the ontology as close as possible to OWL syntax.
6. Conclusions

In the OSTAG research project, we proposed an ontology-based approach to automate the test process. The approach was applied and implemented in a use case from the avionics industry. In this paper we described the lessons learned from the project, especially those relevant to the practical issues in areas of ontology development, ontology evaluation, the OWL language and rule languages.

The implementation of the application has shown that it is possible to capture the knowledge in well-structured requirements specifications and test cases using ontologies and to represent them in the OWL language. The test case generation strategies is a type of procedural knowledge. They can be captured by rule languages. The lessons learned about the OWL language and rule languages can be summarized as: (1) The expressivity level of ontologies has to be limited on the level that is sufficient for its specific application, if the ontology has to be populated, and the ontology has to be evaluated by domain experts especially when no tool is available to support domain expert evaluation, and (2) Care has to be taken not to make the rules too dependent on ABox by formulating rules in terms of TBox that is much more stable.

The main challenges lied in the ontology development and evaluation area. The time and effort needed to manually develop and populate the ontologies was reasonably high. One solution to this problem is to automate the process, but our preliminary experiments with the ontology learning methods have shown that the ontology development cannot be fully automated. Ontology experts are needed to finish the task. The cost will depend on the quality of the implemented ontology learning methods. Another solution is to introduce boilerplates or semantic patterns in textual documents when they can be used as the main source of domain knowledge. This solution would require a change in the process where the documents are developed.

An ontology evaluation is necessary and has to be arranged around usability, applicability and correctness, especially when the ontology is applied as a backbone for a solution in a domain-specific application. It is challenging to involve domain experts in the task due to the difficulty of using ontology tools. As soon as it become difficult for domain engineers to work directly with ontology editors, tools like ontology verbalization can be used instead of directly using an ontology editor. When an editor has to be used, a preparatory training session and the assistance of ontology engineer’s are beneficial.
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