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Abstract

The measurements of radio signals are commonly used for localization purposes where the goal is to determine the spatial position of one or multiple objects. In realistic scenarios, any transmitted radio signal will be affected by the environment through reflections, diffraction at edges and corners etc. This causes a phenomenon known as multipath propagation, by which multiple instances of the transmitted signal having traversed different paths are heard by the receiver. These are known as Multi-Path Components (MPCs). The direct path (DP) between transmitter and receiver may also be occluded, causing what is referred to as non-Line-of-Sight (non-LOS) conditions. As a consequence of these effects, the estimated position of the object(s) may often be erroneous.

This thesis focuses on how to achieve better localization accuracy by accounting for the above-mentioned multipath propagation and non-LOS effects. It is proposed how to mitigate these in the context of positioning based on estimation of the DP between transmitter and receiver. It is also proposed how to constructively utilize the additional information about the environment which they implicitly provide. This is all done in a framework wherein a given signal model and a map of the surroundings are used to build a mathematical model of the radio environment, from which the resulting MPCs are estimated.

First, methods to mitigate the adverse effects of multipath propagation and non-LOS conditions for positioning based on estimation of the DP between transmitter and receiver are presented. This is initially done by using robust statistical measurement error models based on aggregated error statistics, where significant improvements are obtained without the need to provide detailed received signal information. The gains are seen to be even larger with up-to-date real-time information based on the estimated MPCs.

Second, the association of the estimated MPCs with the signal paths predicted by the environmental model is addressed. This leads to a combinatorial problem which is approached with tools from multi-target tracking theory. A rich radio environment in terms of many MPCs gives better localization accuracy but causes the problem size to grow large — something which can be remedied by excluding less probable paths. Simulations indicate that in such environments, the single best association hypothesis may be a reasonable approximation which avoids the calculation of a vast number of possible hypotheses. Accounting for erroneous measurements is crucial but may have drawbacks if no such are occurring.

Finally, theoretical localization performance bounds when utilizing all or a subset of the available MPCs are derived. A rich radio environment allows for good positioning accuracy using only a few transmitters/receivers, assuming that these are used in the localization process. In contrast, in a less rich environment where basically only the DP/LOS components are measurable, more transmitters/receivers and/or the combination of downlink and uplink measurements are required to achieve the same accuracy. The receiver’s capability of distinguishing between multiple MPCs arriving approximately at the same time also affects the localization accuracy.
Populärvetenskaplig sammanfattning


Den här avhandlingen handlar om just detta: Hur använder man den extra information en mottagare faktiskt får när den tar emot en signal som utsatts för sådan flervägsutbredning för att få bättre positioneringsnoggrannhet? Först presenteras en generell modell av en sådan radiokanal samt de nödvändiga verktyg som behövs för att ta reda på fördröjning och signalstyrka hos den mottagna signalen över alla de olika vägar den färdats. Därefter behandlas tre olika ämnen:

Först studeras valet av mätfelmodeller när man på försöker hitta och använda den kortaste vägen (fågelvägen) mellan sändare och mottagare, då bättre kunnask om dessa fel kan förbättra lokaliseringen. Slutsatsen är att man med relativt enkla felmodeller baserade på aggregerad statistik kan få tydliga förbättringar och med tillgång till mer aktuella mätningar så är vinsterna ännu större. Så också med filtrering av mätdata över tid snarare än en rent momentan skattning. Den uppnådda prestandan är dock fortfarande inte så bra som önskat, varför det föreslås att använda mer diskuterats ovan.

Därefter visas hur man kan para ihop mätningarna av de flera mottagna signalkopiorna och de möjliga signalvägar som finns. Detta formuleras som ett klassiskt tilldelningsproblem, där det visar sig att den bästa enskilda hypotesen i allmänhet kan vara en tillräckligt bra approximation som undviker beräkning av många möjliga hypoteser. En rik radiomiljö med många mottagna signalkopior ger bättre prestanda. Samtidigt ökar problemets storlek och komplexitet, vilket kan minskas genom att utesluta de mest osannolika signalvägarna. Det visar sig avgörande att ta hänsyn till mätfel. Att kombinera mätningar från flera sändare och/eller mottagare är fördelaktigt, speciellt i en mindre rik radiomiljö.

Slutligen utvärderar vi den teoretiska prestandan man kan förvänta sig när man använder just denna flervägsutbredningsrelaterade information. Återigen visas att hur rik radiomiljön är starkt påverkar vilken noggrannhet man kan få. Detta påverkas även av hur väl mottagaren kan särskilja olika signalkopior som anländer ungefär samtidigt. Även här ser vi att en kombination av mätningar mellan flera sändare och/eller mottagare samt även mellan upplänks- och nedlänkssändningar ytterligare kan förbättra lokaliseringen.
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</tr>
<tr>
<td>SLAM</td>
<td>Simultaneous Localization and Mapping</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>TDOA</td>
<td>Time Difference of Arrival</td>
</tr>
<tr>
<td>TOA</td>
<td>Time of Arrival</td>
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<tr>
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<td>VA</td>
<td>Virtual Anchor</td>
</tr>
<tr>
<td>WASP</td>
<td>Wallenberg AI, Autonomous Systems and Software Program</td>
</tr>
<tr>
<td>WIFI</td>
<td>Wireless Fidelity</td>
</tr>
<tr>
<td>WLS</td>
<td>Weighted Least Squares</td>
</tr>
<tr>
<td>WSS</td>
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</tr>
<tr>
<td>WSSUS</td>
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</tr>
</tbody>
</table>
This chapter is intended to provide the reader with an introduction to the key topic of this thesis, i.e., timing-based localization using multipath information. It posts the research questions to be answered and further highlights the contributions and publications provided by this thesis. Finally, it attempts to make the thesis more accessible by outlining its structure and the interplay of the different parts of which it consists.

1.1 Background and Motivation

Localization, also referred to as positioning, addresses the problem on how to estimate the spatial position of one or multiple objects. The objects could be pretty much anything, such as e.g. mobile phones, people, cars, air planes, space shuttles, robots, missiles, wildlife animals, etc. The localization could be amended with a temporal aspect for which the considered object(s) are tracked over time. Various techniques can be used for these purposes like vision-oriented systems using cameras, various kinds of dead-reckoning, inertial measurements as well as measurements of both acoustic and electromagnetic waves.

Radio-based localization deals with how to use measurements of electromagnetic waves in the radio spectrum, i.e., radio signals, for the purpose of localizing and tracking of objects. A receiver here tries to determine certain properties of a received signal such as, for instance the amplitude and/or the delay from transmission to reception. These properties can thereafter be used to find the location of the considered object(s), which typically is the transmitter and/or receiver. Much research has been focused on positioning using UWB ranging (see e.g. [12]), partly because of its attractive signal properties, but also because the availability of equipment for experiments.
Positioning support in terrestrial cellular networks has historically been driven by regulatory requirements for emergency calls but is nowadays considered a key component in a wide range of applications, from crude to very accurate positioning. The increasing interest in Internet of Things (IoT) and the development of 5G (see e.g. [36, 49]) also brings requirements for ubiquitous connectivity and positioning. Use-case discussed in this context includes everything from to the roughly knowing the location of goods or fleet vehicles all the way to real-time tracking of high-speed ground/aerial vehicles or the pose estimation of remotely operated surgical equipment. For an overview of different methods for positioning in wireless networks, see [17, 37, 38] and the more recent [49].

Many positioning methods in wireless networks are based on Time-of-Arrival (TOA) estimation of a received signal with known characteristics, where the delay (which is proportional to the distance) between transmitter and receiver is estimated. TOA measurements and estimation is analyzed in different contexts in [6, 9, 23, 41]. Multiple TOA estimates can then be used to localize the object(s) as discussed in [14, 16, 17]. Any transmitted radio signal will be affected by the surrounding environment in numerous ways. Consider e.g. an indoor office scenario where the signal is reflected in windows, walls and other objects, attenuated through walls and experiences diffraction at corners and edges. This creates what is referred to as a multipath fading radio channel, wherein the receiver receives multiple copies, called Multi-Path Components (MPCs), of the same transmitted radio signal. The different MPCs have various degrees of delays and/or attenuation as discussed in [13, 46]. Furthermore, the MPC corresponding to the Direct Path (DP) or Line-of-Sight (LOS) path, i.e., the path with the shortest Euclidean distance between transmitter and receiver, may be occluded. This causes what is known as non-LOS conditions (see e.g. [21]). How to model these propagation effects as well as how to estimate the MPCs is discussed in this thesis.

A simple illustration of TOA-based positioning and the impact of multipath propagation for a case with two transmitters and one receiver in an idealized case without noise or other types of errors is given in Figure 1.1 below. Here

Figure 1.1: Illustration of the MPCs and TOA estimation in a simple case.
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the transmitted signals are reflected on a wall, causing the receiver to receive not only the DP/LOS components ‘MPC A1’ and ‘MPC B1’, but also the reflected MPCs ‘MPC A2’ and ‘MPC B2’. Having determined the delay of the respective MPCs (and hence also the range) as in Figure 1.1b, it can assume the distance to be as per the dashed circles in Figure 1.1a. Any intersection of these circles will then be a reasonable position estimate of the receiver. However, these circles do not intersect one another in one place but gives an ambiguity in where this position may be. This is partly due to the fact that the receiver cannot know which of the MPCs that are to be associated with the DP/LOS path. In this simple case, one option would of course be to use only the MPCs with the shortest delays, i.e., ‘MPC A1’ and ‘MPC B1’. That would however still create ambiguities since the corresponding circles still intersects in two places. Adding more transmitters may be possible but is a non-generic (and sometimes expensive) solution which is not expected to work properly in the presence of noise, with other placement of the transmitters and/or receiver etc. and may hence still give ambiguities.

Because of the above mentioned multipath and/or non-LOS conditions, the resulting TOA estimates will thus be erroneous in some aspect. The receiver may e.g. associate the wrong MPC with the DP/LOS path and hence an erroneous delay/distance between the transmitter and receiver. These estimation errors will therefore impair the subsequent localization accuracy. One way to deal with this is to attempt to accurately model these measurement errors as discussed e.g. in [43] and [4] — a topic which is covered by this thesis.

Rather than treating these environmental effects on the signal as errors as discussed above, another possible approach is instead to utilize more of the information in the multipath radio channel. For example, a signal received after having been reflected in an object implicitly says something about the location of that object in relation to the transmitter and/or receiver. Assume that the room layout is known a priori. Then, upon receiving the different MPCs of the transmitted signal, one can potentially conclude which surfaces the signal was reflected on and use this additional information to improve the position estimate. This method has been proposed and investigated in e.g. [7, 29] assuming the geometry of the environment to be known a priori and also using Simultaneous Localization and Mapping (SLAM) techniques ([2, 8]) in e.g. [25]. The theoretical localization performance bounds achievable when utilizing this multipath-related information in the radio channel is considered in e.g. [7, 29, 44] and is also further revisited in this thesis.

Returning to the example of Figure 1.1, but now assuming that we can indeed utilize this multipath information with knowledge about the points at which ‘MPC A2’ and ‘MPC B2’ were reflected, we get the situation depicted in Figure 1.2. Here, the dashed circles all intersect at one single point and hence there is no ambiguity in where the receiver is. The reflection points of ‘MPC A2’ and ‘MPC B2’ in all essence become ‘virtual transmitters’ that can be used for TOA estimation. This approach is used in e.g. [29], albeit there the mirrored image of the respective transmitter on the opposite side of the reflective surface are used and referred to as virtual anchors (VAs).
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Figure 1.2: Illustration of the MPCs and TOA estimation when being able to utilize the multipath information.

With this approach for utilizing the multipath information, it is however crucial to be able to associate the different received MPCs with the correct transmission paths (and hence to the various objects of environment) also in the presence of measurement noise, non-LOS conditions and other types of errors. It is impossible for the receiver to directly distinguish between the multiple received MPCs, but it still needs to somehow be able to perform this association — a topic which is also addressed in this thesis.

1.2 Research Questions

The aim of this thesis is to investigate how to utilize the multiple MPCs of a multipath fading radio channel for the purpose of better localization accuracy. In particular, we seek to provide answers to the following research questions:

• How can we predict and estimate the different MPCs of a multipath fading radio channel? This includes not only the DP/LOS component but also those having traversed other paths.

• When using localization based on estimated distances between the physical transmitters and receivers, i.e., the DP/LOS component, how can we then mitigate the localization errors caused by e.g. multipath propagation and non-LOS conditions?

• How can we correctly associate the estimated MPCs with the actual traversed signal paths, and hence to an environmental model, so that we can use them all for localization purposes?

• What is the theoretical localization performance bounds achievable when utilizing more or less of the additional information provided by the estimated MPCs?
1.3 Contributions

The main contributions of this thesis are:

1. A set of measurement error models for DP/LOS estimation which mitigates the adverse effects of multipath propagation and non-LOS conditions.

2. Associating the estimated MPCs with the actual traversed signal paths using tools from multi-target tracking theory. This makes it possible to constructively utilize the additional information about the environment implicitly provided by these MPCs.

3. Providing theoretical localization performance bounds when utilizing all or a subset of the available MPCs in different scenarios. This is done under varying assumptions on receiver modelling as well as combination of measurements from different sources.

In addition, the author of this thesis has put much effort into the overall framework presented in Chapters 2 and 3. It contains an UWB signal model as well a model of a generic multipath fading radio channel, which in turn explicitly depends on an environmental description such as e.g. a map given by the two provided indoor scenarios. It also contains the tools required to estimate the resulting MPCs of this radio channel. This framework is to a large extent based on the significant work of others as per the therein listed references (e.g. [7, 29, 30]) and is therefore not considered a contribution as such in this thesis.

The first contribution considers the choice of measurement error models when estimating the DP/LOS path between the transmitter and receiver. It is shown that much of the adverse effects of multipath propagation and non-LOS conditions can be mitigated with models based on aggregated statistics, without the need to provide detailed received signal information but with a rather generic model. The gains are even larger with up-to-date real-time information based on the estimated MPCs. This contribution is the topic of Chapter 4, which is an extension of the published paper [4]. As compared to [4], this chapter uses the more refined models and framework provided by this thesis, estimates the location rather than just the distances, develops error models based on collected statistics as well as those being dynamic/time-varying rather than those which are only static and also applies filtering in addition to mere snapshot estimation.

The second contribution deals with the association of the estimated MPCs with the signal paths predicted by the environmental model. This leads to a combinatorial problem which is approached with tools from multi-target tracking theory. It is formulated as a classical assignment problem, also accounting for erroneous measurements of various sorts, which is solved using a Global Nearest Neighbour (GNN) method. It is shown that a rich radio environment in terms of many MPCs gives not only better localization accuracy, but also causes the association problem size to grow large — something which can to some extent be remedied by the exclusion of less probable paths. Simulations also indicate that in rich radio environments, the single best association hypothesis can be a reasonable approximation which avoids the calculation of a vast number of possible hypotheses.
Accounting for erroneous measurements is shown crucial if such are occurring but may have drawbacks otherwise. Combining measurements from multiple sources is shown beneficial, since this increases the amount of information available in the estimation process. This contribution is covered by Chapter 5.

The third and final contribution is the derivation of the theoretical localization performance bounds when utilizing all or a subset of the available MPCs. It is confirmed that a rich radio environment with many measurable MPCs allows for good accuracy using only few transmitters/receivers, assuming that these are indeed used in the localization process. In contrast, in a less rich environment where basically only the MPCs corresponding to the DP/LOS path(s) are measurable, more transmitters/receivers and/or the combination of downlink (DL) and uplink (UL) measurements are required in order to achieve the same localization accuracy. The receiver’s capability of distinguishing between multiple MPCs arriving approximately at the same time to the receiver is also shown to affect the localization accuracy. This contribution is assessed in Chapter 6.

For easier accessibility of this thesis, an overview of how the different contributions, chapters, sections and topics of this thesis are interconnected is shown in Figure 1.3. Here also the logical flow of data, together with references to the appropriate chapters and sections, is indicated.

**Figure 1.3:** An overview of the logical flow of thesis together with references to the appropriate chapters and sections. Topics related to the general framework of this thesis are shown in blue whereas those related to the first contribution are shown in red, to the second contribution in green and to the third contribution in yellow.
1.4 Publications

The first publication [4] considers measurement error models for DP/LOS ranging estimation:


In this publication we conclude that more detailed information about the error distribution implies significant ranging estimation improvement. However, very detailed information about individual paths does not improve the results compared to a simpler model of the error distribution in the studied scenarios. As mentioned in the previous section, the first contribution of this thesis covered by Chapter 4 is an extension of this publication.

In addition, the author of this thesis has published another paper [47], which is not directly related to the contents of this thesis:


The author’s contribution to this paper was in discussions with the first author of the paper, as well as in the writing of the manuscript.
1.5 Thesis Outline

This rest of this thesis is organized as follows:

Chapter 2: Modelling gives an overview of the considered scenarios and introduces the used signal and radio channel models. It shows how the latter is derived from an environmental/geometrical model, including calculations of the MPCs and the Power Delay Profile (PDP).

Chapter 3: Estimation and Measurements introduces a few standard methods for estimation such as the maximum likelihood (ML) estimator and the particle filter (PF). These are used to estimate the essential channel parameters corresponding to the MPCs subsequently needed as input to the also herein described full delay/range measurements. Finally, the estimation of the agent location based on these measurements is discussed.

Chapter 4: TOA Estimation and Measurement Error Modelling discusses TOA estimation and measurements relating to the DP/LOS path, i.e., the shortest path between transmitter and receiver. Several measurement error models are derived for this purpose and it is evaluated what impact these have on the resulting localization accuracy.

Chapter 5: The Measurements Association Problem deals with how to properly perform the association of the estimated MPCs with the respective transmission paths of the radio channel. This combinatorial problem is formulated as a classical assignment problem using a multi-target tracking approach, which can be solved using standard methods. This chapter also discusses how to reduce the size and complexity of this problem.

Chapter 6: Performance Bounds investigates the theoretical localization performance bounds achievable when utilizing the multipath-related information, i.e., the complete or partial set of MPCs in the radio channel.

Chapter 7: Concluding Remarks contains the conclusions as well as thoughts on future research possibilities within the area.

The reader is also referred to the earlier Figure 1.3 in Section 1.3 for an overview of how these different chapters and topics are interconnected.
Modelling

This chapter establishes the scenarios and models used throughout this thesis and is organized as follows: First, Section 2.1 describes the two considered indoor scenarios. Thereafter, Section 2.2 presents a model of a generic multipath fading radio channel, which in turn explicitly depends on an environmental description (such as e.g. the two provided indoor scenarios) as described in Section 2.3. The considered UWB signal model is presented in Section 2.4, whereafter Section 2.5 discusses estimation of the Power Delay Profile (PDP).

2.1 Scenario Descriptions

In this thesis, we consider the two indoor scenarios depicted in Figure 2.1 below. Scenario A is a crooked room of 10 × 8 meters containing a large pillar of 2 × 2 me-

![Figure 2.1: The two different scenarios considered in this thesis.](image)

---

2  Modelling
Figure 2.2: The circular agent trajectory for Scenario A.

ters and with 2 anchors at positions $p_1 = [5.5, 9.1]^T$ and $p_2 = [9, 4.5]^T$. Scenario B is influenced by work done in 3GPP [1] with a large rectangular room of $120 \times 50$ meters without pillars or obstacles. The 12 anchors are in this scenario placed in a rectangular grid 20 meters apart at $p_1 = [10, 15]^T$, $p_2 = [10, 35]^T$, $p_3 = [30, 15]^T$ etc. These two scenarios are used in the geometric modelling discussed in Section 2.3, where we assume (if not stated otherwise) that all anchors as well as any agents are equipped with one isotropic antenna each (see Section 2.2.2).

Additionally, we also consider a circular trajectory in Scenario A where the agent starts at the position $[3, 3]^T$ and moves counter-clockwise in a full circle with radius 2 meters and centred at $[3, 5]^T$ as in Figure 2.2 above. Whenever this trajectory is used, we refer to the ‘Position Index’ or ‘Position Along Trajectory’ as the angle in degrees counted counter-clockwise relative the position where the agent started. Hence, ‘Position Index’ 0 is at $[3, 3]^T$ whereas ‘Position Index’ 90 is at $[5, 5]^T$ etc.

The full set of scenario parameters are given in Table 2.1 below, where we also indicate in which section of this thesis the respective parameter is discussed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
<th>Comment</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$</td>
<td>7 GHz</td>
<td>Carrier Frequency</td>
<td>Same in DL &amp; UL</td>
<td>2.4</td>
</tr>
<tr>
<td>$s(t)$</td>
<td>As per (2.27)</td>
<td>Signal</td>
<td>UWB Raised Cosine</td>
<td>2.4</td>
</tr>
<tr>
<td>$T$</td>
<td>1 ns</td>
<td>Pulse Duration</td>
<td>-</td>
<td>2.4</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.6</td>
<td>Roll-off</td>
<td>-</td>
<td>2.4</td>
</tr>
<tr>
<td>$T_s$</td>
<td>10 ps</td>
<td>Sampling Time</td>
<td>100xOversampling</td>
<td>2.5</td>
</tr>
<tr>
<td>$N_0$</td>
<td>$10^{-8}$</td>
<td>AWGN Noise</td>
<td>High SNR case</td>
<td>2.2</td>
</tr>
<tr>
<td>$N_0$</td>
<td>$10^{-6}$</td>
<td>AWGN Noise</td>
<td>Low SNR case</td>
<td>2.2</td>
</tr>
<tr>
<td>$\gamma_{\text{rise}}$</td>
<td>5 ns</td>
<td>DM parameter 1</td>
<td>-</td>
<td>2.2</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>20 ns</td>
<td>DM parameter 2</td>
<td>-</td>
<td>2.2</td>
</tr>
<tr>
<td>$\chi$</td>
<td>0.98</td>
<td>DM parameter 3</td>
<td>-</td>
<td>2.2</td>
</tr>
<tr>
<td>max$(Q)$</td>
<td>3</td>
<td>Max MPC Order</td>
<td>Max nr Reflections</td>
<td>2.3</td>
</tr>
<tr>
<td>$\Delta_A$</td>
<td>5 cm</td>
<td>Grid Res. Scenario A</td>
<td>Same in x,y</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta_B$</td>
<td>50 cm</td>
<td>Grid Res. Scenario B</td>
<td>Same in x,y</td>
<td>-</td>
</tr>
</tbody>
</table>
2.2 Radio Channel Modelling

This section provides a basic but general model of a Multiple-Input Multiple-Output (MIMO) radio channel, which is thereafter simplified to that of Single-Input-Single-Output (SISO) radio channel.

2.2.1 Multiple-Input-Multiple-Output (MIMO)

Consider a system with one transmitter (TX) having $M_T$ transmit antennas and one receiver (RX) with $M_R$ receive antennas as depicted in Figure 2.3.

The complex-valued baseband signal sent by the transmitter at time $t$ is

$$s(t) = [s_1(t), s_2(t), \ldots, s_{M_T}(t)]^T,$$

where $s_a(t)$ is the signal transmitted by antenna $a \in \{1, \ldots, M_T\}$ located at position $p_a$. Similarly, the receiver at time $t$ observes the signal

$$r(t) = [r_1(t), r_2(t), \ldots, r_{M_R}(t)]^T,$$

where $r_b(t)$ is the signal received by antenna $b \in \{1, \ldots, M_R\}$ located at $p_b$.

The radio channel between the transmitter and the receiver can be modelled as a Linear Time-Varying (LTV) system ([46], [32] and [13]),

$$r(t) = \int_{\tau=0}^{\infty} H(t, \tau)s(t - \tau)d\tau + w(t),$$

where $\tau$ is the time delay of the radio channel and $w(t)$ is additive noise. A common assumption is that this noise is zero mean circular symmetric complex Gaussian (AWGN) with a positive definite covariance matrix $\Sigma \in \mathbb{R}^{M_R \times M_R}$. The probability density function (PDF) of $w$ becomes in this case

$$CN(w; 0, \Sigma) = \frac{1}{\pi^{M_R} \det \Sigma} \exp\{-w^H \Sigma^{-1} w\}. $$

Figure 2.3: A generic MIMO scenario with one transmitter having $M_T$ transmit antennas and one receiver having $M_R$ receive antennas.
Another common assumption is that \(\Sigma = N_0 I_{M_R} \) where \(I_{M_R} \) is the \(M_R \times M_R\) identity matrix and \(N_0\) is the power spectral density (PSD) of the noise, which thus implies that the noise is assumed mutually uncorrelated between the receive antennas.

The time-variant channel impulse response \(H(t, \tau) \in \mathbb{C}^{M_R \times M_T}\) in (2.3) describes the radio channel between each pair of antenna elements as

\[
H(t, \tau) = \begin{bmatrix}
h_{1,1}(t, \tau) & \cdots & h_{1,M_T}(t, \tau) \\
\vdots & \ddots & \vdots \\
h_{M_R,1}(t, \tau) & \cdots & h_{M_R,M_T}(t, \tau)
\end{bmatrix}
\]

(2.5)

where \(h_{b,a}(t, \tau)\) is the channel impulse response between TX antenna \(a\) and RX antenna \(b\). The channel impulse response \(H(t, \tau)\) can be calculated (see e.g. [28], [39]) as

\[
H(t, \tau) = \iint [C_{RX}(\rho_{RX})]^T G(t, \tau, \rho_{TX}, \rho_{RX}) [C_{TX}(\rho_{TX})] d\rho_{TX} d\rho_{RX}.
\]

(2.6)

Above, \(\rho_{TX}\) and \(\rho_{RX}\) are the angle of departure at the TX side and angle of arrival at the RX side, respectively. Dependent on these are \(C_{RX} \in \mathbb{C}^{2 \times M_R}\) and \(C_{TX} \in \mathbb{C}^{2 \times M_T}\) which are the receive and transmit antenna response matrices, describing the complex electric field patterns of the respective antennas. Finally, \(G(t, \tau, \rho_{TX}, \rho_{RX}) \in \mathbb{C}^{2 \times 2}\) is the, assumed reciprocal, bi-directional impulse response kernel/function of the radio channel.

The transmitted signal \(s(t)\) will typically be subject to multipath propagation due to scattering, diffraction and/or reflections in the environment. This causes the signal to have traversed not only the shortest direct path (DP) (also referred to as the line-of-sight (LOS) path) but also typically several other paths as illustrated in Figure 2.4. As a result, multiple differently attenuated and phase-shifted variants of the transmitted signal, i.e., the MPCs, are received. For more details see e.g. [13].

![Figure 2.4: Illustration of direct, reflected, diffracted and scattered multipath components (MPCs).](image-url)
2.2 Radio Channel Modelling

Assuming $K_{b,a}$ such MPCs between transmit antenna $a$ and receive antenna $b$, the channel impulse response $h_{b,a}(t, \tau)$ of (2.5) can be decomposed as

$$h_{b,a}(t, \tau) = \sum_{k=1}^{K_{b,a}} h_{b,a}^{(k)}(t, \tau)$$  \hfill (2.7)

where, in light of (2.6), the channel impulse response function between transmit antenna $a$ and receive antenna $b$ for MPC $k$ becomes

$$h_{b,a}^{(k)}(t, \tau) = \int \left[ C_{RX,b}(\rho_{RX}) \right]^T G_{b,a}^{(k)}(t, \tau, \rho_{TX}, \rho_{RX})[C_{TX,a}(\rho_{TX})]d\rho_{TX}d\rho_{RX}$$  \hfill (2.8)

ans where $C_{RX,b}$ and $C_{TX,a}$ denotes the $b$:th and $a$:th columns of the respective matrices. The quantity $G_{b,a}^{(k)}(t, \tau, \rho_{TX}, \rho_{RX})$ in (2.8) is the bi-directional impulse response kernel/function of the radio channel for MPC $k$ between TX antenna $a$ and RX antenna $b$. In this thesis, we do not dig into the details of these quantities. Rather, we make a series of assumptions:

**Assumption 1:** All MPCs are specular reflections [28, 39], which gives

$$G_{b,a}^{(k)}(t, \tau, \rho_{TX}, \rho_{RX}) = A^{(k)}e^{-i2\pi v(k)t}\delta(\tau - \tau_{b,a}^{(k)})\delta(\rho_{TX} - \rho_{TX}^{(k)})\delta(\rho_{RX} - \rho_{RX}^{(k)})$$  \hfill (2.9)

where $A^{(k)}$ is a complex $2 \times 2$ polarization matrix, $v^{(k)}$ is the Doppler frequency, $\delta(\cdot)$ is the Dirac delta function and $\tau_{b,a}^{(k)}$ is the time delay of the MPC. Furthermore, $\rho_{TX}^{(k)}$ and $\rho_{RX}^{(k)}$ are the angle-of-departure (AOD) and angle-of-arrival (AOA), respectively. Inserted into (2.8) this gives

$$h_{b,a}^{(k)}(t, \tau) = \left[ C_{RX,b}(\rho_{RX}) \right]^T A^{(k)}[C_{TX,a}(\rho_{TX})]e^{-i2\pi v^{(k)}t}\delta(\tau - \tau_{b,a}^{(k)}).$$  \hfill (2.10)

**Assumption 2:** All scattering is performed by stationary objects, and hence the Doppler shift is zero for all MPCs, i.e.,

$$v^{(k)} = 0, \quad \Rightarrow \quad e^{-i2\pi v^{(k)}t} = 1 \quad \forall k.$$  \hfill (2.11)

**Assumption 3:** All antennas are isotropic, so that the polarization and directionality of the respective antenna becomes irrelevant, i.e.,

$$\left[ C_{RX,b}(\rho_{RX}) \right]^T A^{(k)}[C_{TX,a}(\rho_{TX})] = a_{b,a}^{(k)} \quad \forall k$$  \hfill (2.12)

where $a_{b,a}^{(k)} \in \mathbb{C}$ is a complex-valued scalar referred to as the complex MPC amplitude. If the transmitter sends a known signal, i.e., a pilot sequence, its contribution to the received signal can be included in this scalar.

Under Assumptions 1–3, and further allowing the complex amplitude $a_{b,a}^{(k)}$ as well as the time delay $\tau_{b,a}^{(k)}$ to slowly vary over time $t$, the channel impulse response of (2.7) becomes the well-known tapped-delay line model (see e.g. [32]),

$$h_{b,a}(t, \tau) = \sum_{k=1}^{K_{b,a}} a_{b,a}^{(k)}(t)\delta(\tau - \tau_{b,a}^{(k)}(t)).$$  \hfill (2.13)
As discussed in e.g. [24], [22], [11] and [27], one may model the channel impulse response $h_{b,a}(t, \tau)$ as consisting of not only the $K_{b,a}$ deterministic MPCs as in (2.13), which typically caters for the direct path and reflections of the environmental/geometrical model (Section 2.3). In addition, a diffuse multipath (DM) component can be added, in order to cater for scattering, diffraction and other effects not explained by the environmental/geometrical model. By introducing the random variable $v_{b,a}(t)$, this turns (2.13) into

$$h_{b,a}(t, \tau) = \sum_{k=1}^{K_{b,a}} \alpha_{b,a}^{(k)}(t) \delta(\tau - \tau_{b,a}^{(k)}(t)) + v_{b,a}(t)$$

(2.14)

whereby the full channel impulse response matrix of (2.5) with all pairs of TX and RX antenna combinations becomes

$$\mathbf{H}(t, \tau) = \sum_{b,a}^{K_{b,a}} \mathbf{H}_{b,a}(t, \tau) = \mathbf{H}^{DE}(t, \tau) + \mathbf{H}^{DM}(t)$$

(2.15)

Here, $\mathbf{H}(t, \tau)$ has thus been split into one deterministic part $\mathbf{H}^{DE}(t, \tau)$ and one diffuse-multipath part $\mathbf{H}^{DM}(t)$, which both are discussed further below.

The first term in (2.14), and the elements of $\mathbf{H}^{DE}(t, \tau)$ in (2.15), describe a sum over the $K_{b,a}$ deterministic MPCs with complex amplitudes $\{\alpha_{b,a}^{(k)}(t)\}$ and delays $\{\tau_{b,a}^{(k)}(t)\}$. More details on the computation of these deterministic MPCs from an environmental/geometric model are given in Section 2.3.

The second term in (2.14), and the elements of the matrix $\mathbf{H}^{DM}(t)$ in (2.15), models the diffuse multipath components. It is defined as a zero-mean Gaussian random process with an auto-correlation function $\mathbb{E}_{v_{b,a}}[v_{b,a}(\tau)\{v_{b,a}(u)\}^\dagger] = S_{v_{b,a}}(\tau)\delta(\tau - u)$. Here, $S_{v_{b,a}}(\tau)$ is the power-delay profile (PDP) of the DM with respect to the antenna-pair $(b, a)$ (see Section 2.5). This means that the scattering components are modelled as mutually uncorrelated along the delay axis $\tau$ (i.e., between different MPCs), but assumed quasi-stationary in the spatial domain (i.e., over a close geographical neighbourhood). In this thesis, we model it as in [7, 19] where the DM impairs the signal only on the delay interval $\tau \in [\tau_{b,a}^{\min}(t), \infty)$, where

$$\tau_{b,a}^{\min}(t) = \min_{\tau_{b,a}} \{\tau_{b,a}^{(k)}(t) : k = 1, \ldots, K_{b,a}\}$$
is the delay of the first detected MPC with respect to the antenna-pair \((b, a)\) at time \(t\), i.e.,

\[
S_{v_b,a}(\tau) = \begin{cases} 
S^0(\tau - \tau_{b,a}^{\min}(t)) & \tau \geq \tau_{b,a}^{\min}(t) \\
0 & \text{otherwise}
\end{cases}
\]  

(2.16)

for which

\[
S^0(\tau) = \Omega_1 \frac{\gamma_1 + \gamma_{\text{rise}}}{\gamma_1(\gamma_1 + \gamma_{\text{rise}}(1 - \chi))} \left(1 - \chi e^{-\tau/\gamma_{\text{rise}}}\right) e^{-\tau/\gamma_1}.
\]  

(2.17)

The parameters \(\gamma_{\text{rise}}, \gamma_1, \chi\) and \(\Omega_1\) of (2.17) we use in this thesis are given in Table 2.1 of Section 2.1.

The resulting received signal (2.3) given the models (2.14), (2.16) and (2.17) with respect to TX antenna \(a\) and RX antenna \(b\) now becomes

\[
r_{b,a}(t) = K_{b,a} \sum_{k=1}^{K_{b,a}} \alpha_{b,a}^{(k)}(t) s_a(t - \tau_{b,a}^{(k)}(t)) + v_{b,a}(t) * s_a(t) + w_b(t)
\]  

(2.18)

where \(*\) denotes convolution and \(w_b(t) \sim \mathcal{N}(0, N_0/2)\). Considering all TX antennas, the full received signal at RX antenna \(b\) becomes

\[
r_b(t) = \sum_{a=1}^{M_T} \left( \sum_{k=1}^{K_{b,a}} \alpha_{b,a}^{(k)}(t) s_a(t - \tau_{b,a}^{(k)}(t)) + v_{b,a} * s_a(t) + w_b(t) \right)
\]  

(2.19)

and, consequently, the full received signal over all RX antennas is given by (2.2), with \(r_b(t)\) as in (2.19) above.

### 2.2.2 Single-Input-Single-Output (SISO)

In the subsequent chapters of this thesis we assume only one transmit and one receive antenna, i.e., \(M_T = M_R = 1\). Hence the MIMO radio channel described in Section 2.2.1 becomes a Single-Input Single-Output (SISO) system and the antenna-pair indices \((b, a)\) can be discarded. The resulting channel impulse response (2.14) becomes

\[
h(t, \tau) = \sum_{k=1}^{K} \alpha^{(k)}(t) \delta(\tau - \tau^{(k)}(t)) + v(t)
\]  

(2.20)

whereas the received signal (c.f. (2.18) and (2.19)) becomes

\[
r(t) = \sum_{k=1}^{K} \alpha^{(k)}(t) s(t - \tau^{(k)}(t)) + v * s(t) + w(t).
\]  

(2.21)

For brevity in notation we will also from this point discard the explicit usage of the time index \(t\) for the channel amplitudes and delays with respect to MPC \(k\) and hence simply denote these as \(\{\alpha^{(k)}\}\) and \(\{\tau^{(k)}\}\), respectively.
2.3 Geometric Modelling

Given knowledge of the environment (i.e., a map as per the scenarios described in Section 2.1), one can employ the concept of virtual anchors (VAS) described in e.g. [7, 29, 30]) to model the specular reflected deterministic MPCs. This models each MPC $k = 1, \ldots, K_{b,a}$ arriving at RX antenna $b$ located at position $p_b$ as originating from a set of $K_{b,a}$ VAS at positions {$p_a^{(k)}$}, rather than from the TX antenna position $p_a$ via a series of specular reflections.

Each VA is here associated with an order $Q^{(k)}$ corresponding to the number of reflections the related MPC $k$ has undergone. The zeroth order ($Q^{(k)} = 0$) VA corresponds simply to the $\text{DP/LOS}$ component. The first order ($Q^{(k)} = 1$) VAS are acquired by mirroring the TX antenna positions {$p_a$} in the walls at which single reflections of the MPC occur. Second order ($Q^{(k)} = 2$) VAS are obtained by mirroring the first order VAS in a second reflected wall of the MPC etc.

We further define $K_{\text{visible}}^{b,a}$ as the subset of all $K_{b,a}$ MPCs/VAS that are visible at the RX antenna location $p_b$, i.e., those which have an unobstructed path between the VA at $p_a^{(k)}$ and the RX antenna at $p_b$.

$$K_{\text{visible}}^{b,a} = \{k : p_a^{(k)} - p_b \text{ is unobstructed}, k = 1, \ldots, K_{b,a}\} \subseteq \{1, \ldots, K_{b,a}\} \quad (2.22)$$

For all visible MPCs $k \in K_{\text{visible}}^{b,a}$, the delays in (2.13) and (2.14) are given by

$$\tau_{b,a}^{(k)} = \frac{1}{c} \|p_a^{(k)} - p_b\|_2 = \frac{1}{c} d_{b,a}^{(k)} \quad \forall k \in K_{\text{visible}}^{b,a} \quad (2.23)$$

where $c$ is the speed of light and $d_{b,a}^{(k)}$ the Euclidean distance between the location $p_a^{(k)}$ for VA $k$ of TX antenna $a$ and the location $p_b$ of RX antenna $b$.

The transmitted pulse $s(t)$ is assumed to have unit energy, as discussed in Section 2.4. Hence, the received power of the MPCs are

$$|\alpha_{b,a}^{(k)}| = 10^{P_{L,b,a}^{(k)}/20} \quad (2.24)$$

for which the path loss $P_{L,b,a}^{(k)}$ is derived using a standard free-space propagation model (see e.g. [13]) with the addition of 3dB attenuation per reflection,

$$P_{L,b,a}^{(k)} = -20 \log_{10} \left( \frac{4\pi d_{b,a}^{(k)}}{\lambda_c} \right) - 3Q^{(k)} \quad \forall k \in K_{\text{visible}}^{b,a} \quad (2.25)$$

where $\lambda_c = c/f_c$ is the carrier wavelength for a carrier frequency $f_c$. For any non-visible MPC/VA $k \not\in K_{\text{visible}}^{b,a}$ we assume $|\alpha_{b,a}^{(k)}| = 0$, i.e., full blocking of the signal whenever the path is obstructed.

The corresponding phase is given by the fraction of extra wavelengths over the distance $d_{b,a}^{(k)}(t)$ plus a phase shift of $\pi$ radians for each reflection,

$$\alpha_{b,a}^{(k)} = 2\pi \left( d_{b,a}^{(k)} - d_{b,a}^{(k)} \frac{\lambda_c}{\lambda_c} \right) + \pi Q^{(k)} \quad \forall k \in K_{\text{visible}}^{b,a} \quad (2.26)$$
Note that this model does not include the diffraction or scattering illustrated in Figure 2.4. These are instead included in the DM component \( v_{b,a}(t) \) of (2.14) through (2.19). Further, if considering transmissions in the opposite direction from antenna \( b \) to antenna \( a \) one can after some contemplation conclude that the MPCs and hence also the set of visible VAs by necessity will have to be the same. This is of course conditioned that the channel is reciprocal, which is the case if TX/RX positions remain unchanged, that their respective antennas as well as the transmitter/receiver algorithms and impairments are identical and also the same frequency band is used. In this work we assume for simplicity that this is all true.

**Example 2.1**

Consider Scenario A described in Section 2.1, for which we assume two agents located at \( x_1 = [3, 3]^T \) and \( x_2 = [1, 7]^T \), respectively. The reflected signal paths, i.e., the MPCs are shown in Figure 2.5 whereas all the \( K_{b,a} \) potential VAs are shown in Figure 2.6, considering reflections up to the order of three (\( \max Q^{(k)} = 3 \)). The visible VAs of \( K^\text{visible}_{b,a} \) corresponding to the MPCs of Figure 2.5 are shown in Figure 2.7. The total number of visible MPCs/VAs at any given point of the room is shown in Figure 2.8, from which it can be seen that for each of the two anchors individually this number can be rather low in some regions. However, considering both anchors jointly, there are always at least around ten visible VAs. The resulting received powers vs. range for all MPCs, i.e., \( \{ |\alpha_{b,a}^{(k)}|^2 \} \) and \( \{ d_{b,a}^{(k)} \} = \{ c_{\tau_{b,a}}^{(k)} \} \) are shown in Figure 2.9.

*Figure 2.5: The reflected signal paths (MPCs) in the considered scenario.*
Figure 2.6: All the VAs of both anchors in the considered scenario.

Figure 2.7: The visible VAs corresponding to the MPCs of Figure 2.5.
2.3 Geometric Modelling

(a) Anchor 1  
(b) Anchor 2  
(c) Both Anchors

Figure 2.8: The total number of visible MPCs/VAs at any point in the room considering (a) Anchor 1, (b) Anchor 2 and (c) Both Anchors Jointly.

Anchor 1  
Anchor 2

Figure 2.9: The received power versus range for all visible MPCs.
Example 2.2

Consider now the circular trajectory of Scenario A depicted in Figure 2.2. The resulting ranges for the respective MPCs are shown in Figure 2.10, whereas the number of visible VAs as well as an indication of the LOS conditions (i.e., if the LOS component is visible or not) are shown in Figure 2.11. What is here denoted as ‘Position Index’ is nothing but the angle in degrees counted counter-clockwise relative the negative y-axis, where the agent started, as discussed for Figure 2.2.

(a) Anchor 1
(b) Anchor 2

Figure 2.10: The reflected signal paths (MPCs) over the trajectory.

(a) Anchor 1
(b) Anchor 2
(c) Both Anchors
(d) Timeplot

Figure 2.11: The total number of visible MPCs/VAs and LOS conditions.
2.4 Signal Model

In this work, we follow what was done in e.g. [7, 29] and consider the transmitted pulse \( s(t) \) to be an Ultra-Wideband (UWB) raised cosine pulse:

\[
s(t) = \text{sinc} \left( \frac{t}{T} \right) \cos \left( \frac{\pi \beta t}{T} \right) \frac{1 - (2 \beta t)^2}{1 - (2 \beta t)^2}
\]

where \( T \) is the pulse duration and \( \beta \) is the roll-off factor. This pulse is normalized to contain unit energy per transmit antenna, i.e.,

\[
\int_{-\infty}^{\infty} |s(t)|^2 \, dt = 1.
\]

The auto-correlation function of \( s(t) \) becomes

\[
R_s(\tau) = \int_{-\infty}^{\infty} s(t)s(t-\tau)dt = \text{sinc} \left( \frac{\tau}{T} \right) \cos \left( \frac{\pi \beta \tau}{T} \right) - \frac{\beta}{4} \text{sinc} \left( \frac{\beta \tau}{T} \right) \cos \left( \frac{\pi \tau}{T} \right) \frac{1 - (\beta \tau)^2}{1 - (\beta \tau)^2}.
\]

---

**Example 2.3**

An example with pulse duration \( T = 1 \text{ ns} \) and roll-off factor \( \beta = 0.6 \) as per Table 2.1 on page 10, gives \( s(t) \) and \( R_s(\tau) \) as in Figure 2.12. Also depicted here are the first and second order derivatives of \( R_s(\tau) \), which are required for the later calculation of the performance bounds in Chapter 6.

![Figure 2.12](image.png)

**Figure 2.12:** Illustration of (a) \( s(t) \) as per (2.27) and (b) \( R_s(\tau) \) as per (2.29) together with \( \frac{\partial}{\partial \tau} R_s(\tau) \) and \( \frac{\partial^2}{\partial \tau^2} R_s(\tau) \). Parameters are \( T = 1 \text{ ns} \) and \( \beta = 0.6 \).
2.5 Power Delay Profile (PDP)

The power delay profile (PDP) for the SISO radio channel of (2.20) is here denoted $A_h(t, \tau)$. As discussed in [13] and [32], it represents the average power associated with a given multipath delay $\tau$ at a given time $t$ and can be defined as

$$A_h(t, \tau)\delta(\Delta t)\delta(\Delta \tau) = \mathbb{E}[h^*(t, \tau)h(t + \Delta t, \tau + \Delta \tau)]$$ (2.30)

where it is assumed that the channel is wide-sense stationary (WSS), i.e., that the joint statistics of the channel measured at the two times $t$ and $t+\Delta t$ only depends on the difference $\Delta t$. It is also assumed that any two MPCs with different delays $\tau$ and $\tau + \Delta \tau$ are scattered by different objects, so that the radio channel is subject to the uncorrelated scattering (US) property. Under these assumptions, $h(t, \tau)$ is referred to as a wide-sense stationary uncorrelated scattering (WSSUS) channel for which its PDP $A_h(t, \tau)$ in (2.30) can, setting $\Delta t = \Delta \tau = 0$, be approximated as

$$A_h(t, \tau) \overset{(1)}{=} \mathbb{E}\left[\left|\sum_{k=1}^{K} \alpha^{(k)} \delta(t - \tau^{(k)}) + \nu(t)\right|^2 \left|\sum_{k=1}^{K} \alpha^{(k)} \delta(t - \tau^{(k)}) + \nu(t)\right|\right]$$

$$= \mathbb{E}\left[\sum_{k=1}^{K} \sum_{k' = 1}^{K} \alpha^{(k)} \ast \alpha^{(k')} \delta(t - \tau^{(k)})\delta(t - \tau^{(k')}) \right.$$ \hspace{1cm} \left. + \nu^*(t) \sum_{k=1}^{K} \alpha^{(k)} \delta(t - \tau^{(k)}) + \nu(t) \sum_{k=1}^{K} \alpha^{(k)} \ast \nu(t)\nu(t)\right]$$

$$\overset{(2)}{=} \sum_{k=1}^{K} \mathbb{E}\left[|\alpha^{(k)}|^2\right] \delta(t - \tau^{(k)}) + \mathbb{E}[\nu^*(t)\nu(t)] \overset{(3)}{=} \sum_{k=1}^{K} |\alpha^{(k)}|^2 \delta(t - \tau^{(k)}) + S_{\nu}(\tau)$$ (2.31)

where at $\overset{(1)}{=} (2.14)$ has been used, at $\overset{(2)}{=} \nu(t)$ and $\alpha^{(k)} \delta(t - \tau^{(k)})$ per definition are uncorrelated for all times $t$ and all MPCs $k \in \mathcal{K}$. At $\overset{(3)}{=} \nu(t)$ it has been assumed that the environment is static so that the $\{\alpha^{(k)}\}$'s become deterministic. Also used at this point is the PDP of the DM defined as $S_{\nu}(\tau)$ previously in Section 2.2.

The expression (2.31) cannot be measured in practice since both the parameters $\{\alpha^{(k)}\}, \{\tau^{(k)}\}$ of the $K$ deterministic MPCs as well as the PDP for the DM $S_{\nu}(\tau)$ are unknown. What can be done is however as in [27] to calculate

$$\mathbb{E}[r(t)^2] = \mathbb{E}[r^*(t)r(t)]$$

$$= \mathbb{E}\left[\sum_{k=1}^{K} \alpha^{(k)} s(t - \tau^{(k)}) + \nu \ast s(t) + w(t)\right] \ast \left[\sum_{k=1}^{K} \alpha^{(k)} s(t - \tau^{(k)}) + \nu \ast s(t) + w(t)\right]$$

$$\overset{(1)}{=} \mathbb{E}\left[\sum_{k=1}^{K} \sum_{k' = 1}^{K} |\alpha^{(k)}|^2 \alpha^{(k')} s(t - \tau^{(k)}) s(t - \tau^{(k')})\right] + \mathbb{E}[|\nu \ast s(t)|^2] + \mathbb{E}[|w(t)|^2]$$

$$\overset{(2)}{=} \sum_{k=1}^{K} |\alpha^{(k)}|^2 s(t - \tau^{(k)})^2 + \mathbb{E}[|\nu \ast s(t)|^2] + \mathbb{E}[|w(t)|^2] \overset{(3)}{=} \sum_{k=1}^{K} |\alpha^{(k)}|^2 s(t - \tau^{(k)})^2 + \epsilon(t)$$

(2.32)
where at (1) all cross-terms are eliminated because of the assumptions of uncorrelated scattering and noise and at (2) (again) that the environment is static. Finally, at (3), the noise term \( e(t) \) is introduced which caters for the expected power of both DM as well as AWGN measurement noise. Thereafter, the PDP can be approximated by averaging over \( M \) measurements \( \{r^{(m)}(t)\} \) collected over a small enough spatial region around the receiver

\[
A_h(t, \tau) \approx \frac{1}{M} \sum_{m=1}^{M} |r^{(m)}(t)|^2.
\]  (2.33)

**Example 2.4**

We continue from Example 2.1 and look in particular at the agent at \( x = [3, 3]^T \) with the parameter settings as per Table 2.1 on page 10. Hence with carrier frequency \( f_c = 7 \) GHz, UWB pulse duration \( T = 1 \) ns and roll-off factor \( \beta = 0.6 \). The DM parameters are \( \gamma_{\text{rise}} = 5 \) ns, \( \gamma_1 = 20 \) ns, \( \chi = 0.98 \) and \( \Omega_1 = \frac{1}{10} \left( \frac{c}{4\pi f_c} \right)^2 \). The AWGN power density is a modest \( N_0 = 10^{-8} \), i.e., this is the high SNR scenario. We assume here (and in throughout this thesis) 100x oversampling, whereby the sampling time is set to \( T_s = T/100 = 10 \) ps.

Letting \( m \in \{1, 2\} \) denote the respective anchor, we plot in Figures 2.13a and 2.13b the squared MPC amplitudes \( \{|\alpha^{(k)}_m(t)|^2\} \) provided by the environmental/geometric model discussed in Section 2.3 (again, we consider a maximum of 3 reflections) together with the power density (PSD) of both the DM \( \nu_m(t) \) as well as the AWGN noise \( w(t) \). Clearly the deterministic MPCs have lower power, and hence the noise is more pronounced, for the second anchor. This is not surprising given that it is not only further away but also that the LOS component is blocked in this case. The number above each bar indicates how many MPC that have a similar propagation delay and cannot be distinguished at the given sample rate, i.e., the number of MPCs for which \( |\tau^{(k)}_m - \tau^{(k')}_m| < T_s \) for \( k \neq k' \), something which is further discussed in Section 6.1 of Chapter 6.

In Figures 2.13c and 2.13d we plot the power of the received signal (2.21) with respect to the respective anchor(s). Here we clearly see the effect of adding the DM and/or AWGN components to the ideal signal. In particular for the second anchor, the contributions from the DM and AWGN are significant. Clearly, it appears that it can be troublesome to estimate the MPCs based on the received signal, even though the AWGN noise is rather low in this scenario. This topic is discussed further in more detail later in Section 3.2.

Finally, intended only for illustrative purposes, in Figures 2.13e and 2.13f, we show the received signal \( r_m(t) \) with DM and AWGN (i.e., same as in Figures 2.13c and 2.13d), together with what would have been the case had it been sampled with a lower sampling rate equal to that of the UWB pulse duration, i.e., \( T_s = T = 1\)ns. Clearly, this makes it even more problematic due to aliasing effects etc. Throughout the rest of this thesis, we will therefore stick to the shorter sampling time of \( T_s = 10 \) ps, since a detailed discussion of sampling and related problems are considered outside the scope of this thesis.
Figure 2.13: The channel impulse response $h_m(t)$, the received signal with the addition of the AWGN and/or DM noise components as well as differently sampled versions of the received signal $r_m(t)$ for the considered scenario.
**Example 2.5**

We continue with the same settings as in Example 2.4, but now for the trajectory of Scenario A we visited in Example 2.2. This gives us results as per Figure 2.14 below in the high SNR case when the AWGN noise is set to $N_0 = 10^{-8}$. Here we clearly see the dominance of the DM noise during the non-LOS periods for the respective anchor. Again, the ‘Position Index’ is the angle in degrees counted counter-clockwise relative the negative y-axis.

**Figure 2.14:** The true MPC, the addition of the AWGN and DM as well as the resulting CIR for the trajectory example of Scenario A with high SNR ($N_0 = 10^{-8}$).
In addition, in Figure 2.15 we also show the low SNR case when the AWGN noise is set to $N_0 = 10^{-6}$. The noise is significant and the contribution from the deterministic MPCs is barely distinguishable from the noise.

**Figure 2.15: The addition of the AWGN and DM as well as the resulting CIR for the trajectory example of Scenario A with low SNR ($N_0 = 10^{-6}$).**
In this thesis, we consider two distinct estimation problems: The first is the estimation of the MPCs, i.e., the channel parameters $\alpha, \tau$ introduced in Chapter 2, and the second is the estimation of the unknown agent position $x$. In Section 3.2 we discuss the former and the latter in Section 3.4. Before that, a brief introduction to the estimation methods used in this thesis is given in Section 3.1. In Section 3.3, we define the pseudo-range measurements used in the subsequent chapters of this thesis, which are based on the now estimated MPCs.

### 3.1 Estimation Background

This section gives a brief introduction to the estimation methods used in this thesis and follows rather closely what is described in e.g. [20], [45], [16] and [42].

#### 3.1.1 Parameter Estimation

One way to describe a random measurement vector $z$ which depends on a parameter vector $\theta$ is through the likelihood function

$$p(z|\theta)$$

for which, in the special case of a general linear model, we have the relationship

$$z = H\theta + n$$

where $n$ is noise. This noise is, in typical cases, Gaussian with zero-mean and a covariance matrix $C$, i.e., $n \sim \mathcal{N}(0, C)$, which then gives

$$p(z|\theta) = \mathcal{N}(H\theta, C).$$
Bayes theorem (see [42]) gives that the posterior probability distribution of $z$ given the parameter vector $\theta$ is

$$p(\theta|z) = \frac{p(z|\theta)p(\theta)}{p(z)} = \frac{p(z|\theta)p(\theta)}{\int p(z|\theta)p(\theta)d\theta} \quad (3.4)$$

where $p(z|\theta)$ is the likelihood and $p(\theta)$ is the prior distribution, respectively.

To estimate the unknown parameter vector $\theta$, one approach is to form the maximum a posteriori (MAP) estimator

$$\hat{\theta}_{\text{MAP}} = \arg \max_\theta p(\theta|z) = \arg \max_\theta p(z|\theta)p(\theta) = \arg \max_\theta \ln[p(z|\theta) + \ln p(\theta)] \quad (3.5)$$

which in case of a non-informative prior, i.e., when $p(\theta)$ is constant, collapses to the special case of the maximum likelihood (ML) estimator given by

$$\hat{\theta}_{\text{ML}} = \arg \max_\theta p(z|\theta) = \arg \max_\theta \ln p(z|\theta). \quad (3.6)$$

Now, for the special case of the general linear model in (3.2), we get the best linear unbiased (BLUE) estimator

$$\hat{\theta}_{\text{BLUE}} = (H^T C^{-1} H)^{-1} H^T C^{-1} z \quad (3.7)$$

with covariance

$$C_{\hat{\theta}} = (H^T C^{-1} H)^{-1} \quad (3.8)$$

which, in case the noise is also Gaussian as per (3.3) not only coincides with the ML estimator of (3.6), i.e., $\hat{\theta}_{\text{ML}} = \hat{\theta}_{\text{BLUE}}$, but then also is the minimum variance unbiased (MVU) estimator, see e.g. [16].

### 3.1.2 State Estimation

In this section a temporal aspect to the estimation problem is added. More precisely, assume that we have a time-series of noisy observations $z_t$ for $t = 1, \ldots, T$ and want to infer the hidden state variables $x_t$. Assume further that the underlying model is a state-space model (see e.g. [26], [42] and [16]):

$$x_0 \sim p(x_0) \quad (3.9a)$$

$$x_t \sim p(x_t|x_{t-1}) \quad (3.9b)$$

$$z_t \sim p(z_t|x_t) \quad (3.9c)$$

where $p(x_0)$ is the prior distribution of $x_0$, where $p(x_t|x_{t-1})$ is the dynamic model and $p(z_t|x_t)$ is the likelihood specifying the measurement model.
3.1 Estimation Background

What is searched for is hence an estimate of the hidden state variables $x_t$ for $t = 1, \ldots, T$, which can e.g. be accomplished by the means of a particle filter (PF) as discussed in e.g. [42], [15] and [16]. The particle filter algorithm used in this thesis is given in Algorithm 1 below, but for more details and derivation, as well as alternative approaches, we refer to see the above listed references.

Algorithm 1: Particle Filter

**Input:** Model according to (3.9), measurements $z_{1:T}$, number of particles $N$ and resampling threshold $N_{res}$.

**Initialization:**

- $x^i_0 \sim p(x_0)$ for $i \in \{1 : N\}$
- $w^i_0 = \frac{1}{N}$ for $i \in \{1 : N\}$

**for** $i = 1, \ldots, T$ **do**

**Time Update:**

- $x^i_t \sim p(x_t|x^i_{t-1})$ for $i \in \{1 : N\}$

**Measurement Update:**

- $\bar{w}^i_t = w^i_{t-1} p(z_t|x^i_t)$ for $i \in \{1 : N\}$
- $w^i_t = \frac{\bar{w}^i_t}{\sum_{i=1}^{N} \bar{w}^i_t}$ for $i \in \{1 : N\}$

**Point and Covariance Estimates (other options exist):**

- $\hat{x}_t = \sum_{i=1}^{N} w^i_t x^i_t$
- $\hat{P}_t = \sum_{i=1}^{N} w^i_t (x^i_t - \hat{x}_t)(x^i_t - \hat{x}_t)^T$

**Resampling with replacement (if needed):**

- $N_{eff} = \frac{1}{\sum_{i=1}^{n}(w^i_t)^2}$
- **if** $N_{eff} < N_{res}$ **then**
- \( l_i \sim p(l) = w^i_t \) for $l, i \in \{1 : N\}$
- $x^i_t = x^{l_i}_t$ for $i \in \{1 : N\}$
- $w^i_t = \frac{1}{N}$ for $i \in \{1 : N\}$

**end if**

**Output:** $\hat{x}_t$ and $\hat{P}_t$ for $t = 1, \ldots, T$
3.2 Estimation of Channel Parameters / MPCs

This section discusses the estimation of the channel parameters $\alpha, \tau$ introduced in Chapter 2. It follows the procedure proposed in [25] and [31].

Using an iterative least-squares approach, the delay for $\text{mpc}_k = 1, \ldots, K_m$ in the channel between the agent and anchor $m = 1, \ldots, M$ can be estimated as

$$\hat{\tau}^{(k)}_m = \text{arg min}_\tau \int_{t=0}^T \left| r_m(t) - \hat{r}^{(k-1)}_m(t) - \hat{\alpha}(\tau)s(t - \tau) \right|^2 dt$$

in which the template signal $\hat{r}^{(k)}_m(t)$ is defined as

$$\hat{r}^{(k)}_m(t) = \sum_{k'=1}^k \hat{\alpha}^{(k')}_m s(t - \hat{\tau}^{(k')}_m)$$

where the path amplitudes are estimated by a projection of the received signal $\hat{r}^{(k)}_m(t)$ onto the unit energy transmitted pulse $s(t)$:

$$\hat{\alpha}(\tau) = \int_{t=0}^T [r_m(t)]^* s(t - \tau) dt \quad \text{and} \quad \hat{\alpha}^{(k)}_m = \hat{\alpha}(\hat{\tau}^{(k)}_m).$$

The whole procedure is summarized in Algorithm 2. Here, a parameter $K_{\text{MAX}}$ is introduced which should (if computationally feasible) be chosen according to the expected number of specular paths, i.e., $K_m$, as far as possible.

It should be noted that, if assuming separable MPCs and further the noise to be Gaussian and additionally choosing $K_{\text{MAX}} = |\mathcal{K}_m|$, Algorithm 2 corresponds to a maximum likelihood (ML) estimate of all the deterministic MPCs $k \in \mathcal{K}_m$ as discussed in Section 3.1.1.

**Algorithm 2: Direct Estimation of Channel Parameters**

**Input:** $r_m(t)$ — the received signal with respect to anchor $m$

$s(t)$ — the (unit energy) transmitted pulse shape

**Parameters:** $K_{\text{MAX}}$ — the number of MPCs to fit

**Initialization:** Set $\hat{r}^{(0)}_m(t) = 0$

Estimate $\hat{\alpha}(\tau)$ using (3.12)

**for** $k = 1, \ldots, K_{\text{MAX}}$ **do**

Estimate $\hat{\tau}^{(k)}_m$ using (3.10)

Estimate $\hat{\alpha}^{(k)}_m$ according to (3.12)

Form the template signal $\hat{r}^{(k)}_m(t)$ using (3.11)

**end for**

**Output:** Estimates $\hat{\tau}^{(k)}_m$ and $\hat{\alpha}^{(k)}_m$ for $k = 1, \ldots, K_{\text{MAX}}$
Example 3.1

We continuing the trajectory of Scenario A from Example 2.5 and apply the procedure of Algorithm 2 with $K_{\text{MAX}} = 5$. This gives us results as in Figure 3.1 for the high SNR ($N_0 = 10^{-8}$) case, when plotted superimposed on the actual deterministic MPCs as well as on the measured CIR. The corresponding plots for the low SNR ($N_0 = 10^{-6}$) case are shown in Figure 3.2. Again, the ‘Position Index’ is the angle in degrees counted counter-clockwise relative the negative y-axis.

From these plots, we see that the estimated MPCs rather well approximate the contribution from, at least the strongest, deterministic MPCs in both cases, but that we get some errors especially during non-LOS conditions, when the DM noise is significant. Further, in the low SNR case, we see the effect of misinterpreting the noisy measurements as false MPCs. This topic is discussed in greater detail later in Chapter 4.

Figure 3.1: The estimated MPCs superimposed on the actual MPCs (top) as well as on the CIR (bottom) for the high SNR ($N_0 = 10^{-8}$) trajectory case of Scenario A.


3.3 Full Pseudo-Range Measurements

Having established $\hat{\tau}^{(k)}_m$, i.e., an estimate of the time-delay $\tau^{(k)}_m$ of MPC $k$ in the radio channel between the agent and anchor $m$ as discussed in Section 3.2, we can as per (2.23) express this as the pseudo-range measurement $d^{(k)}_m = c\hat{\tau}^{(k)}_m$ where $c$ is the speed of light. We assume for simplicity that the therewith associated estimation error is zero-mean Gaussian with a given standard deviation.

The term *full* in the heading of this section is to indicate that we discuss measurements of all estimated/available MPCs, in contrast to the later Chapter 4 in which we focus only on the measurements and estimation relating to the DP/LOS MPC representing the shortest Euclidean distance between the anchor and agent.

3.3.1 Uni-Directional

The pseudo-range measurement between an agent located at $x$ with respect to MPC/VA $k$ of anchor $m$ (with the corresponding VA located at $p^{(k)}_m$) becomes
3.3 Full Pseudo-Range Measurements

\[ y_m^{(k)} = \| x - p_m^{(k)} \|_2 + e_m^{(k)} \text{ where } e_m^{(k)} \sim \mathcal{N}(0, \sigma_{m,k}^2), \]  

where thus \( d_m^{(k)} = \| x - p_m^{(k)} \|_2 \) is the Euclidean distance between the agent and considered VA and where \( \sigma_{m,k} \) is the standard deviation of the therewith associated error assumed to be derived from a Gaussian distribution with zero-mean. This means that its probability density function (PDF) is given by

\[ p(y_m^{(k)} | x, p_m^{(k)}) = \mathcal{N}(\| x - p_m^{(k)} \|_2, \sigma_{m,k}^2) = \frac{1}{\sqrt{2\pi\sigma_{m,k}^2}} \exp\left( -\frac{(y_m^{(k)} - \| x - p_m^{(k)} \|_2)^2}{2\sigma_{m,k}^2} \right) \]  

for which the negative logarithm, which will be used later, is given by

\[ -\ln p(y_m^{(k)} | x, p_m^{(k)}) = \frac{1}{2} \ln 2\pi\sigma_{m,k}^2 + \frac{(y_m^{(k)} - \| x - p_m^{(k)} \|_2)^2}{2\sigma_{m,k}^2}. \]  

Assuming that we have \( N_m \) measurements with respect to anchor \( m \), we can define a vector containing all these measurements as

\[ y_m = [y_m^{(1)}, \ldots, y_m^{(n)}, \ldots, y_m^{(N_m)}]^T \in \mathbb{R}^{N_m} \]  

for which the derivation of the related probability distribution \( p(y_m | x, \{p_m^{(k)}\}_{k=1}^{K_m}) \) is non-trivial and is dependent on the association of these \( N_m \) measurements with the \( K_m \) MPCs/VASs. This is a central part of this thesis and is discussed further in Chapter 5. We do however assume that each MPC/VA is never measured more than once. If this is a reasonable assumption or not, is highly dependent on the resolvability of the different individual MPCs/VASs as discussed in Section 2.5. In this work we assume that the bandwidth and hence the sampling rate is sufficiently high, so that full resolvability of the individual MPCs/VASs is possible.

We can further define the combined measurements over all \( M \) anchors as

\[ z = [y_1^T, \ldots, y_M^T]^T \in \mathbb{R}^{MN_m} \]  

for which we assume that a perfect association of each measurement \( y_m \) with the correct anchor \( m \) is possible and that these measurements are independent. This is a reasonable assumption if, e.g., the transmission of the pulses \( s(t) \) used to generate these measurements as discussed in Section 3.2, are well-separated in time-, frequency- and/or code-space as assumed here. This gives us

\[ p(z | x, \{\{p_m^{(k)}\}_{k=1}^{K_m}\}_{m=1}^{M}) = \prod_{m=1}^{M} p(y_m | x, \{p_m^{(k)}\}_{k=1}^{K_m}). \]  

3.3.2 Bi-Directional

So far, as in the previous Section 3.3.1, we have considered only measurements and MPCs in one direction. For example, the downlink (DL) case where transmissions are made by the anchors and the agent performs the estimation based on the measured DL MPCs. In practice however, the corresponding measurements and MPCs in both directions could be considered jointly. Consider for example a scenario where the agent does not perform the estimation, but instead transmits a measurement report back to the measured anchor, after which the estimation is made on the anchor side. Alternatively, the anchors could measure the MPCs from UL transmissions by the agent, and thereafter return measurement reports back to the agent which will take care of the estimation. These both scenarios are depicted in Figure 3.3 and referred to as Anchor Triggered and Agent Triggered, respectively.

![Figure 3.3: Overview of different approaches, Δ is the (possibly known) processing delay at the measuring but non-estimating node.](image)

Assuming that the non-estimating node is able to report all its measurements to the node performing the estimations, the resulting measurement vector can in both cases, given (3.17), be expressed as

$$z_{\text{TOT}} = \begin{bmatrix} z_{\text{DL}} \\ z_{\text{UL}} \end{bmatrix} \in \mathbb{R}^{M(N_{DL}^{m} + N_{UL}^{m})}$$

(3.19)

where the superscripts DL and UL are used for the respective direction. Assuming no cross-measurements in-between anchors and/or agents (i.e., that the measurements are performed on a per-anchor/per-agent basis only) and also assuming the noise to be mutually uncorrelated between the both directions, the resulting probability distribution is given by (3.18) and (3.19) as

$$p(z_{\text{TOT}} | x, \{p_{m}^{(k)} \}_{k=1}^{K_{m}} \}_{m=1}^{M}) = p(z_{\text{DL}} | x, \{p_{m}^{(k)} \}_{k=1}^{K_{m}} \}_{m=1}^{M}) p(z_{\text{UL}} | x, \{p_{m}^{(k)} \}_{k=1}^{K_{m}} \}_{m=1}^{M})$$

$$= \prod_{m=1}^{M} p(y_{m}^{\text{DL}} | x, \{p_{m}^{(k)} \}_{k=1}^{K_{m}} \}_{m=1}^{M}) p(y_{m}^{\text{UL}} | x, \{p_{m}^{(k)} \}_{k=1}^{K_{m}} \}_{m=1}^{M}).$$

(3.20)

It should be noted that in the general case, the UL and DL may be operating in different frequency bands, there may be different hardware involved in the...
3.4 Estimation of Agent Location

Assuming that pseudo-range measurements are available for multiple MPCs/VAs (as discussed in Section 3.3) we can perform a parameter estimation (as discussed in Section 3.1.1) of the unknown agent position $\mathbf{x}$ (assuming no prior knowledge thereof) given the measurements $\mathbf{z}$ of (3.17) which together with (3.18) gives

$$\hat{x}_{\text{ML}} = \arg \max_{\mathbf{x}} p(\mathbf{z}|\mathbf{x}) = \arg \max_{\mathbf{x}} \ln \prod_{m=1}^{M} p(y_m|\mathbf{x}, \{p_m^{(k)}\}_{k=1}^{K_m})$$

$$= \arg \max_{\mathbf{x}} \sum_{m=1}^{M} \ln p(y_m|\mathbf{x}, \{p_m^{(k)}\}_{k=1}^{K_m}) = \arg \min_{\mathbf{x}} \sum_{m=1}^{M} -\ln p(y_m|\mathbf{x}, \{p_m^{(k)}\}_{k=1}^{K_m})$$

(3.21)

which, as said before, in general is a complicated non-convex expression which allows an analytical solution only in some special cases.

For the state estimation as per Section 3.1.2, we simply follow the procedure described therein, i.e., by using the particle filter of Algorithm 1 where $\mathbf{x}_t$ is the unknown agent position and $\mathbf{z}_t$ contains the measurements at time $t = 1, \ldots, T$. 

agent and/or anchors for the respective directions, there can be the differences in-between different anchors etc. Therefore, the errors of (3.13) and hence the PDF of (3.14) and consequently the terms in the right-hand side of (3.20) will differ for the respective directions.
This chapter deals with the choice of error models in the Time-of-Arrival (TOA) estimation process. It is based on the publication [4], but with some important extensions:

- We use the more refined radio channel model discussed previously in Chapter 2, as compared to [4] which used a more simplistic static model.
- We perform estimation of the agent location, and not just the distance between anchor and agent as was done in [4].
- The investigated set of error models are slightly different. Most importantly, we include both static error models based on actual accumulated error statistics as well as dynamic ones which are allowed to vary over time.
- We also include snapshot estimation, in addition to only the filtering in [4], since the latter may in some cases obfuscate the results and make the analysis more difficult.

In this chapter we do however limit the discussion to the uni-directional scenario discussed in Section 3.3.1, in contrast to [4] which also discussed the bi-directional case with a particular focus on Round-Trip Time (RTT) estimation. The principles from [4] with respect to RTT estimation are still valid but are omitted here since they are not central to this discussion.

This chapter is organized as follows: Section 4.1 presents how TOA measurements can be modelled using an estimation of the Multi-Path Component (MPC) representing the Direct Path (DP), also referred to as Line-of-Sight (LOS) component, and discusses the therewith associated errors. The following Section 4.2 introduces a number of measurement error models intended to improve the subsequent localization procedure. These models are then used in simulations for which the results are presented and discussed in Section 4.3, followed by a summary of the results in Section 4.4. Additional plots and results are provided in the appendix of Section 4.A.
4.1 DP/LOS Estimation and Measurements

Instead of using range measurements for each available MPC as in Section 3.3, we can instead formulate the problem of estimating and using only the range associated with the DP MPC which represents the shortest Euclidean distance between transmitter and receiver. A common approach is to take the DP component as the first MPC with a received power within 3dB of the strongest one. We let \( \{\tau_{m}^{(k)}\} \) and \( \{\alpha_{m}^{(k)}\} \) be the delays and amplitudes for the estimated MPC \( k \) of anchor \( m \). Assuming MPC \( k_{\text{DP}} \) to be the true DP we can then express its estimate in linear scale as

\[
\hat{k}_{\text{DP}} = \arg \min_{k \in \{1, \ldots, K_{m}\}} \{\tau_{m}^{(k)} : |\alpha_{m}^{(k)}|^2 \geq 10^{-3/10} P_{\text{max}}\}
\]

(4.1)

\[
\text{where } P_{\text{max}} = \max\{|\alpha_{m}^{(k)}|^2 : k \in \{1, \ldots, K_{m}\}\}.
\]

**Example 4.1**

In Example 3.1 we estimated the MPCs for an agent moving along the circular trajectory of Scenario A in Section 2.1. Continuing from this, Figure 4.1 shows the delay of the estimated DP by (4.1) (dash-dotted line). It also shows the delay in the ideal case without any AWGN/DM noise (dashed line) as well as that associated with the true Euclidean distance between anchor and agent (solid line).

![Figure 4.1: The estimated DP over the circular trajectory.](image-url)
As seen from Example 4.1, the estimated MPCs align well with the delay of the true distance during LOS conditions for the respective anchor in both the low and high SNR cases, but that we do get errors — especially during non-LOS conditions when the DM noise is significant. Even in the ideal case without any AWGN/DM noise, we still get errors due to the non-LOS bias. Further, in the low SNR case, we see the effect of misinterpreting noisy measurements as false MPCs.

We can formulate a pseudo-range measurement model in analogy with (3.13) for the DP between anchor $m$ located at the fixed position $p_m$ and the agent located at $x(t)$ as

$$y_m^{(k_{DP})}(t) = ||x(t) - p_m||_2 + cf_m^{(k_{DP})}(t) \quad [m]$$  

where $c$ is the speed of light and $f_m^{(k_{DP})}(t)$ is the measurement error model. This error model should include not only the measurement/estimation error associated with the true DP which is MPC $k_{DP}$ as such given by $e_m^{(k_{DP})}(t)$ in (3.13). It should also include the probability of picking the wrong MPC as the DP component, i.e., the probability of picking $\hat{k}_{DP} \neq k_{DP}$. From Example 4.1, we get an indication that assuming the DP to always be correctly identified by the receiving side, i.e., that $\hat{k}_{DP} = k_{DP}$, is an idealized and many times incorrect assumption. As discussed in e.g. [10, 21, 35] as well as in [4], it may happen as in Example 4.1 that the DP is obscured and hence so weak that it is not even detected. Any measurement based on a non-DP MPC will cause an over-estimation of the range between agent and anchor. This is referred to as a Late Detection (LD) error. We also see that noise may be erroneously interpreted as MPCs (see also [23, 35]), potentially with a shorter delay than the DP and hence under-estimating the range between agent and anchor. This is referred to as a False Alarm (FA) error. These both types of errors are illustrated in Figure 4.2. How to capture all these types of errors in the error model $f_m^{(k_{DP})}(t)$ of (4.2) is discussed in the following section.

![Figure 4.2: Potential error cases where ‘DP’ indicates the true DP, and the coloured bar what the receiver believes to be the DP. The cases are: (a) False Alarm (FA) where noise is misinterpreted as the DP so that $\tau < \tau_{DP}$, (b) Correct behaviour where the DP is correctly interpreted so that $\tau = \tau_{DP}$ and (c) Late Detection (LD) where the DP is misinterpreted as noise so that $\tau > \tau_{DP}$.](image-url)
4.2 Error Models

We define the empirical/actual DP estimation error in terms of delay with respect to anchor \( m \) located at the fixed position \( p_m \) and the agent located at \( x(t) \) as

\[
\text{Err}_{m}^{DP}(t) = \frac{1}{c} \| x(t) - p_m \|_2 \quad [s] \quad (4.3)
\]

where \( t^{(k_{DP})}(t) \) is the estimated delay (as discussed in Section 3.2) with respect to the estimated DP MPC \( \hat{k}_{DP} \).

In this section we propose a number of models for the error \( f_m^{(k_{DP})}(t) \) in (4.2) which approximates the statistical properties of \( \text{Err}_{m}^{DP}(t) \) in (4.3) as well as possible. In the design of these error models there is a trade-off between, on the one-hand, accuracy in the estimation and subsequent localization procedure and, on the other hand, the complexity in terms of, e.g., what needs to be reported in-between anchor and agent.

The proposed error models are divided in two subgroups: The first one is the static error models which does not change over time. The second set of models is the dynamic ones which may take on different values at different times.

4.2.1 Static Error Models

Starting with the static error models which does not change over time, a first naïve assumption is to assume that the DP component is perfectly identified, i.e., that \( \hat{k}_{DP} = k_{DP} \). As mentioned earlier, this may not be the optimal choice, but is intended to be used as a baseline assumption. Under this assumption, the only error is the one associated with the estimation of MPC \( k_{DP} \), i.e., \( e^{(k_{DP})}_m(t) \sim N(0, \sigma_{m,k_{DP}}^2) \) as in (3.13) where \( \sigma_{m,k_{DP}} \) is the therewith assumed standard deviation.

One question is how to determine a suitable value for the parameter \( \sigma_{m,k_{DP}} \). What we propose is to simply set this to the symbol duration of the transmitted UWB signal which is \( T = 1 \) ns as defined in Section 2.4. This may be a simplistic assumption since, as discussed in Example 2.4 of Section 2.5, the resolution of the estimated CIR will depend on the sampling rate. As we throughout this thesis assume 100× oversampling, it should be reasonable to assume that the receiver will (at least) not estimate any worse than one symbol duration wrong if the correct DP is chosen. Hence, in the numerical evaluations of Section 4.3 we use \( \sigma_{m,k_{DP}} = 1 \) ns for all anchors \( m \) and potential DPs \( k_{DP} \). Further, as seen in Example 4.1, the impact of erroneous DP identification is typically much larger than this value. Hence the impact of using this setting with respect to the overall errors should not be overly critical.

This gives us a set of error Models A1–A3:

Model A1  Perfect DP identification is assumed:

\[
f_m^{(k_{DP})} = e^{(k_{DP})}_m \sim N(0, \sigma_{m,k_{DP}}^2) \quad (4.4)
\]
4.2 Error Models

Model A2 As Model A1, but increasing the variance with a factor 10:

\[ f_{m}^{(\text{dp})} \sim N\left(0, 10\sigma_{m,\text{dp}}^2\right) \]  

(4.5)

Model A3 As Model A1, but increasing the variance with a factor 40:

\[ f_{m}^{(\text{dp})} \sim N\left(0, 40\sigma_{m,\text{dp}}^2\right) \]  

(4.6)

Models A2 and A3 above have been included in order to provide a wider statistical support of the error distribution as compared to Model A1. This could (potentially) take care of incorrect DP identification errors, something which is investigated in the later numerical evaluations.

For a more refined model, we continue by using the errors (4.3) aggregated over the whole trajectory of Example 4.1. The corresponding error histograms are shown for each of the two anchors in Figure 4.3 together with the proposed error Models B and BS, which are based on these aggregated errors:

Model B An empirical distribution based on the average/expected value of the DP errors for all times \( t \):

\[ f_{m}^{(\text{dp})} = \mathbb{E}_{\tau}\left[\text{Err}_{m}^{\text{dp}}(t) \forall t\right] \]  

(4.7)

where the expectation is taken with respect to the delay \( \tau \).

Model BS A model-based approximation of Model B where the false alarms (FAs) and late detections (LDs) discussed in the previous section and Figure 4.2, are modelled as uniform distributions over the range in which they occur (but with a margin of three standard deviations) and with a probability proportional to their occurrence. The correct estimation is modelled with the same Gaussian assumption as in Model A1:

\[
\begin{align*}
    f_{m}^{(\text{dp})} & \sim (1 - P_{FA} - P_{LD})N\left(0, \sigma_{m,\text{dp}}^2\right) + P_{FA}U\left(\min_{\forall t} \left(\text{Err}_{m}^{\text{dp}}(t) - 3\sigma_{m,\text{dp}}\right), 0\right) \\
    & \quad + P_{LD}U\left(0, \max_{\forall t} \left(\text{Err}_{m}^{\text{dp}}(t) + 3\sigma_{m,\text{dp}}\right)\right).
\end{align*}
\]  

(4.8)

In (4.8), the probability of FAs \( P_{FA} \) is determined as

\[ P_{FA} = \frac{1}{N_t} \sum_{\forall t} 1_{\text{Err}_{m}^{\text{dp}}(t) < -3\sigma_{m,\text{dp}}}, \]  

(4.9)

where \( 1_X \) is the indicator function for the event \( X \), i.e.,

\[
1_X = \begin{cases} 
1 & \text{if } X \text{ is true} \\
0 & \text{otherwise}
\end{cases}
\]

and \( N_t = \sum_{\forall t} 1 \) is the total number of measurements in trajectory. Similarly, the probability of late detections \( P_{LD} \) is determined as

\[ P_{LD} = \frac{1}{N_t} \sum_{\forall t} 1_{\text{Err}_{m}^{\text{dp}}(t) > 3\sigma_{m,\text{dp}}}, \]  

(4.10)
An alternative to use the DP estimation error of (4.3) is to instead use the estimation error for each MPC $k = 1, \ldots, K$:

$$\text{Err}^{(k)}_m(t) = \frac{1}{c} \|x(t) - p_m\|_2 \text{ [s].} \quad (4.11)$$

Note that (4.11) do not take into account the DP estimation of (4.1) as done in Models B and BS, which is a simplification.

Aggregating the errors of (4.11), the corresponding error histograms are shown for each of the two anchors in Figure 4.4. Based on these, we propose the two error models C and CS:

**Model C** As Model B, but based on the expected value of the errors for all MPCs $k$ and times $t$ as per (4.11):

$$f_m^{(k_{DP})} = \mathbb{E}_t \left[ \text{Err}^{(k)}_m(t) \forall k, t \right]. \quad (4.12)$$

**Model CS** A model-based approximation of Model C, defined in analogy with Model BS.
4.2 Error Models

All static error models derived in this section are gathered in Figure 4.5 below.

\[ \text{Figure 4.5: All static error models.} \]

4.2.2 Dynamic Error Models

In this section dynamic error models are considered, which can change over time. We here attempt to at each time \( t \) utilize the estimated MPCs as described in Section 3.2. This is similar to what we did for the static error Model D, but here using the set of errors \( \{\text{Err}^{(k)}(t)\} \) of (4.11) for all estimated MPCs \( k = 1, \ldots, K \) at each time \( t \) rather than aggregated over time. Again, this does not take into account the actual DP estimation of (4.1). We propose the dynamic error Models D, DS and E:

- **Model D** A Gaussian mixture model (GMM) constructed based on the error of all
the $K$ estimated MPCs at time $t$ given by (4.11):

\[
f_m^{(k_{\text{op}})}(t) \sim \sum_{k=1}^{K} w_m^{(k)}(t) \mathcal{N}\left(\text{Err}_m^{(k)}(t), \sigma_{m,k}^2\right)
\]

(4.13)

where the weight of each component is proportional to the estimated received power of the respective MPC:

\[
w_m^{(k)}(t) = \frac{1}{\sum_{k'=1}^{K} |\hat{\alpha}_m^{(k')}(t)|^2} |\hat{\alpha}_m^{(k)}(t)|^2.
\]

(4.14)

**Model DS** A model-based approximation of Model D, defined in analogy with Model BS and CS.

**Model E** This is the ideal model having perfect knowledge about FA, LD and non-LOS errors. To cater for the actual MPC estimation errors, we still model it using the same Gaussian distribution as in Model A1, but now always centred around the true value of the DP error, i.e.,

\[
f_m^{(k_{\text{op}})}(t) \sim \mathcal{N}\left(\text{Err}_m^{(k_{\text{op}})}(t), \sigma_{m,k_{\text{op}}}^2\right).
\]

(4.15)

For illustrative purposes, we show in Figure 4.6 these dynamic error Models D, DS and E at a few different selected positions $\{1, 136, 226\}$ along the circular trajectory of Scenario A. The placement of these positions (which are shown later in Figure 4.8 of Section 4.3) have LOS between the agent and one, both and no anchor, respectively. In Figure 4.6 we also illustrate the DP estimation error (4.3) as well the error for all MPCs (4.11) at that very position. From this figure we see that Model D gives probability mass around each of the estimated MPCs where the largest value in some, but not all cases, coincides with the DP error. The reason for this discrepancy, as seen at Position 1 for Anchor 2 and Position 226 for Anchor 1, is that the total probability mass of (4.13) for two adjacent MPCs will add up to a larger value. Another choice of weights rather than just the received power of the respective MPC could be beneficial such as, e.g., always giving the estimated DP the largest value or - even better - factoring in the probability of correct estimation according to (4.1). These refinements are however left for future studies. The approximate Model DS gives a probability peak around 0, if that is spanned by the estimated MPCs, but otherwise modelled by the uniform distributions as per (4.8) – (4.10) (but with $k$ rather than $k_{\text{op}}$). The ideal Model E is always (per construction) centred around the true DP error (4.3).
4.2 Error Models

Figure 4.6: The probability distributions for the dynamic error models D, DS and E for both anchors at the different positions 1, 136 and 226. The DP estimation error (4.3) as well as the error for all MPCs (4.11) at the respective position is also shown.

The full probability traces, i.e., the corresponding probabilities over the whole trajectory for these error models, is shown in Figure 4.7. Comparing with Figure 4.8 we see a clear correlation between the non-LOS conditions for the respective anchor and these traces. Thus, Model E represents the perfect knowledge whereas the other models are approximations thereof.
4.3 Numerical Results

The evaluations are performed for each error model proposed in Section 4.2. This is done over the circular trajectory of Scenario A in Section 2.1, and hence essentially continues the series of examples presented earlier in this thesis. The performance metric used in the evaluations is the localization error $\|\mathbf{x}(t) - \hat{\mathbf{x}}(t)\|_2$ for each time-step $t$, where $\mathbf{x}(t)$ is the true position of the agent and $\hat{\mathbf{x}}(t)$ is the estimated position (discussed in Section 3.4). We focus solely on the low SNR
case (defined in Table 2.1 of Section 2.1) since this presents the largest amount of errors and error types, and hence is deemed the most general.

Figure 4.8 shows, for each anchor, the number of visible virtual anchors (VAs) at each point of the trajectory as well as whether the considered point is LOS or not. In also indicates three positions \{1, 136, 226\} which has LOS between the agent and one, both and no anchor, respectively. The measurement probability plots for these points are presented in the appendix of Section 4.A.

**Figure 4.8:** The total number of visible VAs as well as the LOS-regions for the respective anchors over the trajectory of Scenario A. The three different positions \{1, 136, 226\} are indicated along the trajectory.

### 4.3.1 Snapshot Estimation Results

We start by performing ML estimation in a snapshot manner, i.e., considering only the measurements from each trajectory point as discussed in Section 3.1.1. All evaluations are performed using a grid-search over a 5 × 5 cm grid covering the room with about 10 m margin and assuming no prior information of the room.
layout (denoted ‘Full Grid’). We also consider the case when assuming the room layout to be known and hence exclude points not being inside the room (denoted ‘Constrained to Room’). The resulting plots of the localization error for each of the error models presented in Section 4.2 along the trajectory is shown in Figure 4.9. Even though the noise makes it difficult to catch all the details, we still note that:

- The localization accuracy is best when having LOS to both anchors and significantly worse otherwise regardless of error model. This is as expected since we try to estimate two parameters (i.e., the x and y positions of the agent) using two or fewer measurements. This gives rise to ambiguous and multi-modal solutions including non-LOS bias which is not solvable by any commonly known standard method. It is therefore required to provide means to make this solvable. This topic is also further addressed in the subsequent chapters.

- The localization accuracy in the constrained case is significantly better for all error models. This is due to a number of reasons:
  - The entire set of estimation grid-points is smaller, and hence any estimated position will be closer to the true one.
  - Erroneous maxima in the resulting multi-modal probability distributions often ends up outside the room and hence are pruned away. This happens even for the ideal model E.

- The dynamic error models D and DS perform not very well, and even worse than the static error models, during the period with LOS to both anchors. This can be explained by the results of Figure 4.6 where we see that, e.g., for anchor 2 at positions 1 and 136, some of the MPCS defining the Gaussian mixture are quite close. This causes the resulting probability distribution to end up with a higher probability there instead of around the true error. Therefore, the static ML estimation will pick this point instead of the correct one.

The corresponding CDFs are shown in Figure 4.10. In addition to the above made observations, these plots show that:

- Having no error model, which essentially means using Model A1, can give good results in some positions when there are no FA nor LD errors. In general however, it performs quite poorly, highlighting the need for better error models.

- The width of the distribution matters, especially in the full-grid estimation, since, e.g., models A2 and A3 perform better than Model A1. For the constrained models this is not seen to the same extent.

- It appears as if the simplified models BS, CS and DS are worse than the full non-simplified ones B, C and D. Again, this is due to the static ML estimation, which simply picks the maximum point in these distributions, which in turn is nothing but the Gaussian peak of Model A1. Still, they do perform slightly better than Model A1.
• The localization accuracy using dynamic error models are in general, despite the above-mentioned limitations, better than when using static ones. Still, the accuracy is no better than approximately $10^{0.25} \approx 1.8$ meters for the 80th percentile in the constrained case and far from the ideal Model E.

![Figure 4.9: The localization error over the trajectory for all error models.](image)

![Figure 4.10: CDFs of the localization error over the trajectory.](image)
4.3.2 Filtering Results

We now move on to filtering using a Sequential Importance Resampling (SIR) Particle Filter (PF) ([16, 42]) as described in Section 3.1.2. The number of particles is \( N = 100 \) and the resampling threshold is set to \( N_{\text{res}} = N \), i.e., resampling is performed at every time step making it a so-called Bootstrap PF. Furthermore, we do not assume any prior knowledge of the room layout, i.e., what was denoted ‘Constrained to Room’ in Section 4.3.1, which could be used to discard particles of the PF deemed invalid. The measurement model is the same as the one used so far in this chapter, i.e., as per (4.2), for the respective measurement error model.

To model the anticipated motion of the agent, we use a simple two-dimensional (nearly) constant velocity (CV) motion model (see e.g. [16]):

\[
\begin{pmatrix}
  x(t+T) \\
  y(t+T) \\
  v_x(t+T) \\
  v_y(t+T)
\end{pmatrix} =
\begin{bmatrix}
  1 & 0 & T & 0 \\
  0 & 1 & 0 & T \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1
\end{bmatrix}
\begin{pmatrix}
  x(t) \\
  y(t) \\
  v_x(t) \\
  v_y(t)
\end{pmatrix} +
\begin{bmatrix}
  T^2/2 & 0 \\
  0 & T^2/2 \\
  0 & 0 \\
  T & 0
\end{bmatrix}
\begin{pmatrix}
  a(t)
\end{pmatrix}
\tag{4.16}
\]

where \( a(t) \sim N(0, \sigma_a^2) \) is the white process noise. We use a sample time of \( T = 1 \) s, a process noise standard deviation of \( \sigma_a = 0.1 \) m/s\(^2\) and set the initial state to the true starting position of the agent but with some uncertainty:

\[
\begin{pmatrix}
  x(0) \\
  y(0) \\
  v_x(0) \\
  v_y(0)
\end{pmatrix} \sim N\left( \begin{bmatrix}
  3 \\
  3 \\
  0 \\
  0
\end{bmatrix}, \begin{bmatrix}
  2 & 0 & 0 & 0 \\
  0 & 2 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1
\end{bmatrix} \right) .
\tag{4.17}
\]

The resulting plots of the estimated trajectory is plotted together with the room layout and the true trajectory in Figure 4.11 and the resulting time plot and CDF over the localization error is shown in Figure 4.12. We see that:

- Always assuming the DP to be correctly estimated as in Model A1 performs just as bad as before. Models A2 and A3 however improve the performance. This is because a wider distribution gives weight to a larger set of particles in the PF and hence increases the probability to capture the ‘correct’ error hypothesis.

- As in the earlier snapshot estimation, for all error models the localization accuracy is much better during the period when we have LOS between the agent and both anchors as compared to when having only LOS to one or none of the anchors due to the non-LOS bias (which is implicitly removed by the ideal/genie Model E).

- The dynamic error models perform significantly better than the static ones almost everywhere, and vastly better than in the snapshot estimation of the previous section. The key reason for this is that here we do not perform the previously mentioned ML estimation, which causes problems when picking ‘the wrong peak’ as discussed on page 48 for Models D and DS. Instead,
the different peaks of the distribution provide the support for which some particles are generated. The best accuracy we get for the 80\textsuperscript{th} percentile using model D is around $10^{-0.5} \approx 0.3$ meters and hence closer to the ideal model E which is $10^{-0.9} \approx 0.1$ meters.

- Even for the static error models, basing the error model on actual statistics is beneficial since, e.g., the performance of models B and BS are significantly better than for models A1–A3. It appears however as if Models C and CS do not perform that well. One possible explanation for this is that these models do not really take into consideration the DP estimation of (4.1) as such, but rather just includes the error wrt. all estimated MPCs.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig411}
\caption{(a) Static Error Models (b) Dynamic Error Models}
\end{figure}

\textbf{Figure 4.11:} The estimated trajectory using filtering.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig412}
\caption{(a) Timeplot (b) CDF}
\end{figure}

\textbf{Figure 4.12:} The localization error over the trajectory using filtering.
4.4 Summary

In this chapter we have analysed TOA measurements with respect to DP/LOS estimation. In particular, the impact different choices of measurement error models may have on the localization accuracy has been studied. We proposed a number of such error models of varying degrees of complexity, which have all been evaluated in simulations. From these results we have noted that:

- Estimation during non-LOS conditions is problematic, regardless of error model. By always assuming correct DP identification, as done in models A1–A3, is therefore not a good assumption even though this is some cases give reasonable estimates.

- Static error models based on aggregated/average DP error statistics, as Models B and BS, perform significantly better. Dynamic error models which considers the current measurements (instead of the aggregated / average ones) as models D and DS are even better in the filtering case. During snapshot ML estimation however, these models also get stuck in the local probability maxima.

- The most important aspect of any error model is that its resulting probability distribution covers the correct regions. For static ML estimation its highest peak should be as close as possible to the truth for the best estimation, but in the PF filtering case it is necessary only that enough probability mass is provided so that the corresponding particles survive.

- A final observation is that prior information of the environment, i.e., a map, is beneficial since it allows to prune away erroneous maxima and limit the search grid. Also, applying filtering (in this case a PF), as expected greatly improves the location accuracy through the use of multiple measurements and motion models.

To improve the localization accuracy, which even with filtering is not as good as we may desire and far from the ideal case, we see some ways forward including:

**Non-LOS detection and/or mitigation** One could try to determine if the measurement with respect to a given anchor is subject to non-LOS conditions and, if so, attempt to estimate/track the LOS bias to compensate for it in the estimation procedure. Here, this was done implicitly by e.g. the ideal Model E, but more practical approaches are discussed in e.g. [21, 33, 50].

**Utilizing Multipath Information** In this chapter, we estimate the DP/LOS component and model the associated error (at least for the non-trivial models) by using the estimated MPCs. We could instead consider using all MPCs for positioning purposes as already mentioned in the last few paragraphs of Section 1.1, and hence utilize the ‘full measurements’ of Section 3.3.

In the remaining parts of this thesis, we focus on the latter of these two. This do however pose the problem of how to correctly associate a given measurement with the correct MPC/VA, which is the topic addressed by the following Chapter 5. Thereafter the theoretical performance of this approach is assessed in Chapter 6.
4.A Additional Figures

This appendix contains additional probability plots for the respective error models of this chapter at the three selected positions 1, 136 and 226 over the circular trajectory of Scenario A as indicated in Figure 2.11 of Section 4.3.

These probability plots are presented both when evaluated over a rather large $5 \times 5$ cm search grid assuming no prior information of the room layout, as well as when indeed assuming the room layout to be known and hence excluding points not being inside the room.

In all cases, the evaluations are done for the low SNR case, i.e., with $N_0 = 10^{-6}$. 
Figure 4.13: The probability distributions for the static error models A1, A2, A3, B and BS at position 1 for low SNR, i.e., $N_0 = 10^{-6}$. 
Figure 4.14: Same as Figure 4.13, but constrained to points within the room.
Figure 4.15: The probability distributions for the dynamic error models C, CS, D, DS and at position 1 for low SNR, i.e., $N_0 = 10^{-6}$. 
Figure 4.16: Same as Figure 4.15, but constrained to points within the room.
The probability distributions for the static error models A1, A2, A3, B and BS at position 136 for low SNR, i.e., $N_0 = 10^{-6}$.

Figure 4.17: The probability distributions for the static error models A1, A2, A3, B and BS at position 136 for low SNR, i.e., $N_0 = 10^{-6}$. 
Figure 4.18: Same as Figure 4.17, but constrained to points within the room.
Figure 4.19: The probability distributions for the dynamic error models C, CS, D, DS and at position 136 for low SNR, i.e., \( N_0 = 10^{-6} \).
Figure 4.20: Same as Figure 4.19, but constrained to points within the room.
Figure 4.21: The probability distributions for the static error models A1, A2, A3, B and BS at position 136 for low SNR, i.e., $N_0 = 10^{-6}$. 
Figure 4.22: Same as Figure 4.21, but constrained to points within the room.
Figure 4.23: The probability distributions for the dynamic error models C, CS, D, DS and at position 136 for low SNR, i.e., $N_0 = 10^{-6}$. 
Figure 4.24: Same as Figure 4.23, but constrained to points within the room.
This chapter deals with the topic on how to properly perform the association of measurements to the respective multi-path components of the radio channel.

This chapter is organized as follows: Section 5.1 formulates the problem, after which Section 5.2 discusses how to associate the available measurements with the respective MPCs, resulting in a vast amount of hypotheses, whereas Section 5.3 proposes how to reduce this number. Numerical results of these various aspects are presented in Section 5.4 whereafter a summary of the results is given in Section 5.5. Additional numerical results are presented in the appendix of Section 5.A.

5.1 Problem Formulation

Given the pseudo-range measurements of Chapter 3.3, there are non-ideal conditions which need to be catered for when associating these measurements $y_{m}^{(n)}$ for $n \in \{1, \ldots, N_m\}$ and a given anchor $m$ to the respective MPC/VA $k \in \{1, \ldots, K_m\}$. Ideally, this association is known, and we can without any loss of generality assume $k = n$ for all MPCs/VA$s$ $k$ and measurements $n$. However:

- Perfect association of a given measurement $n$ with respect to the correct MPC/VA $k$ may not be feasible or even possible.
- A given MPC/VA $k$ may not be detected, and hence the corresponding measurement is missing — typically referred to as missed detections (MD).
- A given measurement $n$ may not be from a MPC/VA but rather due to, e.g., background noise or clutter — referred to as a false alarm (FA).

These topics need to be addressed in order to be able to proceed to the end goal, which is to acquire an as good estimate as possible of the agent position $x$ as discussed in Section 3.4, which thus requires the forming of the corresponding PDF as discussed next.
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We start by looking specifically at anchor \( m \) and hence, for brevity in notation from here on (unless explicitly stated otherwise) we will omit the subscript \( m \).

5.2.1 Mapping from Measurements to MPCs/VASs

We define the following mapping from the \( N \) measurements to the \( K \) MPCs/VASs:

\[
\theta : \{1, \ldots, N\} \rightarrow \{1, \ldots, K\} \cup \text{FA}
\]

(5.1)

so that e.g. \( \theta(n) = k \) means that measurement \( n \) is associated with MPC/VA \( k \) but \( \theta(n) = \text{FA} \) means that measurement \( n \) is a false alarm (FA). Further, we let \( \theta^{-1}(k) = n \) mean that MPC/VA \( k \) is measured by measurement \( n \) and \( \theta^{-1}(k) = \text{MD} \) means that MPC/VA \( k \) failed to be detected, i.e., a missed detection (MD), and hence is not covered by the measurements.

The set of MPCs/VASs associated with the \( N \) measurements, disregarding the false alarms (FAs), are given by

\[
\mathcal{K} = \{\theta(n) : n = 1, \ldots, N\} \setminus \text{FA} \subseteq \mathcal{K}^{\text{visible}} \subseteq \{1, \ldots, K\}
\]

(5.2)

where \( \mathcal{K}^{\text{visible}} \) is defined (just as in (2.22)) as the subset of all \( K \) MPCs/VASs that are visible at the agent. Similarly, the set of measurements associated with the \( K \) MPCs/VASs are, disregarding the missed detections (MDs), is given by

\[
\mathcal{N} = \{\theta^{-1}(k) : k = 1, \ldots, K\} \setminus \text{MD} \subseteq \{1, \ldots, N\}
\]

(5.3)

so \( |\mathcal{K}| \leq |\mathcal{K}^{\text{visible}}| \leq K \) and \( |\mathcal{N}| \leq N \), where \( |\cdot| \) denotes the set cardinalities.

5.2.2 Multiple Hypotheses

The mapping \( \theta \) of (5.1) is in all non-trivial cases unknown, but we can enumerate the \( S \) different mapping hypotheses \( \theta_\cdot \) for \( s = 1, \ldots, S \).

Given \( N \) number of measurements of which \( n_{\text{FA}} = 0, \ldots, N \) are FAs, not taking into account the ordering of these FAs, there are \( \binom{N}{n_{\text{FA}}} \) possibilities of having precisely \( n_{\text{FA}} \) number of FAs. Furthermore, having \( n_{\text{FA}} \) FAS means that there are \( N - n_{\text{FA}} \) actual measurements of the \( K \) MPCs/VASs and hence not FAS. Assuming that we do not measure the same MPC/VA twice and further also take into account the ordering of these measurement, the number of such measurement combinations are \( \frac{K!}{(K-N+n_{\text{FA}})!} \). Hence, the total number of hypotheses depends on the number of measurements \( N \) and MPCs/VAS \( K \) as

\[
S(N, K) = \sum_{n_{\text{FA}}=0}^{N} \frac{K!}{(K-N+n_{\text{FA}})!} \left( \begin{array}{c} N \\ n_{\text{FA}} \end{array} \right) = \sum_{n_{\text{FA}}=0}^{N} \left( \begin{array}{c} N \\ n_{\text{FA}} \end{array} \right) \prod_{i=0}^{N-n_{\text{FA}}-1} (K-i)
\]

(5.4)
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Figure 5.1: The number of possible hypothesis given by (5.4).

which grows combinatorially and very quickly for all but very small values of $K$ and $N$, as illustrated in Figure 5.1 above.

The PDF of the measurements $y$ for a given anchor, given the agent position $x$, the VA positions $\{p^{(k)}\} \triangleq \{p^{(k)}\}_{k=1}^{K}$ and the set of mapping hypotheses $\{\theta^s\}_{s=1}^S$ is given by the total probability theorem as

$$p(y|\mathbf{x}, \{p^{(k)}\}) = \sum_{s=1}^{S} p(y, \theta^s|\mathbf{x}, \{p^{(k)}\}), \quad (5.5)$$

where $p(y, \theta^s|\mathbf{x}, \{p^{(k)}\})$ is the joint PDF of the measurements $y$ and the specific mapping hypotheses $\theta^s$ given the agent position $\mathbf{x}$ and the VA positions $\{p^{(k)}\}$, which can be expressed as

$$p(y, \theta^s|\mathbf{x}, \{p^{(k)}\}) = p(y|\mathbf{x}, \{p^{(k)}\}, \theta^s)p(\theta^s|\mathbf{x}, \{p^{(k)}\}). \quad (5.6)$$

The first factor of the right-hand side of (5.6) is in our model given by

$$p(y|\mathbf{x}, \{p^{(k)}\}, \theta^s) = \prod_{n \in \mathcal{N}_s} p(y^{(n)}|\mathbf{x}, p^{(\theta^s(n))})$$

where it has been utilized that the measurements are independent under the made assumptions and wherein the distribution of each such measurement is given by (3.14), but now considering the mapping hypothesis $\theta^s$ and the corresponding set of measurements $\mathcal{N}_s$.

The second factor of the right-hand side of (5.6) is the probability of the mapping $\theta^s$ which should cater for the joint probability of: 1) detecting the valid measurements in $\mathcal{N}_s$, 2) not detecting the MPVs/VA not in the set $\mathcal{K}_s$ and 3) the false alarms (FAs) by measurements not in $\mathcal{N}_s$. Letting $P_D(k)$ denote the probability of detecting MPC/VA $k$ and $P_{FA}$ the probability of false alarms (FAs):
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\[
p(\theta_s|x, \{p^{(k)}\}) = \left[ \prod_{n \in N_s} P_D(\theta_s(n)) \left[ \prod_{k \in K_s} (1 - P_D(k)) \right] \prod_{n \in N_s} P_{FA} \right]^{n \in N_s} \left[ \prod_{k \in K_s} (1 - P_D(k)) \right]^{n \in N_s} P_{FA}
\]

(5.8)

where the sets \(K_s\) and \(N_s\) are defined as in (5.2) and (5.3) wrt. the mapping \(\theta_s\).

Hence, with the help of (5.7) and (5.8) we can express (5.6) as

\[
p(y, \theta_s|x, \{p^{(k)}\}) = \left[ \prod_{n \in N_s} p(y^{(n)}|x, p^{(\theta_s(n))}) \frac{P_D(\theta_s(n))}{P_{FA}(1 - P_D(\theta_s(n)))} \left[ \prod_{k \in K_s} (1 - P_D(k)) \right]^{n \in N_s} P_{FA} \right]^{n \in N_s} \left[ \prod_{k \in K_s} (1 - P_D(k)) \right]^{n \in N_s} P_{FA}.
\]

(5.9)

By now summing (5.9) over all possible hypothesis as per (5.5) we get the total probability distribution which can subsequently be used to estimate the agent position \(x\) as discussed in Section 3.4.

5.3 Hypothesis Reduction

The resulting probabilities of (5.9) requires the calculation of an, in most cases, extremely large number of possible hypotheses \(S\) as per (5.4) and Figure 5.1. This section aims at reducing this complexity by finding the most likely hypothesis/es and also reducing the number of measurements which need to be considered.

5.3.1 Finding the Best Hypothesis

Finding the best (most probable) hypothesis mapping, denoted \(\theta^*\), can be done by solving the well-known assignment problem (see e.g. [5], [3]). We assume, as stated previously, that each measurement \(n\) can be associated to at most one MPC/VA \(k\) and conversely that each MPC/VA can be associated to at most one measurement. This boils down to solving the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad C(Q, R) = \sum_{n=1}^{N} \sum_{k=1}^{K} [Q]_{nk} [R]_{nk} \\
\text{subject to} & \quad \sum_{k=1}^{K} [R]_{nk} \leq 1 \text{ for } n = 1, \ldots, N \\
& \quad \sum_{n=1}^{N} [R]_{nk} \leq 1 \text{ for } k = 1, \ldots, K
\end{align*}
\]

(5.10)

where \(Q \in \mathbb{R}^{N \times K}\) is the association matrix with elements \([Q]_{nk} \in \mathbb{R}\), \(R \in \{0, 1\}^{N \times K}\) is a binary matrix with elements \([R]_{nk} \in \{0, 1\}\) and \(C(Q, R)\) is the therewith associated total cost.
To form the association matrix $Q$ in (5.10), we take the negative logarithm of the per-hypothesis PDF $p(y, \theta_s|x, [p^{(k)}])$ in (5.9) and make use of (3.15):

$$- \ln p(y, \theta_s|x, [p^{(k)}]) = \sum_{n \in N_s} \left( - \ln p(y^{(n)}|x, [p^{(\theta_s(n))}]) - \ln \frac{P_D(\theta_s(n))}{P_{FA}(1 - P_D(\theta_s(n)))} \right)$$

$$= \sum_{n \in N_s} \left( \frac{1}{2} \ln 2\pi \sigma^2_{\theta_s(n)} + \frac{(y^{(n)} - ||x - p^{(\theta_s(n))}||_2)^2}{2\sigma^2_{\theta_s(n)}} \right)$$

$$- \ln \frac{P_D(\theta_s(n))}{P_{FA}(1 - P_D(\theta_s(n)))} - \sum_{k=1}^{K} \ln(1 - P_D(k)) - \sum_{n=1}^{N} \ln P_{FA}.$$  

(5.11)

One can interpret the expression (5.11) as the total cost of assigning the $N$ different measurements to the $K$ different MPCs/VA s, assuming the mapping $\theta_s$. The last two sums in this expression are the same for all choices of $\theta_s$ and can hence be treated as constants when solving (5.10), since they will not influence the end result. Given this insight, we now continue to form the elements of $Q$ as

$$[Q]_{nk} = \frac{1}{2} \ln 2\pi \sigma^2_k + \frac{(y^{(n)} - ||x - p^{(k)}||_2)^2}{2\sigma^2_k} - \ln \frac{P_D(k)}{P_{FA}(1 - P_D(k))}$$  

(5.12)

which thus describes the cost of assigning measurement $n$ to MPC/VA $k$.

Letting $R^*$ denote the optimal solution to (5.10), the corresponding optimal or best mapping hypothesis $\theta^*$ is then given by

$$\theta^*(n) = \begin{cases} k & \text{if } \exists k : [R^*]_{nk} = 1 \\ FA & \text{otherwise} \end{cases} \text{ for } n = 1, \ldots, N.$$  

(5.13)

### 5.3.2 Finding the B-Best Hypotheses

We can also find not only the optimal/best solution $R^*$ to the assignment problem (5.10) with the corresponding mapping $\theta^*$ as discussed in the previous subsection, but rather the set of the $B \leq S$ best solutions $\{R^*_b\}$ for $b = 1, \ldots, B$. We order these by increasing cost $C(Q, R^*_b)$ so that $R^*_1$ is the best solution (i.e., same as $R^*$ in the previous subsection), $R^*_2$ is the second-best solution etc.

For each solution, we denote the mapping hypothesis $\theta^*_b$ with the corresponding probabilities $p(y, \theta^*_b|x, [p^{(k)}])$ as per (5.9), which allows us for a sufficiently large value of $B$ to approximate (5.9) as

$$p(y|x, [p^{(k)}]) = \sum_{s=1}^{S} p(y, \theta_s|x, [p^{(k)}]) \approx \sum_{b=1}^{B} p(y, \theta^*_b|x, [p^{(k)}]) \approx p^B(y|x, [p^{(k)}])$$

(5.14)
which, given all $S$ hypotheses, would give an equality in (5.14), i.e.,

$$p^S(y|x, \{p^{(k)}\}) = p(y|x, \{p^{(k)}\}).$$  \hfill (5.15)

### 5.3.3 Gating of Measurements

Now, as commented earlier, the number of hypotheses $S$ can be quite significant. To further keep the complexity down and make the computations more feasible, we gate the measurements (see [5]) in the sense that we consider only entries $n, k$ in the cost matrix $Q$ of (5.12) such that the corresponding pseudo-range measurements $y^{(n)}$ are within 3 standard deviations of the distance, $\|x - p^{(k)}\|_2$ to the respective VA $k$. The resulting, gated cost matrix $Q^G$ hence has entries

$$Q^G_{nk} = \begin{cases} Q_{nk} \text{ as per (5.12)} & \text{if } |y^{(n)} - \|x - p^{(k)}\|_2| \leq 3\sigma_k \\ \infty & \text{otherwise} \end{cases}$$  \hfill (5.16)

which means that any measurement $n$ not passing this gate for any MPC/VA, will be associated with an infinite cost and not considered in the assignment.

### 5.4 Numerical Results

Evaluations are performed for Scenario A presented in Section 2.1 with two different agent positions, just as per Example 2.1 in Chapter 2. The essential scenario parameters are given by Table 5.1. The evaluations are done using 50 Monte-Carlo (MC) realizations over a $5 \times 5$ cm uniform grid.

**Table 5.1: Scenario Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>[3, 3]$^T$</td>
<td>Agent Position 1</td>
<td>Unknown</td>
</tr>
<tr>
<td>$x_2$</td>
<td>[1, 7]$^T$</td>
<td>Agent Position 2</td>
<td>Unknown</td>
</tr>
<tr>
<td>$p_1$</td>
<td>[5.5, 1.0]$^T$</td>
<td>Anchor 1 Position</td>
<td>Known</td>
</tr>
<tr>
<td>$p_2$</td>
<td>[9.0, 4.5]$^T$</td>
<td>Anchor 2 Position</td>
<td>Known</td>
</tr>
<tr>
<td>$\max Q^{(k)}$</td>
<td>3</td>
<td>Max MPC Order</td>
<td>Max no reflections</td>
</tr>
<tr>
<td>$d_{\text{MAX}}$</td>
<td>30 m</td>
<td>Max Measurement Distance</td>
<td>-</td>
</tr>
</tbody>
</table>

### 5.4.1 Measurement Assumptions

The resulting received power versus the range for the MPCs of the considered scenario, i.e., $\{|a_m^{(k)}|^2\}$ and $\{d_m^{(k)}\} = \{|c_t_m^{(k)}|\}$ as discussed in Chapter 2, are illustrated in Figure 5.2. For each agent position, we generate several realizations of the these ideal pseudo-range measurements with respect to each visible VA of both anchors, i.e., according to $K_{\text{visible}}$. 
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Anchor 1

Anchor 2

Figure 5.2: The received power versus range for the respective MPC on Scenario A as in Example 2.1.

These measurements are generated under increasingly more complex assumptions as per Table 5.2. Note that we here use a value of $\sigma_{m,k} = 0.2$ meters, which corresponds to $0.2 \times 10^9/c \approx 0.7$ ns which is slightly smaller than the value of 1 ns used in the preceding Chapter 4. This ought however to make no significant difference in terms of the quantitative results and reasoning of this chapter.

Table 5.2: Measurement Assumptions

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Description</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Ideal</td>
<td>$\sigma_{m,k}$</td>
</tr>
<tr>
<td>II</td>
<td>Assumption I + Noise</td>
<td>0.2</td>
</tr>
<tr>
<td>III</td>
<td>Assumption II + Missed</td>
<td>0.2</td>
</tr>
<tr>
<td>IV</td>
<td>Assumption III + False Alarms</td>
<td>0.2</td>
</tr>
</tbody>
</table>

For assumptions III and IV, the probability of detecting MPC/VA $k$, i.e., $P_D(k)$, is defined in a similar manner as in [30] depending on the number of reflections
\( Q^{(k)} \) and the visibility of the MPC/VA as

\[
P_D(k) = \begin{cases} 
0.8 & Q^{(k)} = 0 \text{ and } k \in K_{\text{visible}} \quad \text{(LOS)} \\
0.5 & Q^{(k)} = 1 \text{ and } k \in K_{\text{visible}} \quad \text{(Single Reflections)} \\
0.3 & Q^{(k)} = 2 \text{ and } k \in K_{\text{visible}} \quad \text{(Double Reflections)} \\
0.1 & Q^{(k)} = 3 \text{ and } k \in K_{\text{visible}} \quad \text{(Triple Reflections)} \\
0 & Q^{(k)} \geq 4 \text{ or } k \notin K_{\text{visible}} \quad \text{(Higher Order Reflections or non-LOS)}
\end{cases}
\]

(5.17)

where the numbers are chosen rather arbitrarily. Compared to [30], triple reflections have been added in (5.17). Note that \( P_D(k) \) implicitly depends on both the agent position \( x \) and the VA positions \( \{p^{(k)}\} \) since these determine the number of reflections and hence \( K_{\text{visible}} \) as per (2.22) of Section 2.2. It should be pointed out that (5.17) still is a quite simple model, where a more realistic model would, e.g., take into account the amplitudes \( \{\alpha^{(k)}\} \) and/or the signal-to-interference-and-noise (SINR) of the respective MPC as done in Chapter 3 of this thesis.

For assumption IV, the number of false alarms (FAs) for each measurement realization is assumed to be Poisson distributed with intensity \( \beta d_{\text{MAX}} \) whereas the related measurements are uniformly distributed over the range \( [0, d_{\text{MAX}}] \). The parameter \( d_{\text{MAX}} \) here denotes the assumed maximum measurement distance with a value as per Table 5.1, wherein also the parameter \( \beta \) is defined. Note that this model of the false alarms is also a simplified one whereas a more realistic model as in Chapter 3 would e.g. account for the power spectral density (PSD) of the background noise.

For illustrative purposes, histograms over the measurements with respect to anchor 1 when the agent is at \( x_1 = [3, 3]^T \) are shown in Figure 5.3.

\[ \text{Figure 5.3: Histogram over the generated measurements wrt. anchor 1 when the agent is at } x_1 \text{ for the different assumptions I-IV of Table 5.2. The colour coding indicates the different VAs/MPCs where black is clutter/FAs.} \]

### 5.4.2 Estimation Models

We start with a simple and idealized estimation model, denoted 'Model A', where:

- All MPCs/VAs are detectable, i.e., \( P_D(k) = 1 \ \forall k \).
- The mapping \( \theta \) of (5.1) is known and need hence not be estimated.
- There are no false alarms, i.e., \( P_{FA} = 0 \).
- Which MPCs/VAs that are visible, i.e., \( K_{\text{visible}} \) is known.
### Table 5.3: Estimation Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Complexity</th>
<th>$P_D(k)$</th>
<th>Parameter</th>
<th>$P_{FA}$</th>
<th>$K^{\text{visible}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Low (Ideal Model)</td>
<td>1</td>
<td>Known</td>
<td>0</td>
<td>Known</td>
</tr>
<tr>
<td>B</td>
<td>↓</td>
<td>(5.17)</td>
<td>Known</td>
<td>0</td>
<td>Known</td>
</tr>
<tr>
<td>C</td>
<td>↓</td>
<td>(5.17)</td>
<td>Unknown</td>
<td>0</td>
<td>Known</td>
</tr>
<tr>
<td>D</td>
<td>↓</td>
<td>(5.17)</td>
<td>Unknown</td>
<td>0.1</td>
<td>Known</td>
</tr>
<tr>
<td>E</td>
<td>↓</td>
<td>(5.17)</td>
<td>Unknown</td>
<td>0</td>
<td>Unknown</td>
</tr>
<tr>
<td>F</td>
<td>High (Full Model)</td>
<td>(5.17)</td>
<td>Unknown</td>
<td>0.1</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

Upon this model we gradually and stepwise add complexity until reaching the full model derived in the previous sections, denoted 'Model F', where:

- Not all MPCS/VAS are detectable, i.e., $P_D(k) < 1$ as given by (5.17).
- The mapping $\theta$ of (5.1) is unknown and must therefore be estimated.
- There are false alarms present, i.e., $P_{FA} > 0$.
- Which MPCS/VAS that are visible, i.e., $K^{\text{visible}}$ is unknown, wherefore the estimation need to be done over all $K$ MPCS/VAS.

All-in-all, we define six different estimation models as per Table 5.3 above. For all models, it is assumed that the room layout is known, wherefore only points within the room are considered in the estimation process.

For models C through F, wherein the mapping $\theta$ in (5.1) between measurements and MPCS/VAS is unknown, to find the single best hypothesis as discussed in Section 5.3.1 we need to solve (5.10). For this purpose we use a Global Nearest Neighbour (GNN) association algorithm — and more specifically the Jonker-Volgenant (JV) algorithm (see e.g. [5, 18]). To find the B-Best hypotheses as discussed in Section 5.3.2 we additionally use Murty’s algorithm (see [5, 34]).

We introduce the notations $p_{Q|R}$ and $\hat{x}_{Q|R}$ to indicate that the probability calculation and estimation, respectively, are performed using estimation model $Q \in \{A, B, C, D, E, F\}$ based on measurements generated under the conditions of measurement model $R \in \{I, II, III, IV\}$ as defined in the previous subsection. For each such case, the probability calculation and subsequent estimation is done using a grid search over the entire room.

#### 5.4.3 Approximation by using the Single Best Hypothesis

When the true mapping $\theta$ between measurements and MPCS/VAS is unknown, the first relevant question is how good approximation that is possible without the need to evaluate all $S$ hypotheses, but rather only one or a subset of these as discussed in Sections 5.3.1 and 5.3.2. More precisely, we investigate how good an approximation the best hypothesis as discussed in Section 5.3.1 (i.e., $p(y, \theta^*|x, \{p^{(k)}\})$ of (5.9)) is compared to the true one which is approximated as discussed in Section 5.3.2 (i.e., $p^B(y|x, \{p^{(k)}\})$ of (5.14)). For the latter we generate the $B = 50$ best hypotheses — a limiting number chosen to make the computations feasible. The
most general estimation model $F$ and measurement assumptions III (without FAs) and IV (with FAs) are used. The resulting probability plots for one single MC realization are shown for the anchors individually in Figures 5.4, 5.5 whereas jointly for both anchors in Figure 5.6. We make the following observations:

- For the individual anchor measurements of Figures 5.4 and 5.5, the probability of the best hypothesis align well with the sum over all hypotheses. This is particularly true for measurement assumption IV with FAs.

- For the individual anchor measurements using measurement assumption III, the discrepancy is larger — in particular for the less rich radio environments with few MPCs (i.e., agent position 2 using anchor 1 in Figure 5.4 and agent position 1 using anchor 2 in Figure 5.5). This is most likely because (as seen e.g. in Figure 5.2) there are fewer measurements available in this case, something which in turn makes the different mapping hypotheses become more diverse — there is a large ambiguity of which measurement that should be mapped to which MPC/VA — wherefore it becomes important to include several of them in order to get a good approximation of the resulting probability distributions. In contrast, in a richer radio environment with many measured MPCs/VAs, the ambiguity in the mapping process becomes smaller so that the majority of the hypotheses will give approximately the same probability distributions.

- Combining measurements from both anchors, as in Figure 5.6 the match between the best hypothesis and the sum over all hypotheses is quite good. Again, just as for the richer radio environments discussed above, this is due to the increased amount of measured MPCs/VAs to hypothesize over makes the individual hypotheses more similar.

**Figure 5.4:** The probabilities $p_{F|R}$ for measurement assumptions $R \in \{\text{III}, \text{IV}\}$ and one single MC realization for the best hypothesis (top row) and for the sum of all hypotheses (bottom row) for measurements of anchor 1.
5.4 Numerical Results

![Figure 5.5: Same as Figure 5.4 but for measurements of anchor 2.](image)

![Figure 5.6: Same as Figures 5.4 and 5.5 for the joint measurements of both anchors.](image)

How good approximation of the true distribution we get with that of the best hypothesis hence depends on the richness of the radio environment in terms of the amount of reflections and hence measurable MPCs/VAs (which in turn depends on scenario parameters such as room geometry, deployment and agent location) as well whether measurements of multiple anchors are combined or not. We limit ourselves to assuming these assumptions to be favourable and propose exactly this: For estimation models C through F in the following Sections 5.4.4 and 5.4.5 we approximate the true distribution with that of the best hypothesis. This allows us to perform the estimation without the need to calculate anything but the single best hypothesis, i.e., $B = 1$, which reduces the complexity.
5.4.4 Results under Realistic Model Conditions

Another relevant question considers the estimation performance of the different models of Section 5.4.2 under the realistic but problematic conditions described in Section 5.1. To recapitulate, the true association of measurements and MPCS/VAs is unknown, there are some MPCS/VAs which are not detected and there are false alarms (FAs) occurring. This is the very conditions of the generative measurement assumption IV of Section 5.4.1. Hence, we evaluate the probabilities \( P_{Q|IV} \), as well as the resulting position estimates \( \hat{x}_{Q|IV} \) for the estimation models \( Q \in \{A, B, C, D, E, F\} \). For all estimation models, except the idealized A and B for which this is not needed, we assume here the single best hypothesis of the mapping between measurements and MPCS/VAs as discussed in Section 5.4.3.

The resulting location estimates \( \hat{x}_{Q|IV} \) as well the corresponding CDF plots over the position estimation errors \( x - \hat{x}_{Q|IV} \) for agent position 1 are shown in Figure 5.7. In addition, the corresponding probability distributions are shown in Figure 5.8. Noted should be that these, in contrast to those of the preceding section, show a sum over all MC realizations which effectively marginalizes away the clutter realizations whereby the probabilities for models C and D - which differ only in that they take into account the clutter — are almost identical. The same goes for models E and F, which thus also are almost identical. This is done in order to make the comparisons and the discussion more straightforward. The full set of results, including those of agent position 2, are provided in Section 5.A.

We make the following observations:

• The models A and B are highly idealized since the measurement to VA mapping is known. This typically gives a rather distinct maximum at the correct place. The association problem is alleviated in these models, and hence all false alarms/clutter is essentially gated away and thus provides a lower bound on the expected positioning error.

• If only the correct subset of which VAs are visible, as is the case for models C and D (in contrast to the ideal knowledge of models A and B), some local maxima and hence ambiguities arise in the posterior distributions and the estimation therefore becomes worse.

• If in turn, we need to form mapping hypotheses over all possible VAs, as for models E and F, it becomes even more problematic with even more ambiguities and negative impact on the estimation.

• Accounting for false alarms as in estimation models D and F (in contrast to models C and E) is beneficial since there are indeed false alarms / clutter present here.

• A richer radio environment (e.g. anchor 1) as compared to the less rich environments (e.g. anchor 2) improves the performance, which is not surprising since that gives us more and better information.

• Combining measurements from both anchors is, in most cases, beneficial. However, having poor reliability of the estimates from one anchor may some cases be worse than relying solely on the better anchor.
5.4 Numerical Results

**Figure 5.7:** The location estimates \( \hat{x}_{Q|IV} \) (left column) and CDF plots of the position estimation errors \( x - \hat{x}_{Q|IV} \) (right column) of both anchors individually (two upper rows) and combined (bottom row) for estimation models \( Q \in \{A, B, C, D, E, F\} \) and both agent positions for all MC realizations.
Figure 5.8: The probabilities $p_{QIV}$ of all estimation models when the agent is at $x_1 = [3, 3]^T$ for the anchors individually as well as combined.
5.4.5 Results under Simplified Model Conditions

Finally, we want to assess how well the various models perform under simpler conditions, wherefore we here evaluate the probabilities \( p_{Q|R} \) as well the position estimates \( \hat{x}_{Q|R} \) for estimation models \( Q \in \{A, B, C, D, E, F\} \) and measurement assumptions \( R \in \{I, II, II, IV\} \). The combination \( Q|IV \) was exactly what was evaluated in Section 5.4.4, but is included again for completeness. For all estimation models except A and B, we assume the single best hypothesis of the mapping between measurements and MPCs/VAs as discussed in Sections 5.3.1 and 5.4.3. The full set of results are provided in Section 5.A, whereas the resulting CDF plots over the position estimation errors \( x - \hat{x}_{Q|R} \) for agent position 1 are given here in Figure 5.9. Based on these results, we make the following observations:

- When the measurements are ideal as for assumption I, the estimation is almost perfect. An exception is the models D and F where taking height for the clutter/false alarms comes at the cost of mistrusting valid measurements as being false alarms. For the agent position 1, this problem happens to be eliminated when combining the measurements from both anchors.

- For measurement assumptions II and III, again the negative impact of assuming false alarms when there are no such present for models D and F as compared to C and E as discussed in the previous bullet is clearly seen. Accounting for false alarms is thus beneficial only when such false alarms are actually present.

- Having perfect/ideal mapping knowledge (i.e., models A and B) gives better performance than if only knowing the subset of visible VAs and having to create hypotheses over these (i.e., models C and D) but is still better than having to form hypotheses over all possible VAs (i.e., models E and F).

- The more difficult measurement assumptions, the worse the performance gets, just as would be expected. For example, estimation under the realistic measurement assumption IV is harder than under the ideal conditions of assumption I, regardless of estimation model.

The corresponding probability plots in Section 5.A, i.e., Figures 5.10 through 5.12, confirms these observations. In addition, we also note that:

- As the measurement assumptions becomes more difficult — when going from the ideal I through the noisy II further to the non-ideal detections of III and end up which the cluttered IV — the probability distributions become more spread and ambiguous. Multiple local maxima arise, which causes problems in the estimation process.

- As the estimation models become more and more complex — when going from the ideal models A and B through when having to form mapping hypotheses over all the visible VAs in C and D and finally to when having to consider all possible VAs in E and F — again the probability distributions become more ambiguous with multiple maxima.
Figure 5.9: CDF plots of the position estimation errors $\mathbf{x} - \hat{\mathbf{x}}_{Q|R}$ of both anchors individually (two leftmost columns) and combined (rightmost column) for estimation models $Q \in \{A, B, C, D, E, F\}$ under the various measurements assumptions $R \in \{I, II, III, IV\}$ when the agent is at $\mathbf{x}_1 = [3, 3]^T$. 
5.5 Summary

In this chapter we have discussed the association of the measurements to the respective multi-path components of the radio channel. We have formulated the problem considering both that valid measurements may be missed and hence not detected, as well as that there may be false alarms present in the data. We have formulated the resulting probability models in a multi-target tracking inspired generic framework as a classical assignment problem, which is thereafter solved by means of a global nearest neighbour approach.

From simulations performed in an indoor scenario, we have seen that:

- The single best association hypothesis is generally a good approximation that avoids the calculation of a vast number of possible hypotheses.

- The richer radio environment there is in terms of many reflections / MPCs, the better positioning performance can be expected, since this increases the amount of information. At the same time, this causes the association problem size to grow larger.

- Prior knowledge of the potential MPCs that needs to be hypothesised over, significantly reduces the problem complexity.

- Accounting for erroneous measurements such as false alarms and missed detections is crucial if such are indeed present in the actual measurements. If not, there is a cost of accounting for such behaviour.

- Combining measurements from multiple anchors is beneficial, since also this increases the amount of information available in the estimation process.

It should be pointed out that we in this work have only utilized the pseudo-range measurements and not the received signal strength or channel amplitudes of the respective MPC. This information could possibly also be included, which would essentially add one dimension to the hypotheses and hence render a more complex problem but, most likely, also give even better localization accuracy because of the increased amount of available information. This could however be problematic since the channel amplitudes are typically less stable and more prone to disturbances than the pseudo-range measurements. This topic is left for further studies.
5.A Additional Figures

This appendix contains additional plots from the numeric evaluations performed in this chapter.

First, the sum of the probabilities $p_{Q|R}$ for all 50 MC realizations for all models plotted over a grid of the entire room when the agent is at $x_1 = [3, 3]^T$ is shown in Figures 5.10 – 5.12, whereas when the agent is at $x_2 = [1, 7]^T$ in Figures 5.13 – 5.15. Since this presents a sum over all MC realizations, which effectively marginalizes away the clutter realizations, the probabilities for estimation models C and D - which differ only in that they take into account the clutter — are almost identical. The same goes for estimation models E and F, which are thus also almost identical.

Secondly, in Figures 5.16 and 5.17 the resulting CDFs of the localization estimation errors $x - \hat{x}_{Q|R}$ are shown for all the different models and agent positions.

Finally, we show in Figure 5.18 scatter plots of the actual location estimates for the most realistic/complex measurement assumption IV, i.e., $\hat{x}_{Q|| IV}$. 
Figure 5.10: The probabilities $p_{Q|R}$ of all estimation models and measurement assumptions when the agent is at $x_1 = [3, 3]^T$ for anchor 1.
Figure 5.11: Same as Figure 5.10 but for anchor 2.
Figure 5.12: Same as Figures 5.10 and 5.11 but for both anchors combined.
Figure 5.13: The probabilities $p_{Q|R}$ of all estimation models and measurement assumptions when the agent is at $x_2 = [1, 7]^T$ for anchor 1.
Figure 5.14: Same as Figure 5.13 but for anchor 2.
Figure 5.15: Same as Figures 5.13 and 5.14 but for both anchors combined.
Figure 5.16: CDF plots of the localization estimation errors $\mathbf{x} - \hat{\mathbf{x}}_{Q|R}$ of both anchors individually (two leftmost columns) and combined (rightmost column) for estimation models $Q \in \{A, B, C, D, E, F\}$ under the various measurements assumptions $R \in \{I, II, III, IV\}$ when the agent is at $\mathbf{x}_1 = [3, 3]^T$. 
Figure 5.17: CDF plots of the localization estimation errors $x - \hat{x}_{QR}$ of both anchors individually (two leftmost columns) and combined (rightmost column) for estimation models $Q \in \{A, B, C, D, E, F\}$ under the various measurement assumptions $R \in \{I, II, III, IV\}$ when the agent is at $x_2 = [1, 7]^T$. 
Agent Position $x_1 = [3, 3]^T$

Agent Position $x_2 = [1, 7]^T$

**Figure 5.18:** The resulting localization estimates $\hat{x}_{Q|IV}$ of both anchors individually (two upper rows) and combined (bottom row) for estimation models $Q \in \{A, B, C, D, E, F\}$ and both agent positions for all MC realizations.
In this chapter we investigate the theoretical localization performance bounds achievable when utilizing all, or parts of, the multipath-related information of the radio channel.

This chapter is organized as follows: In Section 6.1 we introduce the Positioning Error Bound (PEB) which is the metric used in the subsequent evaluations, as well as the impact of certain modelling choices on the localization performance. We also investigate the impact of having access to measurements of only a subset of the available MPCs as well as those of multiple anchors and/or in both the uplink and downlink directions. Numerical results of these various aspects are presented in Section 6.2, after which Section 6.3 summarizes the results.

### 6.1 Positioning Error Bound

From [45], [20] and [16] we know that for a parameter vector $\theta$, the covariance matrix of any unbiased estimator $\hat{\theta}$ is bounded by the Cramér-Rao Lower Bound (CRLB) as

$$\text{Cov}(\hat{\theta}) = \mathbb{E}\{(\theta - \hat{\theta})(\theta - \hat{\theta})^H\} \preceq J^{-1}_\theta \quad (6.1)$$

where $J_\theta$ is the Fisher Information Matrix (FIM) of the vector $\theta$. Given an alternative parameter vector $\psi$, which has the FIM $J_\psi$, we can as discussed in [48] relate these two by the Jacobian transformation matrix $T = \frac{\partial \psi}{\partial \theta}$ as

$$J_\theta = TJ_\psi T^T \quad (6.2)$$

In our case, following closely what was done in e.g. [29], we start by defining the parameter vector $\theta = [x^T \ \Re(\alpha)^T \ \Im(\alpha)^T]^T$ where (as before) $x \in \mathbb{R}^2$ is the position of the agent, $\alpha$ constitutes the stacked values of the MPC amplitudes
\{\alpha_m^{(k)}\} (which are treated as nuisance parameters here) for all anchors \(m \in M\) and the related MPCs \(k \in K_m\). Here we have defined \(M\) as the set of observed anchors and \(K_m\) as the set of observed MPCs with respect to the specific anchor \(m\). Further, \(\Re(\cdot)\) and \(\Im(\cdot)\) denote the real and imaginary parts, respectively. Hence, the total number of elements in \(\alpha\) is \(K = \sum_{m \in M} |K_m|\) so that \(\alpha \in \mathbb{R}^K\) and thus \(\theta \in \mathbb{R}^{2+2K}\). We further let \(\tau\) constitute the stacked values of the MPC delays \(\{\tau_m^{(k)}\}\) (which also contains \(K\) elements) and define the alternative parameter vector \(\psi = \left[\tau^T \quad \Re(\alpha)^T \quad \Im(\alpha)^T\right]^T \in \mathbb{R}^{3K}\). The Jacobian matrix \(T\) in (6.2) now becomes

\[
T = \frac{\partial \psi}{\partial \theta} = \begin{bmatrix} H_{2 \times K} & 0_{2 \times 2K} \\ 0_{2K \times K} & I_{2K \times 2K} \end{bmatrix}
\]

(6.3)

where

\[
H = \frac{1}{c} \begin{bmatrix} \cos \phi^{(1)} & \ldots & \cos \phi^{(K)} \\ \sin \phi^{(1)} & \ldots & \cos \phi^{(K)} \end{bmatrix},
\]

(6.4)

so that its \(k\)th column is given by \(\frac{1}{c}[\cos \phi^{(k)} \sin \phi^{(k)}]^T\). Here \(\phi^{(k)}\) is the DL angle-of-arrival for MPC \(k_m\) received by the agent at \(x\), which thus is the same as the angle from the \(k_m\)th VA at \(\{p_m^{(k)}\}\) to the agent:

\[
\phi_m^{(k)} = \tan^{-1}\left(\frac{y - p_{y,m}^{(k)}}{x - p_{x,m}^{(k)}}\right).
\]

(6.5)

In this chapter we do not present the full details on how to calculate the FIM \(J_\psi\) in (6.2), but instead refer the interested reader to [29, 48]. The result of these calculations is however that

\[
J_\psi = \begin{bmatrix} \Lambda_A & \Lambda_R & \Lambda_I \\ (\Lambda_R^T) & \Lambda_C & 0 \\ (\Lambda_I^T) & 0 & \Lambda'_C \end{bmatrix} = \begin{bmatrix} \Lambda_A & \Lambda_B \\ \Lambda'_B & \Lambda_C \end{bmatrix}
\]

(6.6)

where the \((i, j)\)th element of the matrices \(\Lambda_A\), \(\Lambda_R^E\), \(\Lambda_B^I\) and \(\Lambda_C\) are given by

\[
[\Lambda_A]_{i,j} = -\frac{2}{N_0} \Re([\alpha]_i[\alpha]_j)[w]_i[w]_j \frac{\partial^2}{\partial \tau^2} R_s([\tau]_i - [\tau]_j)
\]

\[
[\Lambda_R^E]_{i,j} = \frac{2}{N_0} \Re([\alpha]_i[\alpha]_j)[w]_i[w]_j \frac{\partial}{\partial \tau} R_s([\tau]_i - [\tau]_j)
\]

\[
[\Lambda_B^I]_{i,j} = \frac{2}{N_0} \Im([\alpha]_i[\alpha]_j)[w]_i[w]_j \frac{\partial}{\partial \tau} R_s([\tau]_i - [\tau]_j)
\]

\[
[\Lambda_C']_{i,j} = \frac{2}{N_0}[w]_i[w]_j R_s([\tau]_i - [\tau]_j)
\]

(6.7)

and where \([\alpha]_i\) and \([\tau]_i\) denotes the \(i\)th element of the vectors \(\alpha\) and \(\tau\), respectively. The auto-correlation function \(R_s(\tau)\) was defined in (2.29), and was plotted.
6.1 Positioning Error Bound

together with its first and second derivatives in Figure 2.12b of Section 2.4. Further, the weight-vector \( w \in \mathbb{R}^K \) in (6.7) is defined as

\[
[w]_i = \left( \frac{N_0}{N_0 + T_s S_v(|\tau|_i)} \right)^{1/2}. \tag{6.8}
\]

Combining (6.3) and (6.6) allows us to calculate \( J_\theta \) in (6.2), and subsequently \( J^{-1}_\theta \) in (6.1). For the latter we are interested in the estimation accuracy of the agent’s position \( x \), which is represented by its top-left 2 \( \times \) 2 sub-block \( [J^{-1}_\theta]_{2\times 2} \). By means of block-wise matrix inversion (see e.g. [40]), this can be calculated as

\[
[J^{-1}_\theta]_{2\times 2} = \left( H \Lambda_A H^T - H \Lambda_B \Lambda_C^{-1} \Lambda_B^T H^T \right)^{-1}. \tag{6.9}
\]

where we, to simplify the notation, define the Equivalent FIM (EFIM) \( J_p \) as

\[
J_p = H \left( \Lambda_A - \Lambda_B \Lambda_C^{-1} \Lambda_B^T \right) H^T \tag{6.10}
\]

so that \( J_p^{-1} = [J^{-1}_\theta]_{2\times 2} \).

This now allows us to introduce and calculate the key performance metric used in this chapter: The positioning error bound (PEB) with respect to the agent position \( x \), which is defined as

\[
\text{PEB}(x) = \sqrt{\text{trace}(J_p^{-1})} = \sqrt{\text{trace}([J^{-1}_\theta]_{2\times 2})}. \tag{6.11}
\]

We can also define the signal-to-interference-plus-noise-ratio (SINR) vector \( \text{SINR} \in \mathbb{R}^K \) as

\[
[SINR]_i = [w]_i^2 \frac{[\alpha]_i^2}{N_0} = \frac{[\alpha]_i^2}{N_0 + T_s S_v(|\tau|_i)}. \tag{6.12}
\]

In the following subsections, we highlight some particular aspects — all of which are evaluated numerically later in Section 6.2.

6.1.1 Impact of Path Overlap

A discussed in [29], we can treat the path overlap, which is the impact of MPCs having similar propagation delay and hence arrive almost at the same time to the receiver, in three distinct ways:

**Orthogonal** where all MPCs are assumed orthogonal/resolvable. Hence, we set all off-diagonal elements of \( \Lambda_A \) to zero, and assume \( \Lambda_B^R = \Lambda_B^I = 0 \) in (6.7). This will yield an optimistic, lower limit on the PEB.

**With Overlap** which is the full model just as described in the previous section.

**No Overlap** where any overlapping MPCs, i.e., those with \(|\tau_m^{(k)} - \tau_m^{(k')}| < T_s\) for \( k \neq k' \), are discarded. This will yield an pessimistic, upper limit on the PEB.
6.1.2 Limited Observations

It is not realistic to assume that all $K_m$ MPCs of anchor $m$ can be measured. In this thesis, we therefore investigate the case when only a subset of these are measured. This means that, although all $K_m$ MPCs will potentially cause interference/path-overlap as discussed earlier, we only get the benefit of information from including the measured MPCs of a set we denote $K_m$. A heuristic and greedy approach to construct the set $K_m$ is to assume that we only observe the $K_{\text{MAX}}$ MPCs which maximizes a given measure $f(\tau_m^{(k)}, a_m^{(k)})$. This can be expressed iteratively as

$$k_m^1 = \arg \max_{k=1, \ldots, K_m} f(\tau_m^{(k)}, a_m^{(k)})$$

$$k_m^p = k_m^{p-1} \cup \arg \max_{k=1, \ldots, K_m} f(\tau_m^{(k)}, a_m^{(k)}) \quad \forall p = 2, \ldots, K_{\text{MAX}}$$

whereafter we have our desired observation set as $K_m^{K_{\text{MAX}}}$. Different variants of the measure $f(\tau_m^{(k)}, a_m^{(k)})$ that could be foreseen include

**Max Amplitude** where we simply select the MPC with the maximum amplitude

$$f(\tau_m^{(k)}, a_m^{(k)}) = |a_m^{(k)}|^2.$$

**Max SINR** where we select the MPC with the highest SINR, which also takes the DM interference into account,

$$f(\tau_m^{(k)}, a_m^{(k)}) = \frac{|a_m^{(k)}|^2}{N_0 + T_s S_v (\tau_m^{(k)})}$$

(as per (6.12)).

We could further consider finding the first $K_{\text{MAX}}$ MPCs within a certain threshold from either of the above criteria, e.g., change

$$\arg \max_{k=1, \ldots, K_m} f(\tau_m^{(k)}, a_m^{(k)})$$

of (6.13) into

$$\arg \min_{k=1, \ldots, K_m} \{\tau_m^{(k)} : f(\tau_m^{(k)}, a_m^{(k)}) \geq \max(f(\tau_m^{(k')}, a_m^{(k')})) - T\}$$

for some threshold $T$.

In this work we will however keep it simple and instead use what we refer to as a **Limited Reflection Order** model where we define

$$K_m = \{k : Q^{(k)} \leq Q_{\text{max}}, k = 1, \ldots, K_m\} \text{ for } Q_{\text{max}} = 0, 1, 2, 3$$

so that, e.g., with $Q_{\text{max}} = 0$ only the LOS component is included, with $Q_{\text{max}} = 1$ both the LOS as well as the first order reflections are included and so on.
6.1.3 Separate DL and UL Measurements

We start in the context of uni-directional measurements (see Section 3.3.1), i.e., with transmissions and measurements in one direction only. In the DL case, we assume that the transmissions from different anchors are identifiable at the agent. This is true if these are multiplexed in time, frequency or by means of choosing orthogonal reference signals which is what is assumed here. The different MPCs resulting from the transmission by one and the same anchor may however overlap as discussed earlier. Hence, we follow the procedure described earlier, but form the involved matrices on a per-direction and per-anchor basis which gives us (6.10) as

$$J_{DL}^{p,m} = H_{DL}^{m} \left( \Lambda_{DL,m}^{A} - \Lambda_{DL,m}^{B} \left( \Lambda_{DL,m}^{C} \right)^{-1} \left( \Lambda_{DL,m}^{B} \right)^{T} \right) \left( H_{DL}^{m} \right)^{T}$$  \hspace{1cm} (6.15)$$

for each anchor $$m = 1, \ldots, M$$, where the definition of the involved matrices are as per (6.6) and (6.7). Under the assumption that the measurements with respect to the different anchors are independent and hence that the information is additive (see e.g. [16]) the joint DL EFIM for over the different anchors is

$$J_{p}^{DL} = \sum_{m=1}^{M} J_{p,m}^{DL}$$  \hspace{1cm} (6.16)$$

after which we can use (6.11) to calculate the PEB in the DL. Another way to see it is as in the MPCs from the same anchor are dealt with as with overlap (see earlier discussion in Section 6.1.1) whereas from different anchors the MPCs are treated as orthogonal.

For the UL case, the situation is very similar to that of the DL discussed in above and we can form a similar expression as per (6.15):

$$J_{UL}^{p,m} = H_{UL}^{m} \left( \Lambda_{UL,m}^{A} - \Lambda_{UL,m}^{B} \left( \Lambda_{UL,m}^{C} \right)^{-1} \left( \Lambda_{UL,m}^{B} \right)^{T} \right) \left( H_{UL}^{m} \right)^{T}$$  \hspace{1cm} (6.17)$$

where in this case we have

$$H_{UL}^{m} = \frac{1}{c} \begin{bmatrix} \cos \gamma_{1}^{(m)} & \cdots & \cos \gamma_{K}^{(m)} \\ \sin \gamma_{1}^{(m)} & \cdots & \cos \gamma_{K}^{(m)} \end{bmatrix},$$ \hspace{1cm} (6.18)$$

so that its $$k$$th column is given by $$\frac{1}{c} \begin{bmatrix} \cos \gamma_{k}^{(m)} \sin \gamma_{k}^{(m)} \end{bmatrix}^{T}$$ where $$\gamma_{k}^{(m)}$$ is now the UL angle-of-arrival for MPC $$k$$ sent by the agent and received by anchor $$m$$. In general, this has no direct relation to the placement of the VA, but instead can be expressed as the angle from the last wall-bounce to the MPC to the anchor, i.e.,

$$\gamma_{m}^{(k)} = \tan^{-1} \frac{y_{w}^{(k)} - p_{y,m}}{x_{w}^{(k)} - p_{x,m}}$$ \hspace{1cm} (6.19)$$

where thus $$[x_{w}, y_{w}]$$ are the coordinates of the last position of the last wall the UL MPC was reflected before reaching the anchor. Clearly, this is the same as the angle of departure for the corresponding MPC in the DL but rotated by $$\pi$$ radians. The joint UL EFIM over the M anchors becomes

$$J_{p}^{UL} = \sum_{m=1}^{M} J_{p,m}^{UL}$$  \hspace{1cm} (6.20)$$
6.1.4 Combined DL and UL Measurements

Consider now instead a bi-directional measurement scenario as per Section 3.3.2. Regardless of which approach discussed therein is used, we can define a parameter vector containing both uplink and downlink measurements as

$$\psi_{\text{TOT}} = \begin{bmatrix} \psi_{\text{DL}} \\ \psi_{\text{UL}} \end{bmatrix} \in \mathbb{R}^{3K_{\text{DL}} + 3K_{\text{UL}}}$$

(6.21)

where we need not include the processing delay $\Delta$ which is assumed known.

Under the assumption that the measurements in UL and DL are independent due to the different noise realizations, we get a block-diagonal alternative FIM as

$$J_{\psi}^{\text{TOT}} = \begin{bmatrix} J_{\psi}^{\text{DL}} & 0 \\ 0 & J_{\psi}^{\text{UL}} \end{bmatrix}$$

(6.22)

whereas the Jacobian transformation matrix straightforwardly becomes

$$T_{\text{TOT}} = \frac{\partial \psi_{\text{TOT}}}{\partial \theta} = \begin{bmatrix} \frac{\partial \psi_{\text{DL}}}{\partial \theta} \\ \frac{\partial \psi_{\text{UL}}}{\partial \theta} \end{bmatrix} = \begin{bmatrix} T_{\psi}^{\text{DL}} & T_{\psi}^{\text{UL}} \end{bmatrix}.$$  

(6.23)

Hence the resulting FIM is given by

$$J_{\theta}^{\text{TOT}} = T_{\text{TOT}} J_{\psi}^{\text{TOT}} (T_{\text{TOT}})^T = \begin{bmatrix} T_{\psi}^{\text{DL}} & 0 \\ 0 & T_{\psi}^{\text{UL}} \end{bmatrix} \begin{bmatrix} J_{\psi}^{\text{DL}} & 0 \\ 0 & J_{\psi}^{\text{UL}} \end{bmatrix} \begin{bmatrix} (T_{\psi}^{\text{DL}})^T \\ (T_{\psi}^{\text{UL}})^T \end{bmatrix} \begin{bmatrix} J_{\psi}^{\text{DL}} & 0 \\ 0 & J_{\psi}^{\text{UL}} \end{bmatrix}$$

(6.24)

and, more explicitly with respect to the top-left $2 \times 2$ sub-block of $J_{\theta}^{\text{TOT}}$ relating to the agent position $x$, we get

$$\begin{bmatrix} J_{\theta}^{\text{TOT}} \end{bmatrix}_{2 \times 2} = \begin{bmatrix} J_{\theta}^{\text{DL}} \end{bmatrix}_{2 \times 2} + \begin{bmatrix} J_{\theta}^{\text{UL}} \end{bmatrix}_{2 \times 2}.$$  

(6.25)

This means that we have additivity in the information, which is what could be expected under the earlier independence assumptions (see e.g. [16]). We can now use (6.11) together with (6.25) to calculate the PEB also in this scenario.

Note that, in the case of combined DL and UL observations, the same configuration need not necessarily be applied in both directions. For example, the agent could be configured to measure and report only one MPC (found using either of the above approaches) whereas the anchors still measure all MPCs in the UL.

6.2 Numerical Results

Evaluations in terms of the PEB of Section 6.1 as defined in (6.11) are performed for both Scenario A and B described in Section 2.1. This also includes the circular trajectory of Scenario A depicted in Figure 2.2, for which what is denoted as ‘Position Along Trajectory’ in Figures 6.1, 6.4 and 6.7 of this chapter is nothing but the angle in degrees counted counter-clockwise relative the negative y-axis, where the agent started, as indicated in Figure 2.2.

The different aspects discussed in the subsections of Section 6.1 are evaluated in separate subsections also here.
6.2.1 Impact of Path Overlap

We start by evaluating the impact of path overlap as discussed in Section 6.1.1. Results using DL measurements for Scenario A are presented for the circular trajectory in Figure 6.1 and over the $5 \times 5$ cm grid in Figure 6.2, which shows:

- As discussed earlier, the ‘Orthogonal’ model indeed gives an optimistic lower PEB bound, whereas the ‘No Overlap’ model gives a more pessimistic upper PEB bound. The full ‘With Overlap’ model give more realistic results somewhere in-between the other two models.

- The positioning accuracy is better when using all anchors compared to only one. In particular, the outage regions, where not enough information is available, are significantly reduced when utilizing multiple anchors.

- There are regions which are inherently difficult for all models and/or combination of anchors, and other regions where the choice of model and/or combination of anchors makes a large difference.

The corresponding gridded results for Scenario B in Figure 6.3 shows us that:

- The difference between the models is much smaller in this scenario. There are also some banded structures at the positions where symmetries in the room geometry causes ‘fading-dips’ where the different MPCs cancel each other out, as discussed in e.g. [7].

- The positioning accuracy is quite poor when using only one anchor. When using all anchors, it is on the other hand quite good.

Both observations for Figure 6.3 can be explained by the fact that in Scenario B, the received energy contained in the non-LOS MPCs is quite small compared to the LOS MPC since the room is quite large and hence that the path-loss is more pronounced as compared to Scenario A. In essence, this makes the positioning information in Scenario B become almost solely based on LOS information and hence the inclusion of more anchors increases this information.

![Figure 6.1: The PEB over the circular trajectory for Scenario A.](image)
Figure 6.2: The PEB over the entire room for of Scenario A for transmissions to/from one anchor (left column) and all anchors (right column) where blue regions indicate where the EFIM is rank-deficient and hence positioning is not possible. The last row shows the CDF for the different cases.
Figure 6.3: Same as Figure 6.2 but for Scenario B.
6.2.2 Limited Observations

Next, we investigate the impact of limiting the number of observations as discussed in Section 6.1.2. More precisely, we use the limited reflection order model (6.14) and assume the ‘With Overlap’ model discussed in Sections 6.1.1 and 6.2.1. The results for Scenario A are shown in Figures 6.4 and 6.5 which tells us that:

- Using only information from the LOS MPC components by $Q_{\text{max}} = 0$ does not give enough information for positioning regardless if considering one or all anchors, unless having LOS to both anchors in the latter case.

- With measurements from one single anchor, satisfactory positioning accuracy can be achieved in almost all regions if accounting for up to the third-order reflections with $Q_{\text{max}} = 3$. As expected, the accuracy is worse in the non-LOS regions.

- Using all anchors, the accuracy is good already when including second-order reflections ($Q_{\text{max}} = 2$), and with minimal additional benefit if including also the third-order reflections. With only first-order reflections ($Q_{\text{max}} = 1$) included, the accuracy with non-LOS to both anchors is very poor, as e.g. between positions 220 and 260 in the trajectory of Figure 6.4.

For the Scenario B results in Figure 6.6 we see, like before, that

- If using measurements from one single anchor, using only information from the LOS MPCs with $Q_{\text{max}} = 0$, does not give enough information for positioning at all. But even including higher order reflections, the performance is still quite poor — the reason for this being that the received power in the non-LOS MPCs is quite low (as discussed in Section 6.2.1).

- Using all anchors, gives very good performance already using only the LOS MPC components with $Q_{\text{max}} = 0$. All the different anchors contribute with information in this case (again as in Section 6.2.1).

![Figure 6.4: The PEB over the circular trajectory for Scenario A.](image)
Figure 6.5: The PEB over the entire room of Scenario A for varying assumptions on the maximum number of reflections $Q_{\text{max}}$ for the included MPCs.
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Figure 6.6: Same as Figure 6.5 but for Scenario B.
6.2.3 Combined DL and UL Measurements

Finally, we investigate the impact of combining DL and UL measurements as discussed in Section 6.1.4. Again we assume the ‘With Overlap’ model as discussed in Sections 6.1.1 and 6.2.1 and use the limited reflection order model of (6.14). Here, we vary the measured reflection order independently in the respective directions so that e.g. the combination $Q^{DL}_{max} = 0$ and $Q^{UL}_{max} = 2$ means that the agent measures and reports only the LOS MPC, whereas the anchor(s) measures both LOS as well as first- and second-order reflected MPCs.

The results for the trajectory of Scenario A is given in Figure 6.7. The grid results over the entire room when utilizing only one anchor is given in Figure 6.8 and when utilizing all anchors is given in Figure 6.10. The corresponding CDF plots are shown in Figure 6.9 and the results summarized in Table 6.1. Based on these results we conclude that

- If using measurements from one single anchor, we need to include essentially all MPC in at least one of the directions to get satisfactory performance, thus having $Q^{DL}_{max} = 3$ and/or $Q^{UL}_{max} = 3$.

- Using all anchors however, gives very good performance already using only the second-order MPCs in either direction, i.e., $Q^{DL}_{max} = 2$ and/or $Q^{UL}_{max} = 2$. The benefit of including even higher order reflections is very limited.

The corresponding results for Scenario B are given in Figures 6.11, 6.12 and 6.13. As before, we see that

- Using measurements from one single anchor, positioning performance is poor regardless of how many MPCs are included in both directions.

- Using all anchors gives good performance already using only the LOS MPC components, i.e., having $Q^{DL}_{max} = Q^{UL}_{max} = 0$. Adding the first-order reflections in either direction gives some additional gain, but beyond that the gain is very limited.

![Figure 6.7: The PEB over the circular trajectory for Scenario A.](image)
Figure 6.8: PEB over the entire room for Scenario A with UL and DL transmissions of one anchor.

Figure 6.9: PEB CDFs over the entire room for Scenario A.
6.2 Numerical Results

\[ Q^{UL}_{max} = 0 \quad Q^{UL}_{max} = 1 \quad Q^{UL}_{max} = 2 \quad Q^{UL}_{max} = 3 \]

\[ Q^{DL}_{max} = 0 \quad Q^{DL}_{max} = 1 \quad Q^{DL}_{max} = 2 \quad Q^{DL}_{max} = 3 \]

**Figure 6.10:** Same as Figure 6.8 but with UL and DL transmissions of all anchors.

| Table 6.1: The 10\textsuperscript{th}/50\textsuperscript{th}/90\textsuperscript{th} percentiles of the PEB [m] over the entire room for Scenario A, where \( \infty \) means that positioning was not possible. |
|---|---|---|---|---|
| Single Anchor | \( Q_{DL}^{max} \) | 0 | 1 | 2 | 3 |
| 0 | \( \infty/\infty/\infty \) | 0.03/0.17/\infty | 0.03/0.13/\infty | 0.03/0.12/0.37 |
| 1 | 0.05/0.19/\infty | 0.03/0.11/\infty | 0.03/0.10/\infty | 0.03/0.10/0.37 |
| 2 | 0.05/0.14/\infty | 0.03/0.09/\infty | 0.03/0.08/\infty | 0.02/0.08/0.29 |
| 3 | 0.05/0.13/0.41 | 0.03/0.09/0.41 | 0.02/0.07/0.35 | 0.02/0.07/0.21 |
| All Anchors | \( Q_{max}^{DL} \) | 0 | 1 | 2 | 3 |
| 0 | 0.04/\infty/\infty | 0.02/0.05/0.17 | 0.02/0.05/0.13 | 0.02/0.05/0.13 |
| 1 | 0.03/0.06/0.17 | 0.02/0.04/0.09 | 0.02/0.04/0.08 | 0.02/0.04/0.08 |
| 2 | 0.03/0.05/0.13 | 0.02/0.04/0.08 | 0.02/0.04/0.08 | 0.02/0.04/0.08 |
| 3 | 0.03/0.05/0.12 | 0.02/0.04/0.08 | 0.02/0.04/0.07 | 0.02/0.04/0.08 |
Figure 6.11: Same as Figure 6.8 but for Scenario B.

Figure 6.12: Same as Figure 6.10 but for Scenario B.
6.3 Summary

We have formulated the theoretical bounds on positioning accuracy when utilizing multiple MPCs in the estimation process. Evaluations have been performed in scenarios with one agent and multiple anchors, where it has been shown that:

- The modelling of path overlap, i.e., how to deal with multiple MPCs that arrive approximately at the same time to the receiver, makes quite some difference in terms of positioning accuracy.

- The positioning accuracy depends on the room geometry as well as anchor deployment. A non-uniform room and/or deployment typically gives an accuracy which varies significantly over the room.

- A rich radio environment, i.e., with many rather strong received reflections of the transmitted signal is beneficial and allows for better positioning accuracy using fewer anchors. In contrast, in a less rich radio-environment where basically only the LOS MPCs are received, more anchors and/or a combination of DL and UL measurements are needed.

### Table 6.2: Same as Table 6.1 but for Scenario B.

<table>
<thead>
<tr>
<th></th>
<th>$Q_{DL \max}^U$</th>
<th>$Q_{DL \max}^L$</th>
<th>$Q_{UL \max}^U$</th>
<th>$Q_{UL \max}^L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Anchor</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>0</td>
<td>$\infty/\infty/\infty$</td>
<td>0.22/0.53/1.20</td>
<td>0.19/0.41/0.74</td>
<td>0.19/0.39/0.66</td>
</tr>
<tr>
<td>1</td>
<td>0.23/0.58/1.24</td>
<td>0.15/0.38/0.85</td>
<td>0.14/0.32/0.62</td>
<td>0.14/0.31/0.57</td>
</tr>
<tr>
<td>2</td>
<td>0.20/0.42/0.75</td>
<td>0.14/0.32/0.63</td>
<td>0.14/0.29/0.52</td>
<td>0.13/0.28/0.49</td>
</tr>
<tr>
<td>3</td>
<td>0.19/0.39/0.67</td>
<td>0.14/0.31/0.58</td>
<td>0.13/0.28/0.49</td>
<td>0.13/0.27/0.47</td>
</tr>
<tr>
<td>All Anchors</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>0</td>
<td>0.04/0.05/0.08</td>
<td>0.04/0.05/0.07</td>
<td>0.04/0.05/0.06</td>
<td>0.04/0.05/0.06</td>
</tr>
<tr>
<td>1</td>
<td>0.04/0.05/0.06</td>
<td>0.04/0.04/0.05</td>
<td>0.03/0.04/0.05</td>
<td>0.03/0.04/0.05</td>
</tr>
<tr>
<td>2</td>
<td>0.04/0.05/0.06</td>
<td>0.03/0.04/0.05</td>
<td>0.03/0.04/0.05</td>
<td>0.03/0.04/0.05</td>
</tr>
<tr>
<td>3</td>
<td>0.04/0.05/0.06</td>
<td>0.03/0.04/0.05</td>
<td>0.03/0.04/0.05</td>
<td>0.03/0.04/0.05</td>
</tr>
</tbody>
</table>

### Figure 6.13: Same as Figure 6.9 but for Scenario B.
This chapter concludes the thesis by summarizing the results and discussing some possible directions for future work.

7.1 Conclusions

The key topic of this thesis has been how radio-based localization using timing/ranging measurements can be improved by using more of the information provided by measurements in a radio channel subject to multipath fading.

Chapters 2 and 3 started by introducing the general framework used throughout the thesis. Here a given signal model and a map of the surroundings were used to build a generic model of a multipath fading radio channel, from which the resulting MPCs were estimated.

Chapter 4 presented the first contribution of this thesis. It was shown how to mitigate the adverse effects of multipath propagation and non-LOS conditions for positioning based on estimation of the shortest (in a Euclidean sense) DP/LOS path between the transmitter and receiver. This was achieved with a set of robust statistical measurement error models, for which it was seen that models based on aggregated error statistics provided significant improvements without the need to provide detailed received signal information, but with a simpler and rather generic model. The gains were shown to be even larger with up-to-date real-time information based on the estimated MPCs.

Chapter 5 covered the second contribution of this thesis. The combinatorial problem of associating the estimated MPCs with the actual traversed signal paths was approached using methods from multi-target tracking. It was formulated as a classical assignment problem, accounting for erroneous measurements of various sorts, which was thereafter solved using a Global Nearest Neighbour (GNN) method. A rich radio environment in terms of many MPCs gave not only better
localization accuracy, but also caused the association problem size to grow large – something which could be remedied by prior information allowing the exclusion of less probable paths. In many cases, especially in rich radio environments, simulations indicated the single best association hypothesis to be a reasonable approximation which avoided the calculation of a vast number of possible hypotheses. Accounting for erroneous measurements was seen crucial if such were present, otherwise it had some drawbacks.

Chapter 6 provided the third and final contribution of this thesis, which was the theoretical localization performance bounds when utilizing all or a subset of this multipath information, i.e., the MPCs. It was confirmed that a rich radio environment with many measurable MPCs allowed for good positioning accuracy using only few transmitters/receivers, assuming that these were indeed used in the localization process. In contrast, in a less rich environment were basically only the DP/LOS components were measurable, more transmitters/receivers and/or the combination of downlink and uplink measurements were required in order to achieve the same accuracy. The receiver’s capability of distinguishing between multiple MPCs arriving approximately at the same time also affected the accuracy.

7.2 Future Work

The work of this thesis can be extended in a number of ways:

Even though we developed a MIMO channel model in Chapter 2, we still considered only a SISO model in the following chapters. It would be interesting to extend the concepts/evaluations also to a MIMO setting, which may also raise the question of AOA estimation and its usage in the subsequent parts of the thesis.

The measurement error models of Chapter 4 were more or less heuristically derived. A more theoretical approach to what indeed would be the optimal models is desirable. This includes re-visiting the choice of weights for the time-dynamic ‘Gaussian mixture’ error model. Rather than using the received power of the respective MPC as done now, one should here instead factor in the probability of correctly estimating the DP.

The measurement association of Chapter 5 used a simple MPC estimation model, but should for completeness be done using the proper estimation methods described in Chapter 3. Furthermore, this chapter utilizes only the delay and not the amplitude estimates of the MPCs. This could also be included, which would essentially add one dimension to the hypotheses and hence render a more complex problem but, most likely, also give even better localization accuracy because of the increased amount of available information. This could however also be problematic since the channel amplitudes are typically less stable and more prone to disturbances than the pseudo-range measurements.

Finally, throughout this thesis we assumed the geometry of the environment to be known a priori through e.g. a map, after which we tried to estimate the position of an object based on this. One could turn the problem around to attempt to e.g. assess how accurate the mapping can be done given measurements of anchors and agents with a priori known positions.
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