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A B S T R A C T

With more than 9000 papers published annually, X-ray photoelectron spectroscopy (XPS) is an
indispensable technique in modern surface and materials science for the determination of che-
mical bonding. The accuracy of chemical-state determination relies, however, on a trustworthy
calibration of the binding energy (BE) scale, which is a nontrivial task due to the lack of an
internal BE reference. One approach, proposed in the early days of XPS, employs the C 1s spectra
of an adventitious carbon layer, which is present on all surfaces exposed to air. Despite accu-
mulating criticism, pointing to the unknown origin and composition of the adventitious carbon,
this is by far the most commonly used method today for all types of samples, not necessarily
electrically insulating. Alarmingly, as revealed by our survey of recent XPS literature, the cali-
bration procedure based on the C 1s peak of adventitious carbon is highly arbitrary, which results
in incorrect spectral interpretation, contradictory results, and generates a large spread in re-
ported BE values for elements even present in the same chemical state. The purpose of this review
is to critically evaluate the status quo of XPS with a historical perspective, provide the technique’s
operating principles, resolve myths associated with C 1s referencing, and offer a comprehensive
account of recent findings. Owing to the huge volume of XPS literature produced each year, the
consequences of improper referencing are dramatic. Our intention is to promote awareness
within a growing XPS community as to the problems reported over the last six decades and
present a guide with best practice for using the C 1s BE referencing method.

1. Introduction

X-ray photoelectron spectroscopy (XPS) is by far the most commonly used technique in areas of materials science, chemistry, and
chemical engineering to assess surface chemistry, bonding structure, and composition of surfaces and interfaces. As summarized in
Fig. 1 the number of papers where XPS was employed has increased more than 15 times during last 30 years, resulting in that only
during the last year more than 9000 published papers used XPS [1]. A 5-year derivative of number of XPS-related publications
exhibits a continuous increase with a clear disruption following the 2008 crisis in global economy, and for the last four years was
highest ever.

The strength of the XPS technique relies on that the chemical environment of an atom has a pronounced effect on the assessed
binding energies (BEs) of core-level electrons, the effect commonly referred to as the chemical shift [2]. This allows for determination
of bonding structure and the changes thereof as a function of processing parameters or surface treatments. The information about
existing bonds is typically extracted by comparing measured BE values to literature data bases [3].
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The first necessary condition to make an accurate determination of the BEs from the XPS spectrum is that the energy scale of the
spectrometer is correctly calibrated. Numerous procedures for relative BE calibration have been presented over the years, starting
with a seminal book by Siegbahn and co-workers [4]. At present, due to extensive efforts by the Seah group, the calibration procedure
relying on the use of primary signals from metal foils previously in situ cleaned with Ar ion beams to remove surface contaminants, is
incorporated in an ISO standard [5]. After such a calibration step, the Fermi edge of metallic samples that remain in good electrical
contact to the spectrometer should coincide with the “0 eV” of the BE scale, as both bodies share a common Fermi level (FL), which
becomes a natural reference level. All BE values determined in such way are thus given with respect to the FL.

The second condition, not as explicit as the first one and for this reason often overlooked, is that the FL of the spectrometer and
that of the sample to be analyzed are aligned. This can only take place if there is a sufficient charge density in the sample so that once
brought in contact with the instrument, charge transfer across the interface leads to FL alignment. If, for any reason (like low
conductivity or bad contact) this condition is not fulfilled, the FL of the sample is decoupled from that of the spectrometer leading to
incorrect BE values. This is a serious problem for semiconductors and insulators, where the lack of density-of-states (DOS) at the FL
prevents direct verification whether FL alignment at the sample/spectrometer interface takes place or not. An additional compli-
cation arises from the fact that, during the measurement, negative charge has to be refilled at a sufficiently high rate to maintain
charge neutrality at the surface. If this is not the case, then positive charge accumulates leading to so-called sample charging and shift
of all core-level peaks towards higher BE values, as the electrons leaving the surface are attracted by the positive potential. Since the
steady-state charge state is not known a priori, there are no straightforward means to compensate for this effect.

Various approaches have been proposed to cope with this situation all relying on the same concept of measuring the BE of a well-
defined peak and applying a corresponding linear correction to the BE scale. The most prominent reference employs the C 1s peak
from the surface contamination layer, the so-called adventitious carbon (AdC), and was proposed already back in 60s to be used as a BE
reference (in this context often called charging reference) [4].

1.1. The culprit: Adventitious carbon referencing

Today, the BE scale referencing based on the C 1s peak of AdC is part of both ASTM and ISO standards [6,7]. Perhaps the main
reason for the great popularity of this referencing technique is the fact that AdC is present on essentially all air-exposed surfaces. Our
literature survey performed on a selected fraction of the enormous XPS library, restricted to the top-cited papers on magnetron-
sputtered thin films published between 2010 and 2017, reveals that in the vast majority of cases the C 1s peak originating from AdC
was used for BE referencing [8]. Alarmingly, the technique was applied irrespective of whether samples were electrically conducting
or not. Thus, the essential question of FL alignment at the sample/instrument interface was completely neglected.

Moreover, the literature displays a great deal of confusion as to: (i) the chemical identity of AdC, (ii) the binding energy values
assigned to the C 1s peak of AdC, and (iii) the referencing procedure itself. To exemplify the gravity of the situation, we can mention
that to calibrate the BE scale, the CeC/CeH peak is quite arbitrarily set at any value in the range 284.0–285.6 eV, which contradicts
the very notion of a BE reference. This is highly disturbing, given that improper calibration of the binding energy scale likely results
in misinterpretation of chemical bonding unless there is an accidental match.

A most disturbing consequence of the BE referencing problems outlined above is the fact that the reported binding energies for
primary core-levels of constituent elements in many technologically-relevant materials exhibit an unacceptably large spread, which
often exceeds the magnitude of related chemical shifts [9]. This is illustrated in Fig. 2 where the difference between the lowest and
the highest binding energy ΔBE, according to the NIST XPS data base [10], is plotted for primary metal peaks of commonly-studied
metals, oxides, nitrides, carbides, sulfides, chlorides, and fluorides. Each colored bar in the figure corresponds to one materials
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Fig. 1. Number of publications per year where XPS was used based on a Scopus data base search performed in June 2018 for the term “XPS”. The
blue curve indicates a 5-year derivative.
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system. ΔBE ranges from 0.4 eV for Al 2p and Ta 4f of corresponding metal samples to 8.5 eV for the Si 2p peak of SiF4. The best
consistency between different labs is obtained for metals, 0.4≤ΔBE≤1.4 eV (with the exception of Fe for which ΔBE=2.9 eV),
which is justified by the fact that they are highly conducting, hence the risk of erroneous measurement due to surface charging is
minimized. In addition, most metals exhibit a high density of states at the Fermi level (often referred to as the “Fermi level cut-off”),
which together with intense and narrow core-level peaks, allows for better calibration of the BE scale. Nevertheless, for the majority
of metallic samples ΔBE∼1 eV, which is of the order of a typical difference between chemically shifted peak positions, hence, far
from satisfactory. The fact that the electric conductivity plays a crucial role for the accuracy of BE measurement is responsible for
large ΔBE values noted for oxides, which range from 0.6 eV for the Cu 2p3/2 peak of Cu2O to 4.1 eV for the V 2p peak from V2O3. For
the vast majority of oxides, ΔBE> 1.6 eV. Other compounds included in this comparison fare not better: 0.7≤ΔBE≤3.1 eV for
nitrides, 0.8≤ΔBE≤3.6 eV for sulfides, and 0.5≤ΔBE≤8.5 eV for fluorides, to mention only these material groups, which are
well-represented in Fig. 2. A direct consequence of such large variations in reported core-level BEs is incorrect bonding assignment,
an arbitrary spectral interpretation, and, in the end, contradictory and often unreliable results. This is especially so for compounds
where the chemical shifts are relatively small, of the order of 1 eV or less. In such case, the risk of data misinterpretation is parti-
cularly high, which presents a formidable stumbling block in case of XPS spectral deconvolution particularly nowadays for the often
encountered multicomponent material samples, with multiple chemical states of the same element.

There may be numerous reasons for the disconcerting situation introduced in Fig. 2, including sputter-damage effects that often
result in large changes in the peak positions [11,12], or the fact that no cross-peak correlations are considered while extracting
chemical information from XPS spectra [13]. However, uncertainties associated with proper referencing of the BE scale and the
common use of adventitious carbon for this purpose, with all other associated issues, appears to be the main source of problems. It is
therefore the main ambition of the present paper to comprehensively review the use of C 1s peak of AdC for XPS BE referencing, with
the aim to make all XPS practitioners aware of related issues and limitations and, eventually, contribute to the improved accuracy of
BE determination.

In order to make this review self-comprehensive, we start in Section 2 with a brief overview of XPS covering basic aspects of the
technique. Emphasis is devoted to discussion of chemical shifts, spectral modelling, and sample charging. In Section 3 we discuss all
issues related to BE referencing, including energy diagrams, calibration of the BE scale and a brief description of BE referencing
procedures other than that based on AdC. Section 4 is specifically devoted to the review of existing literature on C 1s referencing. The
origin of the AdC and BE of the C 1s peak are treated first, after which we present an account of criticism that accumulated over the
years, followed by a presentation of the status quo based on the literature survey. The most recent findings from extensive studies
involving more than hundred samples performed in our XPS Lab in the years 2016–2018 are presented in Section 5. Thus, we
reexamine the nature of AdC species, shifts in the BE of the C 1s peak together with consequences for BE scale correction, and the
effect of sample work function and vacuum level (VL) alignment. Sections 6 and 7 provide conclusions and outlook, including our
suggestion for experimental protocols devoted to using the C 1s BE referencing method.

2. Basics of X-ray photoelectron spectroscopy

We begin with a brief overview of the XPS technique covering the aspects which are most relevant to XPS practitioners concerned
with the energy referencing issues. For more in-depth information, the reader is referred to numerous textbooks [14–16] and ex-
cellent review articles [17–19].
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Fig. 2. The difference between the lowest and the highest binding energy plotted for primary metal peaks of commonly-studied metals, oxides,
nitrides, carbides, sulfides, chlorides, and fluorides. Data are collected from the NIST XPS data base [10]. Each colored bar in the figure corresponds
to one materials system.
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2.1. Operational principles

The physical phenomenon behind XPS and other kinds of photoelectron spectroscopy is the emission of electrons from surfaces
irradiated by light. It is the so-called photoelectric effect, discovered by Hertz in the end of the XIX century [20]. Studies that followed
revealed a number of puzzling observations that were in conflict to the classical theory of radiation [21]. For example, Maxwell's
theory predicted that the electron energy should increase with increasing light intensity, which was not observed experimentally.
Instead, it was noticed that the energy of emitted electrons increases with the frequency of the incident light. To add to the confusion,
for each surface there is a threshold light frequency below which the effect does not take place no matter how intense the light is. The
dilemma was resolved by Einstein in one of his Annus Mirabilis papers [22], where it was proposed that “the energy of light is
distributed discontinuously in space”. He described light as being composed of energy quanta (later named photons), each with the
energy h ν, where h is Planck’s constant and ν stands for the light frequency. The process of electron emission from the solid is thus in
simple terms viewed as the absorption of photons. Within this framework, the emission takes place only if the energy acquired by the
electron in a solid exceeds the minimum energy necessary for it to leave the surface (equal to the work function ). If h < , the
electron is unable to escape and any increase in the photon flux only multiplies the number of low-energy electrons within the solid,
but cannot create a single electron with energy high enough to be released from the surface. Thus, the energy of the emitted electrons
is governed by the incident photon energy and is independent of the intensity of the incoming light. As electrons absorb over the
entire photon energy, the conservation of energy requires that their kinetic energy is equal to h –W, whereW is the work required to
escape the solid and apart from comprises also the electron binding energy EB. In 1914 Rutherford established that kinetic energy of
emitted electrons is equal to h E ,B [23,24] and, at that time, it became clear that the photoelectron energy contains information
about the solid it was emitted from, although it took another half a century before the first XPS spectrometers were introduced.

2.2. Selected instrumental aspects

The schematic setup for XPS experiments is shown in Fig. 3. During analysis the sample is irradiated by photons of known energy,
which gives rise to the photoelectric effect. A fraction of electrons generated close to the surface leaves the sample into vacuum and
enters the analyzer slit of the spectrometer, which is capable of measuring the electron current (corresponding to number of electrons
per unit time) as a function of their energy. Such intensity vs. energy plots are referred to as XPS spectra. A typical example is shown
in Fig. 4, where the wide energy range spectrum recorded from a CrAlN thin film sample with a native oxide layer is shown.

The most common X-ray sources employ characteristic Kα lines from Al and Mg anodes, which are superimposed onto continuous
Bremsstrahlung background radiation extending from 0 eV up to the incident electron energy (typically in the range 10–15 keV). The
primary lines have energies of 1253.6 and 1486.6 eV, respectively, and are thus high enough to access core-level electrons from the
vast majority of elements. In both cases, the Kα lines are in fact Kα1- Kα2 doublets with the 1:2 intensity ratio separated by a few
tenths of eV, which has a detrimental effect on the energy resolution. For example, in the case of an Al anode, both lines have a
natural width of 0.5 eV and appear at 1486.70 (Kα1) and 1486.27 (Kα2) eV, resulting in the composite line width of approximately
0.85 eV. An additional complication is the presence of other characteristic lines (Kα3 through Kα6, as well as Kβ), weaker than the
primary Kα lines (<10% of the intensity) and relatively close in terms of energy (8–70 eV higher energy) [25,26]. So-called ghost lines
can also appear in an XPS spectrum recorded with non-monochromatized X-rays. These are artefacts from the Cu Kα radiation from
the exposed Cu base of an overused anode or the O Kα light produced by an oxidized anode, and can be recognized by measuring the
relative energy shift with respect to the Kα lines from the main source [27].

Fig. 3. The schematic view of the photoelectron spectrometer with a hemispherical electron energy analyzer.
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An excellent cure to the issues listed above is to use monochromatized X-ray sources, first demonstrated by Siegbahn and
coworkers [28]. As illustrated in Fig. 5, an X-ray source, a monochromator crystal and a sample are placed on the circumference of
the Rowland circle. The X-rays are focused on the sample by using a properly bent quartz crystal or a whole array of crystals. The
energy dispersion of the monochromator is then inversely proportional to the diameter of the Rowland circle (typically in the range
0.5–1.0m). In such a case, the first-order Bragg diffraction of Al Kα X-rays by the set of 101̄0 planes of a quartz crystal (or crystal
array) is used to reduce the energy spread of the incident radiation to only 0.26 eV.

A comparison between core-level spectra recorded with and without a monochromator is included in Fig. 6 for the Ag 3d lines
measured with (a) non-monochromatized Mg Kα, and (b) monochromatic Al Kα radiation. Clearly, in the latter case Kα3 and Kα4

satellites are eliminated and the background level lowered (no Bremsstrahlung radiation), together resulting in higher signal-to-noise
ratio. In addition, the full-width-at-half-maximum (FWHM) of the Ag 3d5/2 peak is reduced from 0.9 to 0.5 eV, which also allows one
to resolve closely-spaced doublets such as Si 2p (energy split ΔE of 0.57 eV) or Al 2p (ΔE=0.40 eV). The negative aspect of the
monochromatized source is the higher risk of surface charge buildup when analyzing poorly conducting samples as the high flux of
low-energy electrons excited by the Bremsstrahlung radiation is absent.

Two concepts are used for the sample illumination by X-rays in modern XPS instruments with monochromatized sources. In the
first case, the X-ray beam is focused into a small spot (probe) of a few μm in diameter which allows for spatially-resolved analyses or,
in case this is not needed, the beam is rastered over the sample area to be analyzed. However, the necessity of focusing X-rays to a
small spot implies a shorter radius for the Rowland circle, which has a negative impact on the X-ray dispersion and, hence, the energy
resolution. The alternative approach uses a relatively broad X-ray beam of 1–2mm (at the sample plane) such that the sample is
essentially flooded with X-rays and the area to be analyzed is defined by a pair of apertures in the analyzer optics.

The heart of the spectrometer is the electron energy analyzer. The most common type is the electrostatic hemispherical analyzer
consisting of two concentric hemispheres (see Fig. 7) [29,30]. To improve the energy resolution, electrons emitted from the sample
are typically retarded before they enter the hemispherical analyzer. For an electron arriving with an energy Ei, the entrance slit is
biased negatively at Vi such that =E eV Ei i 0 is maintained constant. E0, referred to as the pass energy, is the energy of the electron
travelling from the analyzer entrance to the exit slit along the equipotential plane defined by = +R R R( )/2in out0 , in which Rin and Rout

are the inner and outer hemisphere radii, respectively. The voltages on the inner and outer hemispheres, Vin and Vout, are then linked
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Fig. 4. A wide energy range XPS spectrum recorded from a CrAlN thin film sample with native oxide layer. [Author's original work.]

α

Fig. 5. Schematic illustration of the principle behind X-ray monochromatization: X-ray source, a monochromator crystal and sample are placed on
the circumference of the Rowland circle. [Inspired by Fig. 2.7 in Ref. [14].]
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to Rin, Rout, and E0 through the relationship [31]

=e V V E R
R

R
R

( ) .out in
out

in

in

out
0

(1)

In the process of spectrum acquisition, Vi, Vout, and Vin are scanned to probe the electrons within a kinetic energy range interesting
to the user, who also selects the E0 value, which determines the absolute energy resolution ΔE. Since =E E/ constant0 (of the order of
few %, depending on the construction details of the spectrometer), the lower pass energy the better the energy resolution.

The energy-resolving power of the analyzer is illustrated in Fig. 7. Electrons entering with energies higher (lower) than E0 hit the
detector plane closer to the outer (inner) hemisphere, where they are collected at different sections of the parallel multichannel
detector, allowing for the reconstruction of the intensity vs. energy profile. Fig. 8(a) and (b) show as-measured and normalized Ag
3d5/2 narrow-range spectra recorded from a sputter-cleaned Ag foil with different E0 values ranging from 5 to 160 eV. The advantage
of higher energy resolution at lower pass energy is very clear, the FWHM of the Ag 3d5/2 peak decreases from 1.66 eV with
E0=160 eV to only 0.44 eV with E0=5 eV. The improvement comes, however, at the steep price of lowered signal intensity (lower
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E0 means lower electron current through the analyzer), which decreases more than 20 times in the same pass energy range.
More detail treatment of instrumental issues can be found in Refs. [14,16].

2.3. Spectral interpretation

As illustrated in Fig. 4 XPS spectra have the form of intensity vs. binding energy plots and it is a customary to present them with
the BE values decreasing from left to right. Peaks correspond to the fraction of core-level electrons (ejected upon interaction with
incident photons) that did not collide on their way to the surface, hence preserved their original energy. All other inelastically
scattered electrons contribute to the background on the high BE side of the core-level line they originate from (best visible in Fig. 4 for
the strongest Cr 2p and N 1s core-levels), giving rise to the peculiar appearance of the wide-energy range (survey) XPS spectra with a
characteristic step-like background shape. The practical consequence of the background which increases with increasing BE is an
associated decrease in the signal-to-noise ratio which implies longer acquisition times for core-level lines appearing higher up on the
binding energy scale.

As the inelastic electron mean free path λ for electrons with kinetic energies of several hundreds of eV is typically of the order of
10–25 Å [32], XPS is often referred to as a surface-sensitive technique [33]. The commonly used term probing depth (or information
depth), corresponds to the thickness of the top surface layer, which accounts for 95% of the total signal intensity. In the absence of
elastic scattering of the photoelectrons, one assumes an exponential decay of the signal intensity I0 with depth x:

=I I e x cos
0

/ (2)

in which is the electron emission angle referred to the surface normal. It is easy to show that the effective probing depth is equal to
3×λ.

The core-level binding energy EB in XPS is directly calculated from the measured kinetic energy Ekin of detected photoelectrons
from Einstein's relation

=E h EB kin (3)

where h is the energy of the incident photons. This equation is only valid for gas-phase measurements. In the case of solid samples,
other aspects like the sample and spectrometer work functions have to be considered, as discussed more in Section 3.1.

The concept of electron binding energy is central to XPS measurements of core-level spectra and therefore it is highly relevant to
understand it properly. Contrary to the widespread notion, specific BE values obtained from XPS do not correspond to any individual
energy associated with electrons occupying a given core-level. As a matter of fact, in the ground state of an atom, electrons do not
have any distinct energies, but share simultaneously the total energy of the system. Therefore, one should rather think of a BE
corresponding to a core-level C1 as the difference between the energy of an atom in the ground state and that of a positive ion with a
core-hole state left after the photoionization event has taken place by emitting an electron from C1. In this respect, XPS probes the
final state, while the properties of the initial state (before photoionization) are actually not accessed directly. Hence, the XPS
spectrum maps the final states, i.e., energy differences between the ground state of the sample and the numerous final (or ionized)
states.

The XPS notation for core-level signals is of the form “X nlj”, where X denotes the element, n is the principal quantum number
(n=1, 2, 3, …), while l is the angular quantum number denoted as s, p, d, f corresponding to l=0, 1, 2…, n−1. j in “X nlj” stands for
the total angular momentum quantum number equal to the sum of the angular and the spin projection (s =±1/2) quantum numbers
j= l+ s. For example, Zr 3d5/2 corresponds to electrons from a Zr atom with n=3, l=2, and s=½. All core-level signals with l≥1
have a form of spin-split doublets: p3/2-p1/2, d5/2-d3/2, f7/2-f5/2 with the respective theoretical area ratios of 2:1, 3:2, and 4:3, de-
termined by the degeneracy of each electronic level (2j+1). The BE splitting between these two components, ΔBE, varies from a
fraction of eV to several eV and depends on the average radius of the involved orbital. In general terms, ΔBE increases with atomic
number for a given subshell (constant n, l) and decreases as l increases for a given shell (n constant). To add to the complexity, both
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the area ratio and the BE splitting are not constant for a given element and show some variation with, e.g., chemical environment.
This is illustrated in Fig. 9 where the Ti 2p spectra recorded from Ti, TiC, TiN, and TiO2 surfaces are shown. Clearly, the overall
spectrum appearance depends strongly on the element to which Ti is bonded. The BE of the Ti 2p3/2 peak varies from 454.0 eV for the
metal to 454.7, 455.0, and 459.2 eV for carbide, nitride, and oxide, respectively. The spectra acquired from Ti and TiC show a certain
degree of asymmetry on the high BE side, which is not present in the case of the Ti 2p signal from the TiO2 sample. In addition, the
spectrum obtained from TiN exhibits a pair of satellites shifted from the primary peaks by ca. 2.7 eV towards higher BE (see Section
2.6). Furthermore, the BE separation between the spin-split components, 2p3/2 and 2p1/2, shows some dependency on the chemical
state of the Ti atoms and amounts to 6.1 eV for Ti and TiC, 6.0 eV for TiN, and 5.7 eV for TiO2.

XPS is moreover referred to as a finger-print technique, as each element has a unique set of associated core-level peaks that allow
for unambiguous identification. For elemental analysis, a wide range, so-called survey spectrum is typically recorded with the BE
range extending from 0 to >1000 eV (cf. Fig. 4) in order to obtain signatures from all species present in the sample. Peak overlap is
not uncommon. Hence it is advisable to check whether all core-level lines from the element under consideration are in fact present in
the survey spectrum. The energy resolution is of minor importance here since the survey scans are performed at high pass energy to
take advantage of the higher count rate with the positive impact on the detection limit. The latter depends on the relative sensitivity
factors (RSFs), which are experimentally-derived and tabulated for major core-level signals. In general, the practically attainable
detection limits are in the range of 0.1 to 1 at%.[34] Lower values can be achieved with prolonged scanning, as the detection limit is
inversely proportional to the square root of the number of scans.

Following the survey, in the second step one takes a closer look at the primary core-level signals from elements of interest by
performing narrow-region high-energy-resolution scans. In this case, a low pass energy is used, and often one has to compromise
between FWHM and the total acquisition time (cf. Fig. 8).

In cases where multiple narrow regions are defined, it is advisable to perform scanning in a one-by-one sweep fashion rather than
to complete multiple scanning of one region before starting the next one. This procedure eliminates potential drifts of the spectra
intensity with time, which is especially relevant if the data are intended for quantification (see Section 2.4).

The measured widths of the core-level peaks vary greatly. For example, the FWHM of the Ag 3d5/2 line recorded in our laboratory
under ultimate conditions of pass energy on the Axis Ultra DLD instrument of Kratos Analytical can be as low as 0.45 eV, while the
FWHM of the Au 4 s peak exceeds 8 eV. The main factors that determine peaks FWHM are: (i) the natural width of the core-hole state
ΔEN given by the uncertainty principle = = ×E h/ 4.1 10 /N

15 [eV], in which τ is the core-hole life-time, (ii) the dispersion of the
photon source ΔEP (down to 0.26 eV for monochromatized Al Kα radiation, see Section 2.2), and (iii) the analyzer resolution ΔEA
(<0.1 eV under optimized conditions). The resulting FWHM is then given by + +E E EN P A

2 2 2 .
Besides the primary core-level peaks of the type discussed above, XPS spectra may, and often do, contain other features caused by

a whole range of phenomena including Auger electron emission, multiplet splitting, shake-up and shake-off events, or plasmonic
excitations. Each of these features contains a great deal of information about the studied material. Examples of the most commonly
occurring ones are shown in Fig. 10.

Auger peaks are commonly observed in photoelectron spectra (cf. Fig. 10(b)). In the process of Auger-electron emission, the inner-
shell core hole left after the photoionization event is refilled by an electron from an outer shell of the same atom and the resulting
excess energy (equal to the energy difference between the inner and the outer shell) is transferred to another shallow outer-shell
electron, which then becomes ejected. There are usually numerous possibilities for filling the core hole resulting in a rather complex
Auger peak pattern. In the example shown in Fig. 10(b) the core hole created in the K electronic shell of an Mg atom is filled with an
electron from shell L1 and the escaping electron originates from shell L23. Thus, the corresponding Auger peak is denoted as KL1L23.
As the kinetic energy of Auger electrons is solely determined by the electronic structure of the emitting atom, the position of Auger
peaks on the BE scale depends on the energy of the exciting radiation, which makes them easily distinguishable from photoelectron
peaks.
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Fig. 10. Examples of (a) plasmon losses observed in the spectrum recorded from Al foil, and (b) Auger transitions detected in the spectrum of Mg
thin film sample. In both cases samples were sputter-etched with a 0.5 keV Ar+ ion beam incident at an angle of 70° from the surface normal.
[Author's original work.]
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2.4. Quantitative analysis

An essential part of XPS analysis is the evaluation of elemental composition in the surface region. The most common way to do
that is an empirical approach based on the measured areas under the main core-level lines of all elements present in the sample. For a
homogenous sample containing n elements the molar concentration xi of element i is then given by [35]

=
=

x A s
A s
/
( / )i
i i

j
n

j j1 (4)

in which Ai is the area under the corresponding core-level peak, and si is the relative sensitivity factor (RSF). The latter is an
experimentally-determined value, which is specific for each core-level peak (typically normalized to one specific signal like C 1s or F
1s) and apart from basic components like the photoionization cross-section and electron inelastic mean free path is also affected by
the instrument-related factors like the transmission function of the spectrometer [36]. For this reason, the best results are obtained if
the RSFs are specifically determined on the same instrument as used for quantification and under the same experimental conditions
(pass energy, anode power, aperture size, etc.). If this is not possible, standard sets of RSFs are also available [37,38], however, a
negative impact on the accuracy of extracted sample stoichiometry can be expected. Special precautions should be taken while
determining RSF using multielement samples, since the removal of surface oxides and contaminants by means of Ar+ ion etch causes
a number of side effects that may significantly alter the surface composition [12].

Apart from problems associated with RSF determination, large source of errors associated with Eq. (4) is related to the reliable
measurement of peak areas (or peak intensities). Although this is an extensive subject, from the XPS practitioner perspective it breaks
into two aspects: (i) spectra acquisition procedure and (ii) background subtraction. In order to record the core-level spectra in the
most suitable way for quantitative analysis, it is required that the impact of all potential signal instabilities over time necessary to
collect all spectra (often many hours), either related to the instrument operation or to sample itself, is minimized. This is best realized
by performing the same number of scans over each core-level signal, irrespective of the signal strength, and setting up the acquisition
sequence in such way that all BE regions of interest are scanned simultaneously rather than sequentially. Such procedure ensures that
potential instabilities will have similar effect on all core-levels signals.

The XPS background analysis has been thoroughly studied [39–42] and the subject is well covered in many textbooks [43]. From
the practitioner point of view, the essential point to bear in mind is that the particular choice of background function has a direct
effect on the peak areas (and hence the extracted concentrations). The simplest background type comprises a line drawn between the
data points on the high and low BE sides of the peak. Although very convenient, the linear background lacks theoretical grounds, and,
more importantly for the sake of accurate quantification, makes the peak area dependent on the arbitrary selection of end points.
Linear background can be sufficient for wide-band gap materials (e.g. polymers) [44] in which case the photoelectron energy losses
associated with the presence of valence electrons occur several eV away from the no-loss line. As a result, the background intensities
on the low and high BE sides of the peak are very similar, hence, the error due to the arbitrary selection of background end points is
minimized. In contrast, for other classes of materials the uncertainty related to the selection of background end points may be
significant. One good example is the Fe 2p3/2 spectrum shown in Fig. 11(a). In this case the arbitrary selection of end points affects
the area under the peak by 14%.

More advanced, and also more popular, is the Shirley background [45]. In this case the background intensity at the binding
energy Eb is proportional to the total peak area in the energy range defined by Eb and the end point on the low BE side of the peak. The
basic assumption is that the number of inelastically scattered electrons contributing to the background increase is directly propor-
tional to the total photoelectron flux. Clearly, also in this case the arbitrary choice of the end points affects the end result.

A third type of function from the conventional toolset available on essentially all modern instruments is the Tougaard background
[46,47]. In clear distinction from the two other approaches discussed above, this method relies on the quantitative description of the
inelastic scattering phenomena that give rise to the background. Moreover, it provides area estimates that are largely independent of
the choice of end points on the lower and higher BE sides of the peak. All three background types discussed above are compared in
Fig. 11(b) and (c), for peaks characterized by low (C 1s from polymer sample) and high (Au 4p3/2 from metallic sample) background
increase. While in the former case the background choice has a negligible effect on the peak area estimate (all three functions
essentially overlap), the Au 4p3/2 peak area varies by as much as 12% depending upon which function is selected. The reliability of all
three background types for peak area determination in the case of polycrystalline metals and metallic alloys has been evaluated by
Tougaard et al. [48]. In that paper, the authors compared the peak-intensity ratios obtained with different backgrounds to the
theoretical predictions based on calculated photoionization cross sections. They concluded that Tougaard background provides
highest consistency and validity of all background-subtraction methods tested.

Another related issue, equally problematic for all background functions, is the treatment of spin-split doublets with closely spaced
components, like the pair of Au 4d peaks in Fig. 11(d). In this case, a single Shirley background extending over both components
yields an area which is 23% larger than that obtained with two separate Shirley backgrounds. This example presents a serious
dilemma to the XPS user, since there are no clear guidelines available as to which alternative should be selected.

It has to be emphasized that Eq. (4) only applies to samples that are homogeneous within the analyzed volume, i.e., within the
first 50–100 Å from the surface. In all other cases, knowledge of the depth distribution is necessary in order to extract meaningful
results [49,50]. This is the largest obstacle in practical XPS studies and, if neglected, typically is the main source of errors. As a matter
of fact, due to the nature of the method, extremely different elemental depth distribution functions can produce an identical signal
intensity [51]. One approach to circumvent this problem has been proposed by Tougaard et al. who developed a formalism for
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quantitative XPS based on the analysis of the peak shape together with the high BE side background [52,53]. The advantage of this
method is that it allows for a non-destructive in situ studies of the surface composition during various types of treatments (e.g.
annealing, adsorption, etc.).

The positive side of the strong influence of elemental depth distribution on the XPS signal intensity is that it can be utilized to
measure thickness of thin (<100 Å) continuous overlayers like, e.g., the case of native oxides on metals. Strohmeier et al. shown that
if elastic scattering of the photoelectrons is ingored, the thickness d of a uniform oxide overlayer with a volume atom density No

formed on top of the metal film with a volume atom density Nm can be related to the measured intensity ratio of oxide and metal
peaksI I/o m as:[54,55]

= +d cos ln N
N

I
I

1o
m m

o o

o

m (5)

in which λ m and λ o are inelastic electron mean free paths in metal and oxide, respectively. As in majority of cases the metal and
oxide peaks are either separated in terms of BE or can be resolved by constructing peak models (see Section 2.6), Eq. (5) provides
means to assess oxide thickness in situ in a non-destructive way. The reliability of the method is enhanced by the fact that signals from
the same element present in two different chemical states are analyzed which eliminates the uncertainty related to the determination
of photoionization cross-sections. In addition, the errors due to instrumental factors like the transmission function of the spectrometer
are not of concern as electrons excited from metal and oxide core-levels have a similar kinetic energy.

Eq. (5) is often simplified to

= +d cos ln N
N

I
I

1m

o

o

m (6)

upon further assumption that the electron mean free paths in metal and the oxide layer are similar λ m=λ o=λ. To further enhance
the accuracy one can then utilize the dependence on the electron emission angle by recording the spectra as a function of sample tilt
angle with respect to the analyzer axis. The plot of +( )ln 1N

N
I
I

m
o

o
m

as a function of cos1/ allows one to determine the overlayer
thickness from the slope d/λ.

An important aspect of quantification rather unique to XPS is that apart from finding the elemental composition, the technique
provides information on the relative amounts of a given element present in different chemical states. As in this type of analysis only
one element type is involved, much better accuracy can be obtained provided that the chemically shifted spectra components are well
separated in energy (see for example C 1s spectra of trifluoroacetate in Fig. 12).
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Fig. 11. (a) Fe 2p3/2 core-level spectrum with three linear backgrounds characterized by different end points, (b) C 1s spectrum from polymer
sample fitted with linear, Shirley, and Tougaard background functions (all three functions overlap), (c) Au 4p3/2 spectrum from metallic film fitted
with linear, Shirley, and Tougaard background functions, and (d) Au 4d doublet with a single Shirley background extending over both peaks as well
as with two separate Shirley functions, one for each spectral component. [Author's original work.]
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2.5. Chemical shifts

Undoubtedly, the main reason for the enormous popularity and success of XPS in modern materials science is its ability to address
the bonding state of analyzed elements. This is due to the phenomena known as chemical shift discovered in 1957 by the group of Kai
Siegbahn, who was later awarded a Nobel Prize in Physics (1981) for this ground-breaking achievement. The first observation of
chemical shift was made for Cu atoms present in metallic and oxidized states [2]. Photoelectron spectra recorded from oxidized
copper resulted in the Cu 1s line being shifted by 4 eV with respect to the corresponding signal obtained from metallic Cu. Although
the discussion of the result was well-motivated and correct, it was established later that the chemical shift is in fact only 1 eV, and,
hence, the excess shift in the original experiments was dominated by the charging of the Cu oxide sample [56]. More spectacular
evidence, free from charging artefacts, which brought international attention to this emerging field, was the report on the S 2p peak
split in the photoelectron spectrum of sodium thiosulfate Na2S2O3 [57,58]. Unlike the case for Cu, where chemical shifts were
detected for separate metal and oxide samples, two distinctly different valence states of S atoms in the same molecule (6+ and 2−)
resulted in the first chemically-split core-level spectrum with two components separated by 6.7 eV, i.e., large enough to be resolved at
that time. As a matter of fact, the full-width-at-the-half-maximum of the S 2p line from sublimated sulfur reported in Ref. [58] was
6.5 eV, primarily due to the natural line width of the Cu Kα radiation used as the excitation source. As the corresponding spectrum of
pure sulfur published in the same paper exhibited only one peak (the 2p3/2-2p1/2 spin-spin doublet could not be resolved at that
time), the potential influence of instrumental factors could be eliminated. After that, chemical shifts were demonstrated for C atoms
in 1,2,4,5-benzenetetracarboxylic acid [59], and a whole series of N-containing organic molecules [60], which laid grounds for
chemical analysis by electron spectroscopy (ESCA), here referred to as XPS [61].

It is imperative to consider the reason for the apparent BE differences between photoelectrons originating from the same core-
level in atoms with different chemical environment. For the purpose of this review, we will adopt the best-suited case of the “ESCA
molecule” [62], i.e., ethyl trifluoroacetate with four C atoms in different bonding configurations. For this molecule, the valence
charge density on the carbon site, highest in the case of the CH3 unit, gradually decreases while going to CeO, OeC]O, and the C-F3
carbons. As the molecule is perfectly suited for demonstration of a chemical shift, we note that Siegbahn's group synthesized the
compound and put its spectrum on the cover of their seminal book [4].

The C 1s spectrum of ethyl trifluoroacetate, shown in Fig. 12 [63], is composed of four distinct peaks of equal intensity, hence
there is a one-to-one correspondence to the C atoms in the chemical structure drawn above the spectrum. Clearly, XPS spectra are
highly sensitive to the difference in chemical environment of each C atom, hence to the differences in the valence charge density, as it
is valence electrons that participate in the formation of chemical bonds. A key question concerns the reason why the core-level
electrons, that have nothing to do with bond formation are also affected? This is a central point to the correct understanding of the
chemical shift. Still, it is a rather common misinterpretation that differences in the valence-charge density have a direct effect on the
binding energy of core-level electrons. However, as we indicated in the previous section, electrons do not possess distinct energies,
but rather share simultaneously the total energy of the whole system. Therefore, to be correct, rather than to say that the BE of the C
1s electron from an atom bonded to three F atoms is higher than that of C atoms bonded to H, one should speak in terms of the total
energy before and after the photoionization event: it costs more energy to create a core hole localized on the C atom in CF3 than on
that in the CH3 unit. The physical reason is that the negative valence charge density is significantly reduced on C atoms in the former
configuration due to fluorine's high electronegativity, resulting in poorer screening of the core hole left after photoionization. Hence,
a photoelectron leaving this site experiences stronger Coulomb attraction and, in consequence, arrives at the detector with lower
kinetic energy than corresponding electrons originating from a C atom in the CH3 unit. This phenomenon gives rise to the apparent
split of more than 8 eV between the C 1s signal from the two sites, with CeO and OeC]O carbons being intermediate cases.

In everyday XPS practice, chemical shifts are rarely this large, which puts very strict requirements on the proper BE referencing in
order to avoid false assignments.

2.6. Creating peak models

In order to extract specific information from the XPS core-level spectra, deconvolution into several component peaks is often
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Fig. 12. Chemical structure of ethyl trifluoroacetate (top), and corresponding C 1s core-level spectrum adopted from Ref. [63] (bottom).
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attempted. This is a procedure that requires rigorous treatment, which unfortunately is rarely the case, and, as a result, the XPS
literature is filled with examples of overinterpreted or simply poorly fitted XPS spectra [64]. Minimization of the residuals in the
fitting process should not be the dominating criterion during the deconvolution. In addition, peak assignment based on an XPS data
base alone is unreliable due to the large spread in BE values reported for the same chemical species (see examples in Section 1.1). For
these reasons, we formulate below guidelines which enhance the quality of the extracted chemical information:

(1) Before attempting spectral deconvolution, the clear purpose of a peak model should be formulated. A lot of information can be
extracted from XPS spectra without advanced fitting procedures, hence one should always consider if the deconvolution process is
indeed necessary.

(2) The proposed peak model should be comprehensive. In the vast majority of cases, the analyzed samples contain more than just
one element. It is not sufficient to deconvolute spectra from one element, while completely neglecting all other primary core-level
signals.

(3) The presented peak models for all core-level spectra should show qualitative self-consistency. That is, the presence of component
A1 in the deconvoluted spectrum of element A assigned to AmBn formation requires that the corresponding B1 component peak is
present in the core-level signal of element B.

(4) Quantitative self-consistency is also required. That is, the elemental concentrations extracted from A1 and B1 peak areas should
reflect the compound stoichiometry m/n. For the latter condition, complementary sample compositional analysis (not relying on
the same XPS spectra) should be used.

(5) The number of component peaks should be kept to the minimum necessary to obtain a decent fit. There should be a clear physical
interpretation for each component peak. The artificial increase of the number of component peaks certainly helps to improve fit
quality, however, the result could be fortuitous.

(6) Constraints that take into account underlying physics (e.g., BE splitting and peak-area ratios between spin-split components), and
self-consistency of multiple data sets (constant peak position, BE separation, area ratio, FWHM, mathematical function, etc.)
should be used.

The main advantage of the XPS spectral deconvolution performed according to the above-specified criteria is that the peak model
does not rely on direct comparisons to reference binding energy values that in many cases exhibit alarmingly large spreads making
the peak assignment ambiguous (see Section 1.1) [13]. Instead, all constraints imposed across all core-level spectra, that require both
qualitative and quantitative self-consistency between component peaks belonging to the same chemical species, ensure that the
extracted chemical information is correct.

One example of such self-consistent XPS peak modelling where the above criteria have been implemented is shown in Figs. 13–15
[13], which contain Ti 2p, N 1s, and O 1s core-level spectra recorded from a series of TiN thin films grown by dc magnetron
sputtering and oxidized to different extents by varying the venting temperature Tv of the vacuum chamber before removing the
deposited samples.

Deconvolution of this very complex set of core-level spectra obtained from air-exposed TiN surfaces, requires a step-by-step
procedure starting with the simplest case of the native TiN surface, serving here as a reference, with only two Ti 2p3/2 components
(main TiN peak and the satellite, TiN-sat, see Fig. 13(a)). The line shapes, 2p3/2-2p1/2 BE splitting, and the 2p3/2/2p1/2 area ratio
obtained for pairs of TiN and TiN-sat peaks are then propagated to the more complex models containing up to four contributions (see
the Ti 2p spectra corresponding to Tv in the range 29–430 °C). In addition, the BE difference between the TiN and TiN-sat peaks and
the relative TiN/TiN-sat peak areas are fixed at values determined from the reference TiN sample. These constraints are necessary to
enforce mathematical least squares solutions that are physically founded. An additional global constraint to the model is that the
particular line shape representing a given chemical state is the same for all samples containing the compound of interest. The fitting
parameters include the Ti 2p3/2 peak area, FWHM, and peak position. More technical details of the fitting procedure can be found in
Ref. [13].

In the Ti 2p spectrum of native TiN surfaces, free from oxygen contamination, the Ti 2p spin-orbit split 2p3/2 and 2p1/2 com-
ponents appear at 455.03 and 460.97 eV, respectively, while the satellite features (TiN-sat) [65–67] are shifted by 3.0 eV towards
higher BE with respect to the primary peaks. A satisfactory fit requires asymmetric functions for the main components, which can be
explained by energy loses due to simultaneous excitations of valence electrons, as the density of states near and at the Fermi level is
high. TiN-sat peaks are well-represented by Voigt functions with a 95% Lorentzian fraction. The corresponding N 1s spectrum (cf.
Fig. 14(a)), is dominated by a main peak centered at 397.34 eV and assigned to TiN. The low-intensity feature (∼2% of the total N 1s
peak area) to the high BE side of the main peak, at 399.35 eV, is assigned to the satellite. The N/Ti ratio due to TiN contributions
(including satellites) is 1.02, in very good agreement to the bulk value of 1±0.01 obtained from Rutherford backscattering (RBS).

Input from the Ti 2p and N 1s spectra deconvolution presented above serves to create more complex peak models for a series of
TiN films exposed to atmosphere at temperatures ranging from 29 to 430 °C (see Fig. 13(b)–(d) and 14(b)–(d)). For completeness,
peak models for corresponding O 1s spectra are also included in Fig. 15(a)–(c). The number of new component peaks added to the
model in order to obtain a high-quality fit is kept to a minimum. Contrary to common practice, the assignment of new spectral
contributions is not based solely on the comparison to the reference BE values, which differ greatly. Instead, quantitative self-
consistency between Ti 2p, N 1s, and O 1s component peaks is one of the main criteria that justifies the quality of the fit.

The concentration of additional chemical species formed during air exposure of samples, here exemplified by TiO2 and TiOxNy,
clearly depends on the sample temperature. Peak assignment is predominantly based on the presence of corresponding components in
all three core-level spectra Ti 2p, N 1s, and O 1s. More importantly, the peak-area ratio between TiO2 contributions in the Ti 2p and O
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1s spectra results in the elemental concentration ratio O/Ti= 2.00± 0.03, for all Tv values, assuring that not only qualitative, but
also quantitative cross-peak self-consistency of the model is reached. The formation of TiOxNy is concluded based on the observed Ti
2p – N 1s cross-peak correlation, which strongly indicates that, in addition to oxygen, the new compound contains both Ti and N. This
observation excludes the potential assignment of this particular spectral feature in Ti 2p spectra to Ti2O3 which, according to lit-
erature, could give rise to peaks in a similar BE range.

The example discussed above illustrates how the additional restrictions introduced during the XPS peak modelling process in the
form of qualitative and quantitative self-consistency between component peaks belonging to the same chemical species, enhance
reliability of the extracted chemical information. A peak assignment which is solely based on comparisons to the reference binding
energy values that exhibit large spread is likely ambiguous.

2.7. Examples of artefacts

2.7.1. Sputter damage
The majority of samples intended for XPS analysis has been exposed to air prior to inserting them into the spectrometer. Ar+ ion

etching is typically used to remove oxygen and other adventitious surface contamination prior to analysis. In such processing, the
sample is irradiated with a 200–4000 eV Ar+ ion beam, which is rastered over the surface to be analyzed. However, the etching
process can lead to a number of artefacts including preferential elemental sputter ejection, recoil implantation, structural disorder,
and perhaps the most problematic of all, changes in the surface chemistry [12], all of which make compositional and chemical
analyses extremely challenging [68–71]. In the XPS literature any phrase with ‘challenging’ should be read as an euphemism.

To estimate the degree to which all of the above effects contribute to the XPS core-level spectrum, we can compare the thickness
of the surface layer affected by the ion beam with typical XPS probing depths. A good estimate of the former is the recoil projected
range that can be obtained using a Monte Carlo TRIM (Transport of Ions in Matter) [72] program included in the SRIM (Stopping
power and Range of Ions in Matter) software package [73]. Fig. 16 shows the distributions of N and Ti recoils resulting from Ar+

irradiation of a TiN surface. Two cases are considered: (a) high energy +E Ar =4 keV Ar+ ion flux incident along the surface normal

Fig. 13. Ti 2p XPS spectra obtained from polycrystalline TiN films: (a) capped in situ with 15-Å-thick Al layer to protect the surface from oxidation,
(b)–(d) uncapped and exposed to atmosphere at different venting temperatures Tv ranging from 29 to 430 °C [adapted from Ref. [13]].
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(ψ=0°), and (b) low energy +E Ar =500 eV Ar+ ions incident at an angle ψ =70° from the surface normal. Clearly, both ion energy
and the ion incidence angle have a huge impact on the thickness of the ion-beam modified TiN layer, which ranges from >100 Å in
the former case to ∼20 Å obtained under the latter conditions. If we now consider that the inelastic mean free path for the Ti 2p
electrons excited with Al Kα radiation (Ekin=1032 eV) is 20 Å [32], the contribution to the core-level spectrum due to the Ar+-
modified top layer is 90% for high-energy ions (ψ =0°) and 40% for low-energy Ar+ (ψ =70°). Thus, even for the mildest set of
etching conditions, the surface cleaning step has a pronounced effect on the XPS results.

This situation is illustrated in Fig. 17 where the Ti 2p spectra recorded from TiN surface after Ar+ sputter-cleaning with four sets
of ion energy and incidence angle ( +E /Ar ) conditions are shown [74]. The Ti 2p core-level spectra consist of a spin-orbit split doublet
with Ti 2p3/2 and Ti 2p1/2 components at 455.2 and 461.1 eV, respectively. Both Ti 2p peaks exhibit satellite features on the high
binding-energy side, shifted ∼2.7 eV above the primary peaks. To facilitate comparison, the intensities of the Ti 2p spectra are
normalized to those of the highest intensity features for each spectrum. The relative intensities of the satellite peaks (see inset in
Fig. 17) are highest after etching with +E Ar =0.5 keV and ψ =70°; they decrease in intensity upon increasing +E Ar to 4 keV (at
ψ=70°); and decrease even further as ψ is lowered to 45° and 0°, while maintaining +E Ar at 4 keV. The reduction in the satellite peak
intensity due to ion etching is accompanied by increasing background levels on the high BE side, both indicative of surface damage.
In addition, the XPS-determined N/Ti ratio decreases from 0.74±0.03 with +E Ar =0.5 keV and ψ =70°, to 0.72± 0.03,
0.70± 0.03, and 0.68±0.03 with +E Ar =4 keV and ψ =70°, 45°, and 0°, respectively, indicating preferential N loss, in agreement
with previous reports [75].

To circumvent the negative effects of Ar+ ion etch, different approaches have been proposed including the application of capping
layers which are later removed in vacuum [76–78] or made thin enough to be transparent to the electrons originating from the
sample [74]. Another alternative is the in situ ultra-high vacuum (UHV) anneal, which has been demonstrated to effectively remove
surface oxides from air-exposed transition-metal nitride films due to recrystallization [79]. The use of in situ XPS, glove box facilities,
or portable vacuum chambers, to avoid air exposure is also in practice. More recently, the use of C60+ or Ar+ cluster ion beams has
been demonstrated to result in a significant reduction or even complete elimination of the surface damage for certain materials
[80–82].
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Fig. 14. N 1s XPS spectra obtained from polycrystalline TiN films: (a) capped in situ with 15-Å-thick Al layer to protect the surface from oxidation,
(b)–(d) uncapped and exposed to atmosphere at different venting temperatures Tv ranging from 29 to 430 °C [adapted from Ref. [13]].
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2.7.2. Sample charging
While the XPS measurement itself is not necessarily destructive to the sample, it relies on the photoelectric effect which leads to

continuous loss of electrons (called in this context photoelectrons) from the surface region. If the photoelectrons are not replenished at
a high-enough rate, charge neutrality is lost and the surface acquires a positive potential, which decreases the kinetic energy of
escaping photoelectrons, and results in the shift of all core-level peaks towards higher BE. The latter can range from just tenths of an
eV, in which case it may go unnoticed, to several hundred eV for insulators, where essentially no photoelectrons leave the surface.
Under such circumstances, the FL of the spectrometer and that of the sample are no longer aligned, implying that the natural
reference level is lost. This situation is commonly referred to as charging [83].

The factors that determine the steady-state equilibrium of the surface potential are: (i) electrical conductivity, (ii) photo-induced
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Fig. 15. O 1s XPS spectra obtained from polycrystalline TiN films: (a) capped in situ with 15-Å-thick Al layer to protect the surface from oxidation,
(b)–(d) uncapped and exposed to atmosphere at different venting temperatures Tv ranging from 29 to 430 °C [adapted from Ref. [13]].

4 keV Ar+ incident
on TiN

along surface normal

0.5 keV Ar+ incident
on TiN at 70° from 
surface normal
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Fig. 16. Distributions of N and Ti recoils resulting from the Ar+ irradiation of the TiN surface simulated with the TRIM software. Two cases are
considered: (a) high energy +E Ar =4keV Ar+ ion flux incident along surface normal (ψ=0°), and (b) low energy +E Ar =500 eV Ar+ ions incident
at an angle ψ =70° from the surface normal. [Author's original work.]
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surface conductivity, (iii) X-ray flux, (iv) the photoelectric cross-section, (v) the photoelectron mean free paths, and (vi) the flux and
energy distribution of electrons incident on the surface from the vacuum chamber [84,85]. Hence, one way to verify that sample
charging indeed takes place, and to avoid confusion with alternative explanations of core-level shifts (see Section 2.3), is to monitor
the BE changes as a function of X-ray power.

As the charging state of a specimen is not known a priori, the phenomenon often leads to problems with correct BE referencing.
Except for metallic samples, where the natural “0 eV” on the BE is set by the FL cut-off, other specimens lacking an internal BE
reference represent a serious challenge, which in consequence leads to reported BE values for the same chemical state exhibiting a
large spread (see Fig. 2).

The situation is further complicated for non-homogenous samples in which case effects like differential charging [86], where
regions with different conductivity are present, lead to peak broadening [87]. Ironically, charging is worse for today's most common
monochromatic sources than for conventional unmonochromatized X-rays, since the photoinduced conductivity is lower due to the
absence of the Bremsstrahlung background radiation.

There are means to compensate for the positive charge build up by the use of electron flood guns. The principle of operation is
demonstrated in Fig. 18 adopted from Ref. [86] for devices used in Kratos instruments. The spectrometers are equipped with
magnetic lenses, which are primarily used to enhance the electron collection efficiency, but also play a crucial role once used together
with the filament serving as a source of low-energy electrons (electron flood gun). The magnetic field lines of the snorkel lens define
the path of photoelectrons ejected from the sample on their way to the analyzer entrance slit. Simultaneously, they also define the
path for electrons originating from the filament towards the sample surface in order to compensate for charge loss. The electrons
generated at this filament drift horizontally into the lens aperture, are ‘captured’ by the field lines and spiral towards the sample
surface in the analyzed area.

The primary function of charge-compensation devices is to allow for spectra acquisition from non-conducting samples. They do
not represent, however, a solution to the energy-reference problem, as under- or over-compensation typically takes place, hence the
surface potential remains unknown.
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Fig. 17. Ti 2p spectra recorded from TiN surface after Ar+ sputter-cleaning with four sets of ion energy and incidence angle ( +E /Ar ) conditions
[adapted from Ref. [74]].

Fig. 18. Schematic adapted from Ref. [86] illustrating the principle of charge neutralization based on the use of low-energy electron source.
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3. Binding energy reference problem in XPS

3.1. Energy diagram and reference levels

The Einstein relation =E h EB kin mentioned in Section 2.3 is applicable only for gas phase measurements, where the electron
energy is naturally referenced to the vacuum level corresponding to the energy of a free electron at rest and infinitely far away from
the considered system [88,89]. For solid samples, which are the subject of the present paper, the situation is more complicated due to
the fact that photoelectrons escaping from the sample have to overcome the potential barrier at the surface, the so-called work
function SA, which corresponds to the energy difference between the Fermi level and the VL. In consequence, the FL appears as a more
rational and convenient reference level and the electron binding energy is then denoted as EB

F . Hence, as schematically shown in
Fig. 19(a) the kinetic energy of a photoelectron after leaving the sample Ekin

SA is given by

=E h Ekin
SA

B
F

SA (7)

and is, in general, different from the kinetic energy measured at the detector Ekin
SP . A common FL (denoted for consistency as EF in

Fig. 19(a)) is thus established across the interface as a result of negative charge transfer from the sample to the spectrometer
characterized by the work function SP if >SP SA, or from spectrometer to the sample (if >SA SP). This situation results in a
contact potential differenceVC, which has to be accounted for while considering an electron travelling towards the entrance slit of the
energy analyzer. Its initial kinetic energy Ekin

SA becomes either reduced ( >SP SA) or increased ( >SA SP), to the value Ekin
SP which is

measured at the detector side (see Fig. 19(a)).
Since:

+ = +E Ekin
SA

SA kin
SP

SP (8)

one can rewrite Eq. (7) in a more convenient form:

=E h EB
F

kin
SP

SP (9)

which is independent of the sample work function. The spectrometer work function is an experimental constant, which is established
during the calibration procedure. Thus, photoelectrons originating from a given core-level always appear at the detector with the
same kinetic energy, independent of the sample work function. An important implication is that any change in SA does not affect the
position of core-level XPS peaks with respect to the Fermi level EB

F . They will be, however, shifted with respect to the VL. It is thus
important for these limitations of the XPS technique to be understood if there are any modifications of the surface dipoles, which are
masked by the nature of the method. In such cases complementary experiments, e.g., work function measurements from the sec-
ondary electron cut-off, have to be performed.

The above considerations only apply under the assumption that the sample and spectrometer are in good electrical contact and there
are enough charges to establish a common FL. If, for any reason, these requirements are not fulfilled, the energy diagram can be
modified as schematically represented in Fig. 19(b). Instead of FL alignment, the sample and spectrometer share a common VL. More

ν

GOOD ELECTRICAL CONTACT(a) (b)

ν

NO (OR BAD) ELECTRICAL CONTACT

Fig. 19. Energy level diagram for (a) sample in good electrical contact, and (b) sample in poor or in no contact to the spectrometer.
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importantly, since the FL of the sample EF
SA is different from that of the spectrometer EF

SP, the BEs for core-level peaks referenced to
the spectrometer “0 eV” level are off by the difference between sample and spectrometer work functions SP SA. Hence, in contrast
to the case of good electrical contact and FL alignment, any change in sample work function affects the core-level BE. On a related
note, there is no contact potential difference, hence =E Ekin

SA
kin
SP.

The situation depicted in Fig. 19(b) is in general not considered as one tends to divide all XPS samples into two categories: (a)
good conductors exhibiting FL alignment, or (b) poor conductors (insulators) that suffer from the charging phenomena (see Section
2.7.2). In fact, the former can only be verified for samples that possess significant DOS at the FL (Fermi level cut-off), which allows for
a direct assessment of the EF

SA position with respect to EF
SP (established during calibration, see Section 3.2). In all other cases, the FL

alignment is assumed to take place if the obtained results do not deviate substantially from the literature or tabulated data, which is a
matter of subjective judgement. The qualification to the second category (samples prone to charging) is typically made based on the
comparison of recorded BEs to tabulated values, if the charging is not so dramatic that no spectra can be obtained. Interestingly, the
case of bad (or no) electrical contact at the sample/spectrometer interface can be easily detected only if >SP SA and the sample
possesses a well-defined FL cut-off (cf. Fig. 19(b)), as this situation results in a non-zero DOS above the FL of the spectrometer EF

SP. If
<SP SA and/or if no FL cut-off exists, a lack of proper electrical contact to the spectrometer will remain unrevealed.

3.2. Calibration of the binding energy scale

The accurate determination of BEs from an XPS spectrum requires proper calibration of the energy scale. The procedure,
nowadays an ISO standard [5], relies on measuring the positions of Au 4f7/2, Cu 2p3/2, and Ag 3d5/2 core-level peaks from metal foils,
previously sputter-cleaned in order to remove surface contaminants [90]. Comparison to standardized values allows one to verify the
necessary compensation and linearity of the BE scale. Details of how the BE scale is corrected depend on the instrument and are
typically supplied by the manufacturer. The whole procedure is ideally done prior to a sample analysis and repeated on a regular
basis to correct for errors that accumulate with time. In addition to core-levels, one may also use the lowest BE portion of valence-
band spectra for Cu, Ag, and Au in the vicinity of the FL where the density of states exhibits a well-defined cut-off at a position
corresponding to the Fermi energy, which defines the natural “0 eV” on the BE scale. While other metals could be used for this test,
they typically require consideration of the DOS in the vicinity of the FL.

For the sake of this review article, it is very important to make a clear distinction between BE scale calibration as described above
and charge referencing. The latter procedure is necessary for non-conducting samples, which tend to acquire positive potential during
measurement (see Section 2.7.2) that directly lowers the photoelectron kinetic energy and, hence, leads to the apparent shift of
measured BEs towards higher values. Often, the charge built up at the surface is so severe that one has to replenish the negative
charge loss (e.g., by using an electron flood gun). While this procedure allows for spectral acquisition, it does not guarantee that the
surface is electrically neutral, i.e., under or over-compensation is most often the case. It is thus necessary to find a means for
estimating the amount by which core-level peaks are shifted from their neutral positions, so that the spectra can be corrected “by
hand” after the measurement is completed. For this purpose, one can use a well-known standard that is part of the sample being
measured. Different approaches have been tried over the years, where the most common ones employ the C 1s line of AdC as it is
present on all samples in one form or another.

The distinction between BE-scale calibration performed prior to XPS analyses using standardized samples and a charge-calibration
procedure based on carbon contamination accumulated on the sample of interest has typically not been elaborated on back in the
early days of XPS, where both methods were considered more or less equivalent [91]. This is perhaps the reason why there is still a
great deal of confusion among XPS practitioners when it comes to the BE scale calibration as we discuss in more detail in Section 4.

3.3. Alternative approaches to binding energy referencing for non-conducting samples

3.3.1. Noble metal decoration
To solve the problem of a missing BE reference in the case of non-conducting samples, often a small amount of Au (or other noble

metal) is deposited in situ directly onto the sample [92–96]. Hnatowich et al. [92] showed that such prepared metal deposits come
into electrical equilibrium with the surface of an insulating sample and can thus be used to monitor the charging state by comparing
the measured BEs of noble metal peaks to those from metal samples in contact with the spectrometer. Apart from complications
arising from the need for a deposition source, additional problems are introduced because the BE of Au atoms depends on the size of
Au clusters [97,98]. Hence, a continuous film is required, which for many materials with significant surface roughness may imply
severe damping of XPS signals from the sample and impractically long spectra acquisition times.

A somewhat more advanced approach, referred to as “biased referencing”, was suggested in 1976 by Stephenson et al. [99]. In
this case a gold dot is deposited onto an insulating surface that is subsequently exposed to an electron flux at a potential of 10 V to
allow Fermi level alignment between the insulator and the gold dot and, hence, obtain a reliable reference level. The method was
thoroughly tested by Edgell et al. [100] who investigated three different scenarios employing metal dots evaporated onto Cu and
silica substrates: (1) in good electrical contact to each other and to the spectrometer; (2) electrically isolated from each other, and not
in contact with the spectrometer; (3) not in contact with the spectrometer, but in contact with each other. By measuring positions of
primary core-levels signals as a function of bias while exposed to a flood gun, the authors concluded that the bias referencing method
works rather well, however, extracted BEs depend on the work function of the involved materials. An additional limitation is that the
measured binding energies of metals either deposited on the surface of, or embedded in, the insulators depend upon whether the
metals are in ohmic contact with each other or not. A very interesting observation was also made, that the surface potential may vary
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in course of a single XPS measurement due to electric field penetration from the analyzer entrance grids [100]. As the retarding
potential is scanned during spectra acquisition, electrons with significantly different BE experience different surface potential. This
may show up as a BE difference between two lines of the same element, e.g., Au 4f7/2 and Au 3d5/2 of Au dots evaporated onto an
insulating sample, is different from that obtained for metallic Au samples.

3.3.2. Intentionally deposited organic layers [101,85]
An original solution for BE referencing was proposed by Vesely et al. [102]. The authors added an additional term to Eq. (9) to

account for possible sample charging

= +E h E ( )B
F

kin
SP

SP (10)

and measured the sum +SP for each analyzed sample by comparing the position of the C 1s peak from carbon soot overlayers
deposited on purpose from a candle flame to the value of 283.8 eV, which was a previously reported BE for carbon prepared in a
similar way. The difference was then assigned to +SP and the measured C 1s BE was corrected by the corresponding amount to
serve as the absolute reference for aligning core-level lines from the sample. The procedure was applied under the assumption that
charging in the C overlayer is the same as in the sample and was found to work very well for their analyzed samples: the reported
deviation in peak positions was estimated to be only ±0.2 eV.

3.3.3. Implanted noble gas atoms
Another attempt to solve the BE reference impasse is based on using core-level lines of implanted noble gas atoms [103,104]. With

an incident energy in the range 1–5 keV, the implantation depth largely overlaps with the XPS probing depth making this approach
especially interesting. In contrast to the technique based on noble metal deposition, there is no risk for attenuation of the specimen
signals. The method, however, has shortcomings; Pelisson-Schecker et al. used XPS to analyze a series of Al-Si-N samples deposited by
magnetron sputtering [134]. They found that the BE of the Ar 2p3/2 peak for implanted Ar atoms shifts with varying Si content with
respect to that of Au 4f7/2 peaks from deposited Au clusters by as much as 1 eV, which is associated with a rapid increase in the
concentration of trapped Ar atoms. This result was supported by the change in the Ar Auger parameter, calculated as the sum of the
kinetic energy of the Ar(LMM) Auger line and the binding energy of the Ar 2p3/2 peak, and interpreted in terms of preferential Ar
location at grain boundaries resulting in large chemical shifts. Strictly speaking, effects of this type do not qualify as chemical shifts as
there is obviously no new bond formation involving Ar atoms, while the Au and Si peaks may be affected by their mutual phase
solubility and tendency of Au to promote oxidation of Si. One should also consider that conductivity in the phase where Ar is being
implanted may very well be a function of the Ar concentration. The actual implantation of Ar can also give rise to forward sputtering
and Frenkel pair formation, where the resulting lattice point defects may affect the bonding signatures of the studied material.
Nevertheless, this example shows that the noble character of implanted atoms does not guarantee constant binding energy of the
associated core-level peaks, hence they cab not serve as a reliable BE reference.

3.3.4. Auger parameter
The method presented in this section is different from the other referencing techniques discussed in this review in that it does not

involve BE scale calibration of any kind. It does, however, serve the purpose of chemical state identification, which is the ultimate
goal of any XPS analyses.

With the aim of improving the accuracy of chemical-state determination, Wagner et al. advocated back in the 70s and 80s for the
use of Auger transitions [105]. As a matter of fact chemical shifts for Auger lines are often greater than those of the equivalent
photoelectron peaks [106]. Authors argued that due to different chemical shifts of Auger and photoelectron lines recorded from the
same element, the difference between the Auger and the photoelectron kinetic energies of the most prominent lines E Ekin

A
kin
P

constitutes a unique property of a given chemical state, denoted as the Auger parameter α. As the influence of surface charging tends
to be the same for both Auger and photoelectron peaks, the Auger parameter is independent of the charging state of the sample,
unlike either of the signals alone [107,108]. Later, to eliminate the dependency of α on the source energy as well as the possibility of
negative α values, Wagner et al. introduced the modified Auger parameter α' by adding the kinetic energy of the Auger electron to the
binding energy of the photoelectron [109]

= +E Ekin
A

B
P' (11)

which can be rewritten by using Eq. (3) as

= + h .' (12)

The immunity of the Auger parameter from charging-induced spectral displacements may be very useful in systems where Auger
transitions of significant intensity can be observed [110,111]. A disadvantage, however, is that the available data base is limited as
compared to that for photoelectron lines alone [112], hence identification of the chemical state by referring to tabulated values is
often not possible. A further complication is that the Auger lines often have complex envelopes and are characterized by greater
linewidths (even more so for samples prone to charging), both making the resolution of multiple chemical states cumbersome, if not
impossible. An additional problem arises for inhomogeneous samples, which exhibit differences either in charging state or in the
chemical state as a function of depth. In such cases, different probing depths typically associated with Auger and photoelectron peaks
prevent meaningful analyses. These are probably the reasons behind the relatively low popularity of this method; the overall trend in
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the number of papers using the Auger parameter plotted in Fig. 20 indicates that the technique has shown an increasing recognition
up to the mid-90s after which a clear decay is observed. Publications employing the Auger parameter technique never accounted for
more than 2.5% of the total XPS annual publication volume (cf. blue curve in Fig. 20), and this number exhibits a continuous decay
since 1990 to the present negligibly small value of 0.05%.

4. Referencing to the C 1s peak of AdC

It is difficult to overestimate the importance of the C 1s spectra in XPS. The C 1s core-level spectrum of a ethyl trifluoroacetate
[59], better known to XPS experts as the “ESCA molecule” [62], is the most prominent example of chemical shifts. Not less important
is the ability offered by the C 1s peak to distinguish a subtle difference between graphitic (sp2-) and diamond (sp3-hybridized) C
atoms in diamond-like carbon (DLC) thin-film coatings widely used in industrial applications [113]. XPS of the C 1s peak is also a
basic tool for polymer chemistry [114], and more recently in the blooming science of graphene [115–118]. Apart from these pro-
minent examples, C 1s has made a spectacular career in BE referencing – mostly due to the fact that thin C contamination layers, in
the form of so-called adventitious carbon are present on all surfaces analyzed in XPS that have been previously exposed to the
atmosphere [4]. In this section, we review the method with emphasis on crucial issues like the origin of AdC and the BE of the C 1s
peak from AdC. This is followed by a summary of the criticism directed towards this technique over the years. We end with a
presentation of the status quo, which is based on an extensive literature survey.

4.1. A conventional method

The use of AdC for BE referencing is as old as XPS itself. The technique is described in the seminal book by Siegbahn et al. [4],
which laid the basis for XPS applications in materials science and chemistry, and is by far the most common method for calibration of
the BE scale. The common occurrence of AdC is a primary reason for the great popularity of this technique, which unlike essentially
all other referencing methods summarized in Section 3.3, does not require any extra efforts in terms of sample preparation. The ISO
19318:2004 and ASTM E1523-15 guides recommend setting the CeC/CeH component of the measured C 1s spectrum of AdC at
284.6 to 285.0 eV and applying a corresponding shift to all other spectra [6,7]. It is, however, stated that: “A significant disadvantage of
this method lies in the uncertainty of the true nature of the carbon and the appropriate reference values which, as reported in the literature,
have a wide range from 284.6 eV to 285.2 eV for the C 1s electrons from hydrocarbon and graphitic carbon.[…]”. Adding gravity to the
situation, our literature survey revealed that to calibrate the BE scale the CeC/CeH peak of AdC is deliberately set in the BE range
from 284.0 to 285.6 eV [1], which is significantly broader than that recommended by ISO and ASTM.

Both charge-referencing guides list important conditions upon which the specified BE range is valid: “This reference energy is based
on the assumption that the carbon is in the form of a hydrocarbon or graphite and that other carbon species either are not present or can be
distinguished from this peak.” [6,7], and “With coverage of less than one monolayer of adventitious carbon, the C 1s binding energy sometimes
decreases. The carbon binding energy may also shift as a consequence of ion sputtering” [7]. It is recommended that: “… the reference
binding energy (and peak FWHM) should be determined on the user’s own spectrometer for specimens with a similar carbon coverage. Ideally,
this measurement should be carried out on a non-charging substrate similar in its chemical and physical properties to the material to be
analyzed and covered by only a thin, uniform contamination layer (that is, of the order of a monolayer)” [7].

Thus, there is an inherent degree of uncertainty and caution explicitly expressed in the description of the C 1s method. Moreover,
it is implicitly assumed that the electrical potential in the AdC layer is the same as in the actual specimen it accumulates on, hence the
fact that AdC is external to the analyzed sample is neglected. This motivates us to consider what constitutes AdC and its many possible
varieties.
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Fig. 20. Annual number of publications related to the Auger parameter (red bars) and its share in the total XPS publication volume (blue curve)
since the invention of the technique. The search was performed in June 2018 with a Scopus data base and subject fields “XPS” and “Auger
parameter”.
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4.2. The origin of AdC

Adventitious carbon accompanied XPS essentially from the very beginning. In the ESCA book Siegbahn and co-workers stated:
“[…] we have found the carbon 1s line from the pump oil ideally suited for use as a calibration line. In fact, there is usually no difficulty in
distinguishing this line from the rest of the spectrum since its relative intensity increases with time.” [4]. Interestingly, this definitive and ad
hoc assignment of AdC to diffusion pump oil was not backed up with any attempt of chemical identification, but rather based on the
author's intuition. The possibility of AdC accumulating on samples during air exposure was not acknowledged at that time. Instead,
the spectrometer itself was considered the main source of C contamination: another potential source, often mentioned by the Uppsala
group, was O-ring grease [119]. This exclusive origin of AdC was questioned by Hnatowich et al. [92] and Dianis et al. [120]. Both
groups pointed out that contamination introduced by sample handling may also contribute to the observed C 1s signal. The former
group in fact went much further by pointing out that the use of substances of unknown and potentially varying composition for
energy referencing is a highly questionable procedure, especially because the electrical equilibrium between adventitious carbon and
specimen was not demonstrated. The possibility of carbon contamination originating from sources other than pump oil was also
considered by Clark et al. [101], who suggested that the AdC may already be present on the samples prior to insertion into the
spectrometer. This statement, today largely forgotten or little acknowledged, represents a major conceptual shift, as it had not
previously been recognized that, in fact, AdC adsorbs on all air-exposed surfaces. In addition, the authors made a key observation that
the majority of the hydrocarbon ending up on the samples in a vacuum system originates from the cap covering the Mg Kα source,
which heated up during measurement leading to desorption of hydrocarbon species. Water-cooling of the cap significantly reduced
the hydrocarbon buildup rate, which allowed for longer studies under continuous X-ray irradiation without the loss of signal intensity
caused by attenuation in the adsorbed hydrocarbon layer. This evidence disproved diffusion pump oil as the dominant source of AdC
contamination, at least in the instrument used by Clark et al.

In the early days of XPS, the high rate of hydrocarbon accumulation on the sample surface in vacuum was severely limiting signal
intensities due to the short photoelectron mean free paths [32], often preventing analyses of samples that required longer spectra
acquisition times. To visualize how serious a problem caused by AdC was, we compare in Fig. 21 C 1s spectra recorded from the third
row transition metal (TM) carbides (HfC, TaC, and WC) by Ramqvist et al. [119] in 1969 and the corresponding spectra acquired on a
state-of-the-art instrument of today [11]. For a fair comparison, all samples are in the as-received state. Apart from the evident

C 1s
HfC

TaC

WC

Fig. 21. Set of C 1s spectra recorded from the third-row transition metal carbides (HfC, TaC, and WC, shown as black curves) adapted from Ref.
[119] plotted together with the corresponding spectra acquired on a state-of-the-art instrument of today (red curves) [Author's original work]. For a
fair comparison, all samples are in the as-received state.
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improvement in the energy resolution that took place over the last 50 years, evidenced by dramatically reduced FWHM of the carbide
peaks, the early spectra are obscured by intense C 1s signals from the adventitious carbon that completely dominated the signal from
carbide samples, making the correct BE determination of carbide lines rather difficult.

The problems associated with adventitious carbon built up on surfaces subjected to XPS analyses resulted in many papers studying
the phenomenon. Brandt et al. [121] observed, while performing measurements in an instrument employing a Mg Kα source, that a
one-hour acquisition time made the Au 4f and C 1s signals from a solid Au sample change only slightly while for MgO, a large
decrease of the Mg 2s and O 1s peak intensities accompanied by an increase in the C 1s signal was noted. Similar results were
obtained for other insulators including sodium halides, various polymers, and metal oxides which allowed the authors to conclude
that AdC builds faster on insulating samples than on conductors. Two explanations were offered [121], where the first suggests that
adsorbed hydrocarbons undergo pyrolyzation to carbonaceous material. Due to the higher heat conductivity of metals, their surfaces
remain cooler for a longer time, which should explain the lower rate of AdC build up. The second, and more likely possibility is that
difficulty to neutralize core holes on insulators makes such surfaces more chemically active resulting in higher sticking coefficient for
all residual gas molecules. Hence, Brandt et al. [121] advised maintaining good vacuum and the use of low-energy electron sources.
With prevailing adventitious carbon layer formation, associated problems with quantification of the XPS signals of the substrate, may
be leveraged by applying a correction for signal loss due to AdC growth [122] or by using dedicated in situ techniques for removing
hydrocarbons prior to XPS analyzes [123].

Rather amazingly, given the enormous popularity of BE referencing with AdC layers, the C 1s spectra itself is almost never
reported. This situation prevents identification of the involved chemical species. There is only one study by Barr et al. that explicitly
addresses the nature of AdC [124], and offers very relevant and original comments. First, authors pointed out that AdC species are
typically not chemically reacting with the underlying substrates, hence the process of AdC deposition can be classified as physi-
sorption. By comparing the recorded AdC C 1s spectra to the reference measurements performed on graphitic materials and hy-
drocarbon polymers such as polyethylene, they came to the conclusion that AdC consists predominantly of polymeric hydrocarbon
species (CeC/CeH), together with a minor component (10–30%) due to carbon oxides containing CeOeC and OeC]O groups. The
presence of graphitic units was excluded based on the lack of characteristic π→ π transition in the region between 290 and 292 eV
[125].

To summarize this section, it is worth emphasizing that the construction of the spectrometer including possible cooling systems,
distance between the sample and the X-ray source, and the type of pumping system used, could directly impact on the type of
accumulating AdC. Thus, it has to be recognized that the nature of carbon contamination is very likely a function of the technology
development (e.g., introduction of oil-free pumps and/or overall transfer to UHV), which adds another dimension to this already
complex subject. Nevertheless, it is quite embarrassing to the field that apart from the single study by Barr et al. which appeared in
1995, no other groups have addressed the issue of AdC chemical composition, despite the fact that thousands of publications have
used the C 1s peak of AdC for BE referencing. We elaborate more on the issue of AdC chemical composition in Section 5.1 below.

4.3. Binding energy of the C 1s peak from AdC

Perhaps the largest confusion related to the use of the C 1s peak of AdC as the BE reference is caused by the lack of a unique BE
value associated with this line. Evolution of the range of reported C 1s BEs of AdC over the years is plotted in Fig. 22, which is based
on our literature survey. Due to the overwhelming number of XPS papers the data set used to create this plot is certainly not complete,
hence the BE spread shown is likely underestimated. Nevertheless, even the limited data set shown in Fig. 22 indicates a disturbing
trend over last 50 years. The originally introduced value of 285.0 eV used by the Uppsala group lasted for only a few years. Soon after,
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other laboratories reported certain deviations, which were all, however, within the error bars of what instruments available at that
time could deliver. In the latest review on this subject published in 1982, Swift summarized that C1s has been set in the range from
284.6 to 285.2 eV [126]. This means that the uncertainty as to the C 1s peak position has increased 2.6 times during the last 3
decades. A contributing factor may be the strong increase in the popularity of XPS, reflected by a continued increase in the number of
published papers (see Fig. 1), which along with obvious benefits brings also a risk for improper applications of the technique.
Correspondingly, user communities settled around certain C 1s BE values, as can be seen from the here-cited references (see Section
4.5).

Interestingly, although AdC was used for calibration by the Uppsala group, no particular BE value was assigned to the C 1s peak
which was presented, as all other spectra, as a function of kinetic energy. Historically, the first published value for the BE of the C 1s
peak, although not in the context of BE referencing, was 283.8 eV obtained by Hagström et al. [127], from amorphous C layers
prepared by sooting the Al backing in a candle flame. The same value is also given in the review paper by Bearden and Burr [128]. In
Ref. [119], the C 1s spectra from transition metal carbide samples were aligned to the C 1s peak of adventitious carbon set at
285.0 eV. It was however, not clarified how this particular value was determined.

The first reported measurement of the C 1s BE from adventitious carbon was done by Malmsten et al. [129] who analyzed Pm
specimens with Al, Cu, and Mo Kα X-rays using absolute calibration techniques. They obtained 285.0±0.4 eV. About the same time,
Gelius et al. performed extensive XPS studies of carbon-containing compounds to determine the C 1s BE of C atoms in various
chemical environments [130], in which all core-level BEs were given to the reference hydrocarbon value of 285.0 eV. Hence, in these
early days of XPS, the notion of a constant BE of C 1s peak from adventitious carbon seemed well proven leading to the common use
of the related BE calibration method. The myth of the C 1s peak at 285.0 eV was born.

In many early works, the binding energy of C 1s electrons from hydrocarbons was believed to be constant irrespective of whether
the species were adsorbates or an inherent part of the sample. This belief was reflected in the study by Lindberg et al. [131] who
wrote “The spectra were calibrated by reference to the C ls line from the sample. When carbon was part of the molecule it contributed the main
part of the spectrum. When powder samples were studied a contribution from the hydrocarbon layer, which formed on the sample surface was
also obtained”. This lack of clear distinction between the origin of hydrocarbons started a prevailing confusion with the BE referencing
relying on the C 1s peak.

The first small deviations from the 285.0 eV value, e.g., 284.8 eV published by Schön et al. in 1973 [132], were all well within the
experimental error of ±0.4 eV. In a rather extensive test of major referencing techniques available at that time, Dianis et al.[120]
concluded that the C 1s peak of AdC accumulated on MoO3 and Pt surfaces does not appear at 285.0 eV. One of the earliest values for
the C 1s BE of AdC in the context of referencing which deviated significantly from 285.0 eV was 284.6 eV reported by Wagner et al.
for residual hydrocarbon accumulated on abraded copper and gold [109]. In 1980, Bird et al. analyzed the C 1s peak for AdC
accumulating on noble metals as well as on oxidized surfaces [133]. They concluded that, in the first group, the C 1s peak was present
at 284.7 eV, while the second group exhibited significantly higher values extending to 285. 6 eV. This result put in doubt the sup-
posed constancy of the C 1s BE and resulted in serious concerns for the use of this line for BE referencing, especially that it is the
category of insulating samples (oxidized surfaces), where the C 1s BE referencing is needed due to problems with charging. In
accordance, the same authors reported that the repeatability of the results was worse than for metallic substrates [133].

In the years leading into the 90s, the uncertainties related to the use of the C 1s peak of AdC for correcting the BE scale
accumulated and numerous recent examples indicate that the problem remains unresolved [134,135]. Crist in his “Handbooks of
Monochromatic XPS Spectra” published in 1999 summarized C 1s BEs for a range of samples with native oxides as well as after in situ
Ar+-ion etch [136]. He found that the position of the C 1s peak varies from 284.5 eV for Re to 286.7 eV for Y on the “as received”
samples. For ion-etched specimens left in the UHV system for more than 14 h to allow the surfaces to accumulate a new layer of AdC
contamination that originated from the residual gases, the C 1s peak varied from 284.2 eV for Pd and Te to 286.7 eV for Y. Hence,
independently of the surface state, variation in the position of the C 1s peak which is supposed to serve the purpose of BE reference,
exceeded 2 eV, which is significantly larger than typical chemical shifts. Again, similar to his predecessors, Crist warned for possible
consequences in XPS data analysis: “The various ranges in the hydrocarbon C 1s BE reported in this section are large enough that the XPS
analyst can easily make a wrong assignment of chemical state to a chemical group or species that is part of a non-conductive material. The
numerical data-banks that exist now most likely suffer from each of these fundamental problems and limitations”. Unfortunately, these alerts
did not make the intended impact on the common practice, as revealed by our literature survey discussed above.

Detailed investigations performed in our laboratory for an extensive set of samples revealed that the BE of C 1s peak of AdC can
vary by as much as 2.6 eV [137,138]. More importantly, we established that the BE of C 1s peak EB

F is steered by the sample work
function SA in such a way that the sum EB

F + SA remains constant. This result implies that, contrary to the ad hoc assumption made
back in the 60s, there is no common Fermi level at the interface between an AdC layer and the actual sample. Instead, the energy
levels of the AdC layer align to the vacuum level, which is the natural reference level for gas-phase photoelectron spectroscopy. Such
a situation is typically encountered for weakly-interacting systems, where charge transfer across the interface does not takes place.
Hence, the conventional BE referencing method relying on the C 1s peak is not reliable, which remains in distinct contrast with its
enormous popularity. These results are discussed in more detail in Section 5, before a remedy for BE referencing based on AdC for
conducting samples is proposed.

4.4. Criticism

After the proposal by Siegbahn et al. [4] to use the C 1s peak of adventitious carbon as a charge reference, numerous studies have
followed their advice for a number of years [129,131,139,140]. The authors of the present critical review also admit to having
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published studies with insufficiently documented choice of the BE reference. The first criticism to the C 1s BE referencing method was
raised in 1970 by Nordberg et al. [141] who suggested that the C 1s BE can be affected by the polarization of the thin layer and
concluded that mixing two samples together to measure relative chemical shifts or mixing a sample with a reference such as graphite
may give better results.

More serious doubts about the referencing of XPS spectra to the C 1s signal of AdC were expressed by Hnatowich et al. [92], who
questioned the origin and chemical composition of the AdC layer. Other authors pointed out that such thin overlayers not necessarily
need to be in electrical equilibrium with the specimen and, hence, their use for BE scale calibration is a precarious procedure.
Correspondingly, Dianis et al. [120] concluded that the C 1s BE for AdC is highly uncertain and cannot be used for reference purposes.
They also pointed out that C can react on catalytically active surfaces which adds to confusion as: “… the interaction of the vapor with
the active surface might shift the binding energy of the carbon. Therefore, one cannot be certain that one is looking at the same type of carbon
every time.”

As the result of criticism that followed in the early 70s in the review of XPS calibration methods, Johansson et al. wrote that
“Although different experiments have given the same C 1s binding energy, there have been objections to this procedure, since the contamination
has not been fully identified” [91].

Objections to the method did not stop at that. In 1976 the claim of constant BE of the C 1s peak was questioned by Kinoshita et al.
[142] who studied adventitious carbon adsorbed on an in situ deposited Au surface and concluded that “[…] the energy of the C 1s peak
of contamination carbon adsorbed on metal surface can vary depending on the amount of adsorption, consequently its use as the reference of
energy calibration seems to be dubious in some cases, especially for metallic samples.” Later it also became clear that it varies with the
thickness of the hydrocarbon layer [143].

In the review of literature specifically devoted to the C 1s referencing method published in 1982, Swift indicated some doubts
already in the title “Adventitious Carbon-The Panacea for Energy Referencing?”, and concluded with more explicit concerns: “although
the use of C 1s electrons from adventitious carbon layers is often a convenient method of energy referencing, interpretation of binding energy
data obtained should be treated with caution” [126]. Clearly, this did not prevent the enormous popularity of the C 1s referencing and
only occasionally related problems were reported. For example, referencing to the C 1s of AdC led to inconsistent results in studies of
oxide growth on Al-Si alloys [144]. The authors concluded that specific experimental conditions (heat treatment, presence of the
substrate) caused catalytic cracking and oxidation of the AdC layer. Similar conclusions as to the limited applicability of the C 1s BE
referencing were drawn by Peplinski et al. who used XPS to study Cu-Zn-Al oxide catalysts [145]. To resolve the problem, referencing
to the native O 1s signal was used instead. In another study, Gross et al. showed that the Au 4f signal from colloidal gold particles
deliberately deposited on amorphous SiO2 provides more reliable BE reference than C 1s [146]. A more recent example is the work of
Jacquemin et al. [135], who showed that the BE of adventitious carbon accumulating on Pd/SiO2-Al2O3 catalysts samples depends on
the Si/Al ratios. The issue of correct referencing of XPS spectra thus remains largely unresolved.

One of the top-cited papers employing the XPS technique to study iron oxides reports on problems associated with the C 1s
referencing method [147]. The authors found the C 1s peak of AdC to be shifting between 284.6 and 285.3 eV depending on the
sample and concluded that the C 1s peak is not a suitable reference for unknown reasons. In a similar manner, Biesinger et al. admit in
their highly-cited paper devoted to XPS analysis of the first row transition metals, oxides, and hydroxides that “Experience with
numerous conducting samples and a routinely calibrated instrument has shown that the non-charge corrected C 1s signal generally ranges from
284.7 eV to as high as 285.2 eV” [148].

Doubts with the AdC referencing method are also reflected in the description of this technique provided in the ISO and ASTM
reference guides for charge control and correction (see Section 4.1) [6,7]. The main disadvantage mentioned in both documents is the
wide range of reported C 1s BE values and the uncertainty as to the true nature of the AdC species.

In view of the XPS publications from over 50 years, it is highly disturbing that the C 1s method has remained so popular. While it
can be to some extent understood that the poor energy resolution in the early XPS days (see e.g., data by Ramqvist et al. included in
Fig. 21) potentially prevented realization that the BE of AdC C 1s peak is not constant, it is beyond comprehension why this fact, once
reported, did not disprove the applicability of this approach among peers and journal editors alike. A poor explanation for this status
quo is that no good alternatives exist. This, however, should not be used as an excuse to continue with a method that is highly
questionable. We hope it stops at this juncture.

4.5. Status Quo Ante

Our survey of the XPS literature covering the last 20 years reveals that the majority of XPS-related papers used C 1s of AdC as the
BE reference, while, as alarmingly, the remaining papers lack information about any referencing method used at all. This situation is
disturbing since doubts to the C 1s referencing have been pointed out as early as 1970. The origin and the chemical nature of AdC are
rarely considered, and essentially never reported in connection with use of the C 1s peak as the reference. In addition, it is unclear
what a “correct” BE of the C 1s peak would be.

Perhaps even more worrying is the fact that among papers that use the C 1s referencing, the applied procedure differs greatly
between labs to an extent that calls into question any meaningful comparison of the obtained results. This is illustrated in Table 1,
where selected quotations from experimental sections of XPS papers are presented [149–165], including the relevant passage from
the article written by the authors of this review back in 2012 [149]. There are three apparent inconsistencies, which are color-coded
to facilitate comparison: (green) contamination species used for referencing, (red) how the method is applied, and (blue) which BE is
used for the C 1s peak.

First of all, that there is no apparent consensus as to the nature of the carbon species that are used for referencing. Apart from the
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general term “adventitious carbon”, some groups are more specific and call the contamination graphitic or aliphatic carbon
[147,161], while others write about hydrocarbons [155,157,162]. These statements are, however, not grounded by means of proper
chemical analysis of surface species, but rather assumptions based on earlier literature claims by others. The task of chemical
identification is certainly not easy due to the small chemical shift between sp2 and sp3-bonded carbon [166,167], nevertheless this
effort is essentially never undertaken. The C 1s spectra are published only if they contain contributions from the primary material to
be analyzed. Hence, in general, referencing is performed using the C 1s signal from an unknown compound, indicating that nothing has
changed since the original criticism by Johansson et al. in 1973 [91]. There is also a large group of authors who do not name the
carbon contamination at all. Instead, terms “C 1s peak” or “C 1s spectrum” are used quite interchangeably, which is not correct as

Table 1
Selection of quotations from experimental sections of XPS papers revealing the apparent inconsistencies, which are
color-coded to facilitate comparison: (green) contamination species used for referencing, (red) how the method is
applied, and (blue) which BE is used for the C 1s peak.
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there are typically many components present in the AdC spectrum. No less disturbing are numerous adjectives like “uncharged AdC”
[152] or “neutral AdC” [163] which are completely unjustified, as the charging state of the sample cannot be known a priori.

Secondly, based on the summary presented in Table 1, there is no common agreement upon how the C 1s peak of AdC is actually
employed (see the red-marked text). Terms like “calibration”, “referencing” and “correcting” are used quite frequently in the context
of the linear rigid shift applied to the binding energy scale after the measurement, in order to account for the surface charging
potential. In some cases, however, there is a serious doubt as to what was actually done. For example, the BE can be “normalized to the
C 1s” [151], or “set by fixing the C 1s component” [155]. Similarly confusing are also C 1s peak statements such as “taken as a
standard” [153], “adjusted” [157], or “set” [165]. Presumably, all authors mean the same procedure, nevertheless improper or
inadequate description further undermines the already ill-defined method. In general, terms like “calibration” and “referencing” have
been used interchangeably while discussing the C 1s method based on AdC since the early days. Strictly speaking, the former should
only be applied when dealing with a procedure employing well-defined standard samples such as sputter-cleaned Au, Ag, or Cu foils
to measure characteristic lines and, based on comparison to recommended values [5], to adjust the instrument parameters resulting
in correct representation of binding energies (see Section 3.2). In contrast, “referencing” or “charge referencing” means that an
unknown sample is measured and a rigid shift is applied to all acquired spectra with the magnitude determined by comparison of
recorded peak positions to literature values. Hence, the aim of “calibration” is to confirm that a spectrometer works correctly and
such procedure should be performed on regular bases, while “referencing” serves the purpose of chemical-state identification of the
unknown samples.

The third, and perhaps most striking issue, is the large spread in the BE values assigned to the C 1s peak (see blue-coded text in
Table 1). Among the examples listed in the table, the C 1s peak is set anywhere between 284.0 and 285.6 eV (here we excluded the
two extreme values of 283.0 (Ref. [168]) and unthinkable 298.8 eV (Ref. [169]), which appeared in the literature survey). Hence, the
initial confusion as to the correct BE of the C 1s peak of AdC that was triggered back in the early days of XPS, as described in the
previous section, has not only persisted throughout all these years, but developed to the point which puts in question the whole
method. The trend is definitely negative: uncertainty as to the BE of the C 1s of AdC BE has grown significantly since 1982, when the
last review was published [126], as indicated in Fig. 22. This serious inconsistency contradicts the notion of a BE reference, which per
definition should be based on one unique value (as was originally intended in Ref. [4]). The arbitrary character of the method easily
accounts for the large spread of reported BE values for the same chemical species (see examples above).

In addition, numerous papers use referencing to the C 1s signal of AdC although they are dealing with materials that are well-
conducting, which calls for more reliable methods like referring to metal peaks or to the FL cut-off.

5. Critique: C 1s referencing revisited

Faced by ambiguities of the BE referencing based on the C 1s peak of AdC outlined in the previous section, we set out to test the
basic assumptions behind this method by performing consistent studies involving a wide range of metal, nitride, carbide, boride,
oxide, and oxynitride thin film samples [137,138]. Measurements were conducted in the same instrument under similar experimental
conditions on samples that were exposed to the atmosphere for time periods ranging from just a few minutes to several years.

Adhering to the virtue of reporting the employed analysis conditions such that others may repeat or challenge the study, we state
the experimental details here. An Axis Ultra DLD instrument from Kratos Analytical with a base pressure during operation better than
1.1×10-9 Torr (1.5× 10-7 Pa) achieved by a combination of turbomolecular and ion pumps, was used to acquire core-level XPS
spectra from samples in the as-received state, unless otherwise stated. Residual gas analysis revealed that the main background gases
were: H2O (46%), CO2 (30%), and CO/N2 (24%). The excitation source was monochromatized Al Kα radiation (hν =1486.60 eV)
from the water-cooled anode operated at 150W. Work function SA measurements by ultraviolet photoelectron spectroscopy (UPS)
were performed in the same instrument with unmonochromatized He I radiation (hν =21.22 eV), immediately after XPS analyses,
employing the standard procedure in which SA is assessed from the secondary-electron cutoff energy in the He I UPS spectra
[170,171], with an accuracy of ±0.05 eV. The calibration of the binding energy scale was confirmed by examining sputter-cleaned
Au, Ag, and Cu samples according to the recommended ISO standards for monochromatic Al Kα sources that place Au 4f7/2, Ag 3d5/2,
and Cu 2p3/2 peaks at 83.96, 368.21, and 932.62 eV, respectively [172,5]. The charge neutralizer was not used in any of the reported
experiments. The results from our experiments are presented in the following sections.

5.1. Expressions of AdC

The Merriam-Webster dictionary defines “adventitious” as: “(1) coming from another source and not inherent or innate, or (2) arising
or occurring sporadically or in other than the usual location.” That brings us to the problem at hand. As revealed in Section 4, the C 1s
peak of adventitious carbon has been widely adopted for charge referencing despite the fact that the chemical identity of the carbon
contamination is not routinely known or studied. The general practice is to assign – without supporting evidence – the main peak of
the C 1s spectra recorded from samples in the as-received state to hydrocarbons or aliphatic carbon. As a consequence, the majority of
published XPS spectra are aligned to a signal originating from an unknown species. Actually, the situation is much worse than that, in
that during the 50-years-long XPS history only one paper [124] specifically addressed the nature of adventitious carbon.

Below, we review the findings from our recent experiments specifically intended to study the origin of AdC as well as its chemical
nature as a function of the environment (laboratory air, high- or ultra-high vacuum), the substrate type, and the exposure time
(varying from minutes to years).

As summarized in Section 4.2, during the early years of the technique AdC was believed to originate from the vacuum system
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itself, while other possible sources like sample handling or air exposure were mentioned at a later stage. In order to address the
controversy regarding the origin of AdC, we performed a series of experiments while carefully tracking the sample history. In
Fig. 23(a)–(d) are shown C 1s, O 1s, Ti 2p, and N 1s spectra recorded from a TiN sample after: (a) one-hour-long pumping from
atmospheric pressure in the fast-entry load-lock chamber of the XPS instrument during which the high vacuum (HV) conditions were
reached (low 10-7 mbar range) with the help of a pumping line consisting of diaphragm and turbomolecular pumps (denoted as “LL”
in the legend of Fig. 23(b)), (b) 30-min-long exposure to the laboratory air (23 °C, 40% RH) followed by the pumping step as in (a),
and (c) one-week-long air exposure followed by the pumping step as in (a). Prior to each exposure, the sample history was reset by
means of Ar+ sputter etching consisting of two steps: 3 min. with 4 keV Ar+ ions after which the incident ion energy was reduced to
0.5 keV for another 10min. to minimize the extent of damage in the surface region (see Section 2.7.1). The core-level spectra after
each cleaning step are included in Fig. 23 for reference. To exclude the potential effect of sample handling, which was mentioned as
one possible reason for AdC build up [92,120], all specimens were left in the sample holders during air exposures such that nothing
except the ambient could come in contact with the analyzed surface.

The C 1s spectra in Fig. 23(a) indicate that both types of exposure, the one in the fast-entry load lock chamber as well as storage in
air, contribute to AdC build up on the TiN surface: all AdC components including CeC/CeH (285.0 eV), CeO (286.5 eV), and
O]CeO (288.5 eV) are observed in both cases. The pronounced difference in the C 1s peak intensity between one week and 30min
ambient exposures indicates that AdC accumulation in air does not saturate on this time scale. The small peak at around 282.0 eV is
due to TiC known to form as a result of Ar+ ion etch [173]. The process of AdC adsorption is accompanied by oxidation of the TiN
surface, as evidenced by the evolution of Ti 2p, N 1s, and O 1s spectra (Fig. 23(b)–(d)) [174], which show oxide and oxynitride
components that become dominant after longer air-exposures. Based on these results, one may conclude that AdC layers present on
samples stored in air for longer periods of time (>1 week) originate mostly from the air exposure. The contribution of species
accumulated inside the vacuum system is minor, for the typical pumping down routines implying the HV exposure times of the order
of one hour. Should the sample be exposed to HV environment for longer periods of time (e.g., over-night pumping), one has to take
into account also that AdC accumulates during that time, and that it may possess a different chemical nature. We consider the case of
prolonged HV exposures below.

To address the effect of the XPS measurement itself (the combined effect of exposure to X-rays and UHV environment), additional
tests during spectra acquisition were performed on the TiN specimen previously exposed to air for a period of one month to ensure
significant thickness of the adsorbed AdC layer. C 1s, O 1s, Ti 2p, and N 1s core-level spectra from the TiN sample were repeatedly
recorded over a time period of nearly 3 h. The time for each acquisition step consisting of three scans of all core-level peaks was
10min. Results shown in Fig. 24 reveal a slight drop in the C 1s intensity with time which is accompanied by an increase in the Ti 2p
and N 1s signals, while O 1s remains constant. This evolution indicates that a small fraction of the AdC species desorbs from the
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Fig. 23. C 1s, O 1s, Ti 2p, and N 1s core-level spectra recorded from a TiN thin film sample after: (“0 min in air+ LL”) 1-h-long pumping from the
atmosphere pressure in the fast-entry load-lock chamber of the XPS instrument, (“30min in air+ LL”) the 30-min-long exposure to the laboratory
air (23 °C, 40% RH) followed by the pumping step in the load lock chamber, and (“week in air+ LL”) the-1-week-long air exposure followed by the
pumping step in the load lock chamber [Author's original work]. The reference spectra after each Ar+ sputter etch step used to reset the sample
history are also shown.
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oxidized TiN surface upon prolonged acquisition, which may be caused by sample heating due to X-ray exposure. Hence, the trend is
rather opposite to that observed in the early days of XPS where carbon contamination building up with time was a serious concern
(see Section 4.2). The implications for our analyses are straightforward: AdC detected at the surface is determined by the sample
history prior to the XPS measurement itself, from synthesis, through storage in air to HV exposure during the pump-down procedure.
On top of these unavoidable factors comes also the potential contribution of sample handling where the surfaces to be analyzed come
in physical contact with other objects (e.g., storage/transport sample boxes or packing material).

After concluding that both air and HV exposures result in the AdC build up, we turn attention to the nature of the chemical species
that adsorb in various environments. For completeness, we also include prolonged exposure to UHV (unlike in the experiment
described above, X-ray irradiation is off). Fig. 25 shows three sets of C 1s, O 1s, N 1s, and F 1s spectra recorded from native Au
surfaces after prolonged (1 day) exposures to (i) ambient air (23 °C, 40% RH), (ii) high vacuum (low 10-7 mbar range), and (iii) UHV
(mid 10-10 mbar range) conditions [175]. To facilitate comparison, all spectra are recorded from one sample that was sputter-cleaned
in between XPS measurements to reset history. The results reveal distinctly different chemical natures of the carbon contamination
layer accumulating on the Au surface. Air-exposure results in a strong CeC/CeH peak and an enhanced intensity of the higher-BE
components in the C 1s spectra, assigned to CeO and OeC]O bonds, likely due to CO and CO2 adsorption. Detailed peak modelling
shown in Fig. 26 for the air-exposed Au sample, employing a Shirley type background [45] and Voigt functions, reveals that a
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Fig. 24. Evolution of normalized C 1s, O 1s, Ti 2p, and N 1s peak intensities recorded from several-months-old TiN specimen as a function of
acquisition time. Each data point is an average of three sweeps. Trends reflect a combined effect of exposure to X-rays and ultra-high vacuum
environment. [Author's original work]
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Fig. 25. Three sets of C 1s, O 1s, N 1s, and F 1s spectra recorded from native Au surfaces after one-day-long exposures to (i) ambient air (23 °C, 40%
RH), (ii) high vacuum (low 10-7 mbar range), and (iii) ultra-high vacuum (UHV, mid 10-10 mbar range) conditions. [Author's original work.]

G. Greczynski and L. Hultman Progress in Materials Science 107 (2020) 100591

28



satisfactory fit can be obtained with these three components. This result is consistent with an intense multi-component O 1s peak (cf.
Fig. 25(b)). In addition, some N is also present at the surface (see N 1s spectra in Fig. 25(c)), hence carbo-nitride formation cannot be
excluded.

In contrast, exposure to HV shows significantly reduced CO and CO2 components in the corresponding C 1s spectrum, consistent
with the observed lowering of the O 1s signal intensity, as compared to the air exposure. The F 1s spectrum (see Fig. 25(d)) shows an
increased intensity, likely indicating that carbon fluorides are forming on the sample surface.

In the case of the Au surface exposed to residual gases in the UHV chamber, the signal due to carbon oxides is minimized and the C
1s spectrum indicates only a CeC/CeH peak with no N, F or O contaminants, within XPS detection limits. Hence, in contrast to the
conditions encountered during the measurements discussed above (see Fig. 24) where sample heating due to X-ray exposure leads to a
small loss of the AdC signal intensity, prolonged exposure to UHV clearly contributes to the buildup of carbon contamination and, as
such, ought to be included in the determination of the chemical nature of AdC.

One can also notice that the BE of the C 1s peak due to CeC/CeH depends on the environment the Au sample has been exposed to.
This effect is treated in more detail in Section 5.2.

From the results shown in Figs. 23–26 and the discussion above, we conclude that the type of environment the sample has been
exposed to prior to XPS measurement, i.e., the sample history, determines what type of species are present on the surface. Because of
this, the first prerequisite for meaningful BE referencing employing the C 1s peak is that the chemical identity of AdC should be
assessed. Hence, all related core-level signals have to be acquired and analyzed, taking into account also the cross-peak correlations.
The latter should be considered in two steps (cf. Section 2.6). First, the requirement of qualitative self-consistency implies that in the
constructed peak model of the compound with the chemical formula AmBn, for the component peak A1 in the spectrum of element A
there is a corresponding peak B1 in the core-level signal of element B. Secondly, quantitative self-consistency requires that the ele-
mental concentrations extracted based upon the A1 and B1 peak areas (assuming sample homogeneity within the probed volume)
correspond to the compound stoichiometry m/n [13]. Only this type of careful analysis gives an opportunity to identify the chemical
nature of the AdC layer, which is a crucial part of meaningful BE referencing.

Another experiment designed to resolve further details of AdC adsorption, complementary to the ones described above, involves
exposure of various types of surfaces to the same environment. Fig. 27(a) and (b) contain C 1s and O 1s spectra recorded from Ti, Mn,
Mo, Y, and Zr surfaces exposed to laboratory air for one day [175]. These are the most representative cases, selected from a much
wider set to illustrate observed differences. To facilitate comparison, all spectra are referenced to the vacuum level (instead of the
commonly used Fermi level), for reasons that are treated in Section 5.2. C 1s spectra are normalized to the intensity of the lowest BE
peak, while O 1s spectra are normalized to the intensities of corresponding C 1s peaks. The results obtained from Au substrates
exposed to UHV are added as a reference to show that lack of O results in the C 1s spectrum which exhibits only hydrocarbon peak.

Our results reveal that carbon is present in several chemical states on every surface analyzed, as evident from the multipeak
nature of both C 1s and O 1s spectra. More importantly, the appearance of both core-level signals differs greatly between the
substrates, revealing that the chemical nature of adsorbing AdC to a large extent depends on the type of substrate. There are four
clearly-defined contributions in the C 1s spectra assigned, in the order of increasing BE, to CeC/CeH, CeO, OeC]O, and C bonded
to three O atoms [176]. The shifts relative to the hydrocarbon peak are 1.51, 3.83, and 4.85 eV for CeO, OeC]O, and CO3 com-
ponents, respectively. The observed variations in the relative peak intensities between spectra recorded from AdC depositing on
various substrates, show spectacular changes in the concentrations of carbonaceous species [175]. For example, in the case of the Mo
sample only CeC/CeH and CeO species are present, with a relatively high population of the latter ones.

In contrast, no CeO component is detected in the C 1s spectrum obtained from AdC adsorbed on the Y surface, in which case the
carbon contamination layer is entirely composed of CeC/CeH, OeC]O, and CO3 fragments. Three types of carbon species are
present for the air-exposed Ti sample: CeC/CeH, CeO, and OeC]O, while Mn is the only surface on which all four carbonaceous
compounds are found. Also spectacular is the appearance of the C 1s spectra of AdC detected on the Zr surface, which, in contrast to
all other spectra in Fig. 27(a), is dominated by the intense OeC]O peak.

All changes in the C 1s spectra are consistent with corresponding evolution of the O 1s signals (see Fig. 27(b)). However, due to
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Fig. 26. XPS peak model of the C 1s spectrum acquired from an Au specimen exposed to ambient air for several months. [Author's original work.]
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the significantly higher FWHM of the O 1s peaks, relative to that of C 1s, not all contributions related to various carbon oxides can be
identified in the O 1s spectra. Nevertheless, in each case the lowest BE contributions are due to metal oxides. The BE of the latter
components follows the trend in the metal electronegativity, which is lowest for Y (1.22 on the Pauling scale) [177] resulting in the
largest charge transfer from metal to O atoms and, in consequence, the lowest BE of the related O 1s peak. This is followed by Zr, Ti,
Mn and finally Mo, which possesses the highest electronegativity of all metals included in this comparison (2.16) [177]. As for the
carbo-oxide portion of the O 1s spectra, CeO is the only peak from the Mo sample, which allows us to identify the O 1s peak at 537 eV
as being due exclusively to the CeO bonds. The highest BE of this component is intuitively expected as the largest charge transfer per
atom (compared to all other carbo-oxide species, which involve more than one O atom and, hence, have to share the charge). Also,
the relatively low intensity of the OeC peak as compared to that obtained from the other surfaces is consistent with the lowest O:C
ratio (1:1). In a similar manner, the O 1s spectrum recorded from the Zr surface can be used to determine the position of the OeC]O
peak, which appears to be 536.2 eV, hence 0.8 eV lower than that of CeO. C bonded to three O atoms gives rise to extra intensity on
the lower BE side of the OeC]O component (∼535.8 eV), which is clearly visible in the O 1s spectra of Mn and Y, as these are the
only surfaces that exhibit significant CO2 concentrations based on the C 1s spectra.

More insight into the nature of involved carbon oxides can be gained from angle-dependent XPS studies. One example of such
work is included in Fig. 28, which shows the C 1s spectra of AdC accumulating on the Zr substrate recorded at the tilt angle ψ with
respect to sample normal of 0 and 60° [175]. A very pronounced decrease in the intensity of the OeC]O peak relative to that of
CeC/CeH contribution at ψ =60°, indicates that the former species are located closer to the Zr-oxide interface.

Hence, we can conclude that the type of AdC accumulating on the specimen, in addition to the environment the sample has been
exposed to, depends strongly on the underlying substrate. Whether this is due to different absorption rates or the result of different
reactivity towards the surface oxides is beyond the scope of this review. Importantly, the data included in Fig. 27 corroborate that the
nature of AdC varies greatly between specimens. Efforts thus have to be undertaken to analyze the layer composition prior to using this
signal for BE referencing.

In addition to the environment and the substrate type, another variable that we considered in our experiments is the exposure
time. This aspect was analyzed for a series of metal samples exposed to ambient air. Fig. 29 shows the concentration of AdC cAdC on
sputter-cleaned samples, as well as after 10min, 1 week, and 7months of exposure to laboratory air (23 °C, 40% RH) [175,178]. The
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Fig. 27. (a) C 1s, and (b) O 1s spectra recorded from Ti, Mn, Mo, Y, and Zr surfaces exposed to laboratory air for the time period of one day. The
results obtained from Au substrates exposed to the UHV environment are added for reference to show that lack of O results in the C 1s spectrum with
only hydrocarbon peak. All spectra are referenced to the vacuum level to compensate for the shifts in C 1s peak positions due to differences in
sample work function. [Author's original work.]
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Fig. 28. The C 1s spectra of AdC accumulating on the Zr substrate recorded at the sample tilt angle with respect to the surface normal of 0 and 60°.
Spectra are referenced to the vacuum level to compensate for the shifts in C 1s peak positions due to differences in sample work function. [Author's
original work.]

Fig. 29. Concentration of AdC cAdC on sputter-cleaned samples, as well as after 10min, 1 week, and 7months of exposure to laboratory air (23 °C,
40% RH). The non-zero cAdC values recorded for some metals (e.g., Ti, V, Cr, Hf, and Ta) are due to carbides that form upon Ar+ ion etch. [Author's
original work.]
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Fig. 30. AdC accumulation rate for a series of transition metal nitride samples exposed to ambient air for the time span from 10min. to 7months
[adapted from Ref. [137]].
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non-zero cAdC values recorded for some metals (e.g., Ti, V, Cr, Hf, and Ta) are due to carbides that form upon Ar+ ion etch.
Remarkably, for any exposure time there is a tremendous difference between the substrates as to the amount of adsorbed carbon. For
example, after 7months-long air exposure cAdC varies from 10% for Si to 70% for Fe. Other metal surfaces that exhibit lower
adsorption rates for AdC are Al (cAdC=20%), Zr (cAdC=23%), Nb (cAdC=24%), Ta (cAdC=20%), and W (cAdC=26%). Apart from
Fe, AdC adsorbs fairly quickly on Ni (cAdC=53%), Mo (cAdC=57%), and Au (cAdC=50%). The process of AdC adsorption is
continuous and there are no indications from our data that it would saturate beyond the longest tested exposure times of a few years.
More supporting evidence is presented in Fig. 30, where the rate of AdC accumulation during air exposure is found rather constant for
a series of TM nitride samples. For time spans from 10min to 7months, independent of sample type, the amount of adsorbed C shows
a steady increase with air exposure time of ca. 5 at.% for each decade [137].

As could be intuitively expected, exposure time not only affects the amount of carbon at the surface, but has also a profound
influence on the chemical composition of AdC accumulating on one and the same surface. Fig. 31 shows examples from C 1s and O 1s
core-level spectra acquired from Y and Mn surfaces as a function of air exposure time. In both cases, the CO3 component is the one
that forms first (see the 10min exposure). The formation of OeC]O requires longer exposure times (ca. 1 week), independent of the
substrate. It seems also that the prolonged exposure leads to faster growth of the OeC]O and CeC/CeH peaks. The changes in the C
1s spectra are mirrored in the corresponding O 1s signals, thus confirming the effect.

The strong time dependence of the AdC concentration and composition illustrated by the data in Figs. 29–31 calls for precise
control over the air exposure time. This aspect is not recognized in the XPS literature. The sample state in synthesis-oriented papers is
often characterized “as-deposited”, while in the spectroscopy literature “as-received” dominates. In both cases, the crucial aspects of
(a) exposure time and (b) the environment the samples were exposed to, are missed.

To summarize this section, it is emphasized that there is no such defined compound as adventitious carbon. The chemical nature of
AdC depends rather on the substrate it accumulates on, the type of environment it has been exposed to, as well as the exposure time.
In the vast majority of cases, samples experience several environments before the actual XPS measurement is performed (e.g., air
exposure followed by HV in the fast-entry lock chamber and finally UHV), which certainly adds to the complexity of AdC layer. For
meaningful referencing, all variables should be considered and the nature of contaminating carbon should be identified. Our results
put a new perspective on studies like the one by Barr et al. [124] as the substrate dependence together with the sample history are
decisive factors, which, if neglected, prevent general conclusions regarding the nature of AdC.

5.2. The myth of constant C 1s binding energy

As pointed out in Section 4, throughout the history of XPS there has been confusion regarding the BE that was assigned to the
CeC/CeH peak of adventitious carbon. The uncertainty has even grown over the years and led to the C 1s peak being set almost
anywhere between 284.0 and 285.6 eV. Typically, this is done ad hoc, with or without reference or motivation.
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Fig. 31. C 1s (top) and O 1s (bottom) core-level spectra acquired from Y and Mn surfaces as a function of air exposure time. All spectra are
referenced to the vacuum level to compensate for the shifts in C 1s peak positions due to differences in sample work function. [Author's original
work]
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To address this issue, we measured the BE of the CeC/CeH peak EB
F for AdC layers accumulating during air exposure on a whole

range of substrates including metals, nitrides, carbides, oxides, borides, and oxynitrides. The exposure time ranged between several
weeks and a few years. Results for all samples are shown in Fig. 32 [138]. Surprisingly, and contrary to common practice that assigns
one single BE value to the C 1s peak, it turns out that EB

F varies over a wide range, from 284.08 to 286.74 eV, depending on the type of
surface AdC adsorbs on. The spread of 2.66 eV is disturbingly large as it reflects the magnitude of the error made while aligning XPS
spectra to the C 1s peak if set at an arbitrarily chosen value. This practice corrupts spectral interpretation and assignment of the
chemical bonds, as the chemical shifts are most often less than 2.66 eV. These results prove that the BE of the C 1s peak is not an
inherent property of the carbon layer alone and that the substrate influence is decisive, which may explain the 50-year-long confusion
over the C 1s position.

It is instructive to compare BE values for the CeC/CeH peak of AdC accumulating on metal samples after prolonged air exposure
[138] with numbers reported by Crist [136]. This is shown in Fig. 33 where the BE differences between our data and those recorded
by Crist ΔC are plotted for metals in the “as-received” state as well as after sputter-cleaning. Interestingly, despite the fact that the
experiments were conducted in different labs and with instruments of a different type, there is a quite good agreement. With few
exceptions, ΔC does not exceed ±0.5 eV for most metals. This agreement indicates that some correlation exists between the substrate
material and the BE of the C 1s peak from the corresponding AdC layer. We discuss this matter in more detail in Section 5.5.

5.3. Can charging account for shifts in the C 1s peak position?

One of the immediate concerns while observing large shifts in the C 1s peak position of adventitious carbon (see Fig. 32) is the role
of sample charging. The latter can potentially occur in samples being analyzed as well as in the AdC layer. We consider these two
cases separately.

Fig. 32. Binding energy of the CeC/CeH peak EB
F for AdC layers accumulating during air exposure on metals, nitrides, carbides, oxides, borides,

and oxynitrides. The exposure time ranges between several weeks and a few years. [Author's original work.]

Mg Si Ti Cr Fe Cu Zr Mo Hf W
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5

Al Sc V Mn Ni Y Nb Ag Ta Au

 Ar+-etched      "as received"

∆C
  [

eV
]

Metal

Fig. 33. Binding energy difference ΔC between values for the CeC/CeH peak of AdC reported by two different laboratories (see Ref. [136,138]).
AdC layers were adsorbed on metal samples after prolonged air exposure. ΔC is plotted for samples in the “as-received” state as well as after Ar+ ion
etch.
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To evaluate the potential influence of charging effects on the signals from the substrates, we recorded DOS in the vicinity of the
Fermi energy (the Fermi level cut-off) from all metallic samples. Electrons originating from FL possess the highest kinetic energy of all
photoelectrons (essentially equal to h SA), resulting in relatively long inelastic mean free paths λ, from to 18 to 24 Å.[32] As a
consequence, the XPS probing depth, given by ×3 , substantially exceeds the likely AdC layer thickness (assuming reasonable
sample storage conditions). This situation, together with the fact that all saturated hydrocarbons, being wide-band-gap materials, do
not possess DOS near the FL [114,124], implies that the spectral intensity in this region is solely determined by the underlying
substrate. Fig. 34 shows the valence band (VB) spectra in the vicinity of the Fermi level for the subset of metallic samples [175]. The
DOS at the FL varies to a large extent, in accordance with the changes in the electronic structure. Nevertheless, in all cases the FL cut-
off coincides with “0 eV” on the BE scale, which indicates that the Fermi level is aligned between sample and the spectrometer and
proves that good electrical contact is established to the instrument. Hence, charging of the substrate can definitely be excluded and
cannot account for the observed 2.37 eV shift in the position of the C 1s peak from AdC accumulated on metallic samples (see Fig. 32).

Due to poor electrical conductivity, hydrocarbons and carbon oxides constituting AdC can potentially acquire positive charge
during experiments leading to apparent C 1s shifts towards higher BE, quite independent of the substrate. However, there are
arguments that speak against the charging of the AdC layer being responsible for the observed C 1s shifts.

First of all, shifts are noted even for very short air exposure times, i.e., for fractional (<1 ML) carbon coverage (see Section 5.5).
With the involved electron inelastic mean free paths being of the order of 10–20 Å [32], the photo-induced conductivity in the surface
region is certainly sufficient to compensate electron loss due to the photoelectric effect and, hence, to prevent charging.

A second condition which speaks against charging, is that the C 1s shifts persist for air exposure times of up to several months,
indicating that the effect is independent of the AdC thickness (see Fig. 30). Should charging in the AdC layer occur, a gradual shift
towards higher BE with air exposure time would be expected as the carbon layer grows thicker.

Thirdly, the BE of the C 1s peak on metals with low reactivity such as Au and Ag (EB
F =284.92 and 284.82 eV, respectively) is

higher than that measured for numerous metallic, nitride, carbide, and oxynitride samples, which developed pronounced native oxide
layers during the air exposure, as evident from the data shown in Fig. 32. The latter group of samples is certainly more prone to
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Fig. 34. Valence band spectra in the vicinity of the Fermi level (FL) for the subset of metallic samples. In all cases FL cut-off coincides with “0” eV on
the BE scale, indicative of that FL is aligned between sample and the spectrometer and proving that a good electrical contact is established to the
instrument. [Author's original work]

-10 -5 0 5 10

275

280

285

290

295

 Au
 Y
 Al
 VC

 1
s 

re
. t

o 
F

L,
 E

F B
 [e

V
]

Sample bias [V]

Fig. 35. Binding energy of the C 1s peak of AdC plotted as a function of the applied substrate bias for selected Au, Y, Al, and V substrates
representing large EB

F spread and varying reactivity towards oxygen. [Author's original work.]

G. Greczynski and L. Hultman Progress in Materials Science 107 (2020) 100591

34



charging, hence AdC depositing on top of a native oxide with limited conductivity should shift more to the higher BE than AdC
growing on a non-reactive metal surfaces, which is not observed.

Fourth, and perhaps the strongest argument, is the excellent correlation between the C 1s BE and the sample work function (see
Section 5.5), which cannot in any way be accounted for by charging.

To definitely exclude the possibility of charging in the AdC layer as a source of the observed C 1s peak shifts between different
substrates, we measured EB

F as a function of applied sample bias Vs. In Fig. 35, the BE of the C 1s peak is plotted as a function of Vs for
AdC layers accumulated on selected Au, Y, Al, and V substrates representing a large EB

F spread and varying reactivity towards oxygen.
Clearly, independent of the substrate type, the C 1s peak of AdC closely follows the substrate potential, in accordance with the core-
levels of the substrate, such that the original separation between the C 1s peak positions recorded with Vs=0V is reproduced for any
Vs value tested to within 0.1 eV. The slopes dE dV/B

F
s vary from 0.993 for Y to 0.997 for Au. The core-level spectra recorded as a

function of Vs are essentially identical. This result is illustrated in Fig. 36 with the Y 3d, O 1s, and C 1s core-level signals acquired
from the Y sample with native oxide and adsorbed AdC layer. All spectra recorded at Vs≠0V are shifted by the corresponding
amount to allow direct comparison to the non-biased data. Clearly, signals from the Y metal, Y oxide, as well as all C-containing
species in the AdC layer (including, apart from CeC/CeH, also CeO and O]CeO components) immediately acquire the applied bias
voltage, and no evidence for peak smearing indicative of voltage drop in the surface oxide and AdC layers is found. Hence, sample
charging can be definitely ruled out as an explanation for large changes in EB

F of the C 1s peak between different substrates in our
model experiments.
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Fig. 36. Y 3d, O 1s, and C 1s core-level signals acquired from a Y sample with native oxide and adsorbed AdC layer. All spectra recorded at the
substrate bias different from zero are shifted by the corresponding amount to allow direct comparison to the non-biased data. [Author's original
work.]
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5.4. Consequences of C 1s shifts for BE referencing

The fact that C 1s shifts (cf. Fig. 32), while the underlying substrate remains in good electrical contact to the spectrometer
(Fig. 34), clearly indicates decoupling of the measured energy levels of adventitious carbon from the FL of the substrate and, hence,
from that of the spectrometer. The implications for BE referencing based on the C 1s peak are severe. For example, let us consider the
outcome of the BE scale correction based on the C 1s peak position of AdC accumulated on metallic substrates. Although the C 1s
method is usually not used in studies of metallic samples as they exhibit core-level peaks with rather well-defined energies (cf. Fig. 2)
[179], there are no explicit reasons as to why it should not be used to correct BE scale for this particular class of materials. In Fig. 37
the binding energy difference between measured peak positions of primary metal core-levels and the handbook values [180] are
plotted using two referencing methods, namely the Fermi level cut-off or the C 1s peak at 284.5 eV. Using the former reference gives a
fair agreement to values in the XPS handbook, and the largest deviation does not exceed 0.2 eV. In contrast, correction of the BE scale
obtained by setting the corresponding C 1s peak of AdC at 284.5 eV results in very significant differences. In nearly all cases, with the
exception of the Cr 2p3/2 and V 2p3/2 peaks, the BEs of the core-levels are severely underestimated with respect to the tabulated
values. For Zr 3d5/2, Y 3d5/2, and Al 2p, this deviation exceeds 1.5 eV. Clearly, in this comparison the C 1s referencing method fails
spectacularly.

To demonstrate that problems caused by C 1s referencing are not limited to metallic samples, we consider in the next example a
series of air-exposed transition metal nitrides (TM)Ns (TM=Mo, V, W, Ti, Cr, Nb, Ta, Zr, and Hf) which are the subset of all
specimens discussed in the previous section (see Fig. 32) [137]. Within this group, the BE of the C 1s peak varies by 1.44 eV from
283.78 eV for MoN to 285.22 eV for HfN. Fig. 38(a) shows the VB spectra in the vicinity of the Fermi level recorded from all (TM)Ns.
In all cases, the Fermi level cut-off coincides with “0 eV” on the BE scale, indicating Fermi level alignment between the sample and
the spectrometer. If we disregard for a while this result and, as commonly practiced, acquire the C 1s spectrum from corresponding
AdC layers and correct the BE scale by setting the CeC/CeH peak at 284.5 eV (cf. Fig. 38(b)), some specimens (TiN, VN) exhibit no
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Fig. 38. Portion of the valence band spectra in the close vicinity of the Fermi level (FL) recorded from a set of transition metal nitride thin films: (a)
as-measured (referencing to FL), and (b) aligned by using the common procedure of referencing to C1s peak of AdC set at 284.5 eV [adapted from
Ref. [137]].
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DOS at the FL despite their metallic character, while for other films (HfN, ZrN, and TaN) such a referencing procedure results in a
non-zero DOS above the Fermi level. These examples demonstrate clearly that the common procedure of referencing to the C 1s peak of
AdC, besides chemical ambiguity, leads to unphysical results. The latter situation is not obvious in everyday XPS practice as BE scale
correction is regularly applied to core-level spectra, in which case changes in peak positions by ±1 eV do not lead to such obvious
contradictions, although these shifts have direct (and unnoticed) impact on the interpretations of chemical bonding.

5.5. The role of sample work function and vacuum level alignment

One of the essential parameters in the energy-level diagram is the sample work function SA which determines the contact
potential difference between sample and spectrometer (see Fig. 19(a)). To investigate possible effects of SA on the BE of the C 1s peak
EB

F , we used ultraviolet photoelectron spectroscopy to estimate the sample work function from the secondary-electron cut-off in the
He I (h ν =21.22 eV) UPS spectra, according to the standard procedure described elsewhere [171]. The cut-off spectra for all metal
samples are shown in Fig. 39 together with the corresponding narrow-range UPS spectra, which reveal the DOS in the vicinity of the
Fermi level. The latter spectra confirm FL alignment between sample and the spectrometer (cf. Section 5.3). Large differences
between the cut-off positions reveal that there is substantial difference in work functions among the samples.

To address possible influence of sample work function on the apparent position of the C 1s peak of AdC, we plotted EB
F as a

function of SA for all specimens in Fig. 40. Interestingly, there is a very close correlation between the BE of the C 1s peak and the
sample work function. Thus, the position of the C 1s peak measured with respect to the FL is steered by SA, which disqualifies this
core-level as a reliable reference. Moreover, the linear fit of all data points has a slope of −0.994, implying that the sum +EB

F
SA is

essentially constant at 289.58±0.14 eV. The latter quantity corresponds to a BE referenced to the vacuum level EB
V (cf. Fig. 19(a)).
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Fig. 39. He I UPS spectra from a set of metal samples: (left) the secondary electron cut-off region, and (right) the vicinity of Fermi level. The
alignment of Fermi edge with the “0” eV confirms good electrical contact between sample and the spectrometer, while large variation in the cut-off
position reveals substantial difference in work function between analyzed samples. [Author's original work.]

Fig. 40. Binding energy of the C 1s peak of AdC EB
F plotted vs. sample work function SA for the carefully selected set of nearly one hundred

predominantly thin film samples spanning wide range of material systems representing metals, nitrides, carbides, borides, oxides, and oxynitrides
[adapted from Ref. [138] which also contains a detailed list of all samples].

G. Greczynski and L. Hultman Progress in Materials Science 107 (2020) 100591

37



Thus, we conclude that the BE of the C 1s peak due to AdC is essentially constant with respect to the VL, rather than the FL as
commonly assumed. This result can be explained by the fact that the adventitious carbon does not constitute an integral part of the
specimen, which makes this case analogous to organic layers deposited on metals by ex-situ techniques such as spin-coating [181].
Contacts for these samples often remain within the Schottky-Mott limit, with the electronic levels of the adsorbate being determined
by the substrate work function [182]. The position of the C 1s CeC/CeH peak referenced to EVAC , 289.58± 0.14 eV, corresponds
very well with the gas-phase values of 290.76 to 290.15 eV measured for alkanes by Pireaux et al. [183], compensated for the inter-
molecular relaxation energy due to electronic and atomic polarization of the neighboring molecules surrounding the core hole, which
is typically of the order of 1–3 eV [184,185].

Our findings are schematically summarized in Fig. 41, where the relevant energy levels and critical parameters are indicated for
(a) a high- and (b) a low-work-function sample. All parameters sketched in red are considered constant, i.e., independent of the
sample being measured. Irrespective of SA the Fermi level cut-off aligns with that of the spectrometer (which is established during
the calibration procedure, see Section 3.2), while the BE of the C 1s peak of AdC, EB

F , closely follows the changes in sample work
function. The position of the C 1s peak with respect to the vacuum levelEB

V remains constant at 289.58± 0.14 eV [89,186]. De-
pending upon the relation between SA and SP, the contact potential difference Vc may be positive or negative. The error one makes
by forcing the C 1s peak to be at 285.0 eV (or any other constant value) and shifting all core-levels peaks of the sample accordingly
(denoted in the figure as CL1 and CL2) is schematically shown for high and low SA specimens in panels (a) and (b), respectively. For
a low-work-function sample, the BE of the C 1s peak is higher than 285.0 eV, hence “correction” implies a tangible shift towards
lower BE. If the sample possesses a DOS at the Fermi level, this procedure results in spectral features appearing above the Fermi
energy, which should dismay a careful user. In other cases, where no FL cut-off exists, the unphysical nature of such “correction” may
go unnoticed. In either situation, the conventional procedure leads to a severe error in the BE assigned to the CL1 and CL2 signals. An
analogous situation takes place for high work function samples, with the difference being that the BE of the C 1s peak is lower than
285.0 eV, thus BEs of all peaks are “corrected” by shifting all spectra towards higher BE.

It is worth emphasizing that SA accounts for the work function of the sample (i.e., together with the adsorbed AdC layer) and not

ν

ν

Fig. 41. Energy level diagrams showing critical parameters for (a) a high- and (b) a low-work-function sample in contact with the spectrometer. All
parameters sketched in red are constant, i.e., independent of the sample being measured.
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original work.]
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that of the bare substrate. This is a very important distinction as illustrated in Fig. 42, where measured work functions are plotted for
a wide range of metal samples and for various conditions of AdC accumulation, starting from a sputter-cleaned surface to one exposed
to air for several months or longer. Clearly, for each sample, SA varies with exposure time, which is due to the different thickness
(and possibly also type) of AdC species. The typical variation is ∼1 eV, and is lowest for Fe (0.21 eV) and highest for Mn (1.36 eV).
Hence, these large changes in SA imply that sample work function has to be measured for a given sample condition and one cannot
simply refer to ad hoc literature reference values.

We have shown in the previous sections that the exposure time has a determining effect on the chemical composition of AdC (see
Fig. 31). Therefore, it is also highly relevant to test whether the peculiar correlation observed between the BE of the C 1s peak and the
sample work function varies with the exposure time. In Fig. 43 are shown (a) the binding energy of the CeC/CeH peak in the C 1s
spectra of adventitious C referenced to the Fermi level EB

F , (b) the work function, and (c) the C 1s BE referenced to the vacuum level
EB

V for a set of polycrystalline (TM)N thin film samples exposed to atmosphere for a time period ranging from 10min to 7months
[137]. Clearly, although for each sample both EB

F and SA vary slightly with exposure time by 0.3–0.5 eV, the sum +EB
F

SA is
constant at 289.50±0.15 eV, indicating that the VL is a useful reference for any exposure time to ambient air.

5.6. A remedy for binding energy referencing based on AdC for conducting samples

Although C 1s referencing is the least bad option and correspondingly the most commonly used method for samples that are prone
to charging, our literature survey reveals that it is often used also for electrically conducting specimens (see Section 4). Whether this
practice is justified by scientific reasons (e.g., no reliable core-level signals from the sample due to peak overlaps) or is simply a
matter of poor experimental judgement and/or lack of basic knowledge is not of our concern. It is, however, important to emphasize
that the constant BE of the C 1s peak with respect to the vacuum level, offers in fact a possibility of reliable energy referencing for
well-conducting samples. The method cannot be applied to samples prone to charging as XPS and UPS measurements in general lead
to different surface potentials for such specimens, hence, the relationship +EB

F
SA =289.58 eV is not expected to hold. For con-

ducting samples, a complementary measurement of SA, which as we have shown above, is closely correlated to the C 1s peak
position, should be performed in direct connection to the XPS analyses (without breaking the vacuum to avoid potential changes to

3.5

4.0

4.5

5.0

5.5

6.0
W

or
k 

fu
nc

tio
n 

[e
V

] 283.5

284.0

284.5

285.0

285.5

286.0

C
 1

s 
B

E
 r

el
 to

 E
F

 [e
V

]

T
iN V
N

C
rN

Z
rN

N
bN

M
oN H
fN

T
aN W
N

288.0

288.5

289.0

289.5

290.0

290.5

 as received       10 min
 100 min             1 day
 1 week              1 month
 7 months

 Materials system

C
 1

s 
B

E
 r

el
 to

 E
V

A
C

 [e
V

]
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the AdC layer, see Section 5.1). Then the CeC/CeH component of the C 1s spectrum of adventitious C is set at 289.58 – SA eV and all
other core-levels are shifted accordingly.

To illustrate the advantage of using the BE of the C 1s peak of AdC referred to VL (EB
V ) rather than to the FL (EB

F) for BE-scale
referencing, we directly compare in Fig. 44 the magnitude of energy spreads in the C 1s peak position, while using these two reference
levels, for a range of substrates including metals, nitrides, carbides, oxides, and borides [138]. To facilitate comparison, the same
energy range is used on both vertical axes (3.5 eV in each case). Clearly, the standard deviation in the C 1s peak position is reduced by
a factor of 4.1 if referencing to vacuum level rather than to Fermi level is used. EB

F ranges from 284.08 eV for MoN to 286.74 eV for Y
sample, while variation in EB

V is much smaller, from 289.31 eV for VN to 289.97 eV for TiB2. The latter result agrees with a common-
sense notion of a constant energy levels associated with C atoms present in the same chemical environment and provides grounds for
more reliable referencing of XPS spectra.

Even though no straightforward way exists to exploit VL referencing for poorly conducting samples due to different charging
conditions experienced during XPS and UPS analyses, there is no apparent reason to question the conceptualization that the C 1s peak
of AdC accumulating on non-conducting samples also would exhibit vacuum level alignment, just as for all conducting specimens
included in the present study for which experimental verification is possible. Thus, XPS referencing guides for charge control during
analyses of poorly conducting specimens, that explicitly rely on the use of AdC layers [6,7], have to be revisited.

The relationship +EB
F

SA =289.58 eV may in fact serve as a criterion for determining the charging state of the specimen, which
is not known a priori. If +EB

F
SA > 289.58 eV, it is likely that the sample has a tendency to acquire positive potential during XPS

and/or UPS measurements.
Interestingly, the possibility of referencing XPS spectra to the VL (instead of the FL) was suggested as early as 1973 by Evans et al.

[170], who pointed out that such referenced BEs can be directly compared to gas-phase data or calculations. The method has not been
widely adopted and there are only few examples of works where VL referencing was considered after the conventional method failed.
For example, Legare et al. studied Ni, Pd, and Pt on an α-alumina single-crystal and showed that the binding energies of the substrate
core-levels peaks with respect to the metal Fermi level depend on the metal work function. The authors assigned this effect to vacuum
level alignment between the metal and the insulating substrate [187]. We thus end this review on a positive note. The next 50 years
will surely show intensified interest in XPS accompanied with novel analysis opportunities and enhanced accuracy resulting from
improved binding energy referencing as outlined in this paper.

6. Conclusions

During the five decades long history of XPS, the BE referencing technique involving the C 1s peak of adventitious carbon has been,
and certainly still is today, the most commonly employed method. This status quo contrasts with the striking inconsistencies revealed
by a literature survey, concerning: (i) the unclear chemical nature of contamination species used for referencing, (ii) the lack of a
well-defined single energy value associated with the C 1s peak of AdC, (iii) differences in the methodology of BE scale referencing,
and (iv) the lack of understanding when referencing employing AdC is indeed unavoidable.

To address these alarming issues, which undermine the reliability of chemical-state identification in modern XPS, we performed
extensive studies of all essential aspects of the problem. Our work involved a carefully selected set of nearly one hundred pre-
dominantly thin-film samples spanning a wide range of material systems representing metals, nitrides, carbides, borides, oxides, and
oxynitrides. The most important conclusions from this work are:

(1) For samples that have been stored in air for relatively long periods of time (one week or longer), most of the AdC found on the
surface during XPS analysis originates from air exposure. For shorter storage times, the effect of carbon contamination adsorbing
inside the vacuum system has to be taken into account.

(2) The chemical nature of AdC depends on the substrate, the type of environment it has been exposed to, and the exposure time.
Prior to meaningful referencing, the nature of the contaminating carbon species should be verified. For the latter, not only C 1s,
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values to accumulate at 289.58±0.14 eV [adapted from Ref. [138]].
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but also related core-level spectra (O 1s, F 1s, N 1s) should be evaluated to obtain a consistent picture of the chemical com-
position of the AdC layer.

(3) The BE of the CeC/CeH peak of AdC depends on the substrate it accumulates on and may vary by as much as 2.66 eV for the
range of tested materials systems. This shift in the C 1s peak is not caused by charging.

(4) Due to (3), calibrating the BE scale to the C 1s peak set at 284.5 eV is not justified and may lead to unphysical results, like a non-
zero density of states above the Fermi level. This situation occurs even for well-conducting samples like metals, where charging
effects can definitely be excluded.

(5) The BE of the C 1s peak is not an inherent property of the AdC layer alone and the substrate influence is decisive, which may
explain the prevailing confusion as to the “correct” C 1s peak position.

(6) The magnitude of C 1s shifts caused by the substrate is larger than typical chemical shifts, which definitely prevents any
meaningful bonding assignments.

(7) Since a large number of authors use C 1s referencing, the substrate dependence of the C 1s BE significantly contributes to the
noticed and unacceptably large spread of reported BEs found in XPS data bases.

(8) The BE of the CeC/CeH peak of AdC EB
Fcorrelates with the sample work function SA, in such a way that the sum +EB

F
SA is

constant within the measurement accuracy.
(9) For nearly a hundred analyzed samples, representing a wide range of material classes and for air exposure times varying from

10min to 7months, we determined that +EB
F

SA =289.58±0.14 eV.
(10) + =EB

F
SA constant, indicates invariant binding energy of the C 1s peak with respect to the vacuum level. This VL, rather than

the commonly assumed FL alignment, results from the fact that AdC is not an inherent part of the analyzed sample and as such
may not remain in a proper electrical contact with the substrate (and spectrometer) in the sense of establishing a common FL.

(11) In the context of an energy reference, the case of adsorbed carbonaceous species weakly interacting with the underlying sub-
strate is analogous to the gas phase measurements, where the VL is a natural energy reference.

(12) Since the position of the C 1s peak is steered by the sample work function, it cannot serve as a reliable reference for calibrating
the BE scale. This conclusion applies irrespective of whether the samples are conducting or not. Hence, conventional procedures
for charge control, like the XPS referencing guides developed by both ASTM and ISO have to be revisited.

(13) A possible remedy for samples that are not prone to charging is a complementary measurement of the sample work function. The
CeC/CeH component of the C 1s spectrum is then set at 289.58 – SA eV and all other core-levels are shifted accordingly. This
solution allows a user to maintain the concept of a single specific BE value associated with the C 1s peak of AdC, as originally
intended by Siegbahn et al. [4]. It is, however, limited to conducting samples.

(14) The above method is not expected to work for insulators as SA cannot be easily assessed. Thus, in view of all the evidence, there
is no reliable referencing method involving AdC for non-conducting samples. No method is, however, better than an incorrect method.

(15) Last, but not least, referencing to AdC which is always external to the analyzed sample, should only be used if no internal
reference levels, such as the Fermi level cut-off in density of states, are available. This point is often blindly overlooked in the
literature.

6.1. Suggestion of an experimental protocol for future XPS studies

In the spirit of improving accuracy and reliability of the information extracted from XPS analyses employing C 1s referencing,
authors are encouraged to record and report more information that would help to understand the type of AdC species present at the
surface of their samples and how this information was used for BE referencing. Such practice would also facilitate inter-laboratory
comparisons of chemical-state information.

Below is a suggested template which includes the necessary experimental details. Apart from a number of instrumental para-
meters that are rarely reported, it puts an emphasis on the precise description of the sample history prior to XPS analyses, which as
discussed in Section 5, may have deleterious effects on the state of the surface, and AdC in particular. This protocol goes beyond the
notion of frequently used “as-deposited” vs. “as-received” sample state by specifying explicitly the synthesis method, storage time
from preparation to loading into the spectrometer, and the type of environment the samples have been exposed to:

“XPS was used in this study with the aim of analyzing [state chemical bonding/ elemental composition/ lateral and depth
distribution of elements or compounds]. The spectrometer was [model and manufacturer]. The base pressure during spectra ac-
quisition was better than [state value with the X-rays ON] achieved by [details of the pumping system]. Residual gas analysis
revealed that the main background gases in the analysis chamber were [……]. The excitation source was [state anode type / ex-
citation energy / and whether or not a monochromator was used] operated at [source power]. The recorded spectra include [core-
levels / valence band,….] and the total acquisition time was [….]. The spectra were acquired [sequentially or in parallel mode]. The
calibration and linearity of the binding energy scale was confirmed by [method]. With the selected scan parameters, the energy
resolution was [value for direct compared to other instruments, e.g., FWHM of the Ag 3d5/2 or Au 4f7/2 peak, and how it was
determined]. The size of the analyzed sample area was [….]. Complementary work function measurements were performed by UPS
with [state excitation source and energy, and whether or not a monochromator was used]. The samples were prepared by [synthesis
method] and stored for [time] in [environment details: pressure, temperature, humidity, etc.] prior to loading into the spectrometer.
The transfer procedure within the spectrometer includes exposure to [vacuum level, pumping system] for [time] prior to XPS
analyses. [additional details (if applicable): the charge neutralizer (what type), sputter cleaning (ion type, energy, incidence angle,
size of the cleaned area, exposure time), and/or the use of capping layers [state which]. The charge referencing method used was
[….]. [(if AdC) show the C 1s spectra and describe how the BE scale was corrected]”.
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7. Outlook

Based on the evidence summarized in this article, one may only wish that the problems with the referencing to the C 1s peak of
AdC should be widely recognized by the fast-growing XPS community. Our historical review reveals that criticism with using the
essentially unknown compound which is external to the analyzed sample for BE referencing has been reiterated over the last five
decades. The warning signals appearing from various laboratories were largely neglected in the “main stream” or bulk of XPS
research activities. It is in fact hard to understand the wide spread of the AdC referencing method, which relies on the constant BE of
the C 1s peak, given the fact that many groups reported contradictory evidence. The fact that no good alternatives exists cannot serve
as an excuse.

To change the status quo, more attention is required from peers and journal editors, who should challenge the provided de-
scription of the experimental XPS procedures, and demand complete tracking of the sample history and publication of the C 1s spectra
used for charge referencing (e.g., as a supplementary material, see our suggestion in Section 6.1). Not less important is the role of
instrument manufacturers, who are often responsible for customer training and consultation. Furthermore, XPS data bases should be
critically reviewed with the intention of removing results that lack sufficient description of the referencing technique used.

Out of all methods used for chemical state determination (see Section 3.3), measurements of the Auger parameter appear to be
based on the most solid physical and chemical grounds, although the technique carries practical problems of operation and inherent
limitations. More efforts are required to build a database for compounds where suitable Auger lines are observed with commonly
employed X-ray sources. An improved energy resolution of modern spectrometers should favor precise measurements of Auger
parameters and allow for detection of relatively small chemical shifts.

The charge referencing guidelines published by both ASTM and ISO, have to be revisited promptly with proper disclaimers,
recognizing the external nature of AdC layers, which typically exhibit weak interaction to the underlying specimen and, in con-
sequence, do not align to the Fermi level of the spectrometer. Thus, we look forward to the building of better spectrum databases for
elements and compounds.
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