Controlling magnetic coupling in bi-magnetic nanocomposites†
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Magnetic nanocomposites constitute a vital class of technologically relevant materials, in particular for next-generation applications ranging from biomedicine, catalysis, and energy devices. Key to designing such materials is determining and controlling the extent of magnetic coupling in them. In this work, we show how the magnetic coupling in bi-magnetic nanocomposites can be controlled by the growth technique. Using four different synthesis strategies to prepare prototypical LaFeO₃–CoFe₂O₄ and LaFeO₃–Co₀.₅Zn₀.₅Fe₂O₄ nanocomposite systems, and by performing comprehensive magnetic measurements, we demonstrate that the final material exhibits striking differences in their magnetic coupling that is distinct to the growth method.

In such a scenario, it is extremely important to be able to control and determine the magnetic coupling in such materials, so as to design materials that are custom-made for specific applications, for example, for creating magnetoelectric devices where the interfacial exchange coupling between a multiferroic material and a ferromagnet can be used to switch the magnetization of the ferromagnetic layer. In this paper, we discuss the effect of synthesis technique on the extent of magnetic coupling and thus on the magnetic properties of bi-magnetic nanocomposites of strongly correlated electron oxide systems. To demonstrate our findings, we have chosen LaFeO₃–CoFe₂O₄ (LFO–CFO) and LaFeO₃–Co₀.₅Zn₀.₅Fe₂O₄ (LFO–CZFO) as prototypical nanocomposite systems. The two individual phases, LFO and CFO, represent perfect models for two classes of materials with remarkable physical properties. LFO is a canted G-type antiferromagnet with a high ordering temperature of ∼750 K. It has an orthorhombic perovskite structure, in which the Fe³⁺ ion is surrounded by six O²⁻ ions and forms an octahedron. The Fe³⁺

1. Introduction

Bi-magnetic nanocomposites and low-dimensional materials (e.g., core–shell systems) are of huge scientific and technological interest, and can be used in a variety of applications, such as in biomedicine and catalysis,¹–⁹ for electromagnetic functions such as electromagnetic wave absorption and shielding,¹⁰–¹² and improving functional properties such as obtaining room temperature giant magnetoresistance.¹³ The wide range of possible applications has triggered intense research activities in the field in recent years. Particularly interesting are magnetic nanocomposites consisting of strongly correlated electron oxides as the individual components. The cross-correlated electronic and magnetic properties of such complex oxides offer ample opportunities for scientists to probe into a variety of exciting and intriguing phenomena occurring in these systems.¹⁴ In addition to the already diverse spectrum of properties, reducing the particle size to the nanoscale regime results in several new properties vis-à-vis the bulk compounds.¹⁵–²⁰ and provides a new dimension to explore. The complexity is further increased when one looks at nanocomposites of strongly correlated electron oxide systems.²¹,²² In such a scenario, it is extremely important to be able to control and determine the magnetic coupling in such materials, so as to design materials that are custom-made for specific applications, for example, for creating magnetoelectric devices where the interfacial exchange coupling between a multiferroic material and a ferromagnet can be used to switch the magnetization of the ferromagnetic layer.²³

In this paper, we discuss the effect of synthesis technique on the extent of magnetic coupling and thus on the magnetic properties of bi-magnetic nanocomposites of strongly correlated electron oxide systems. To demonstrate our findings, we have chosen LaFeO₃–CoFe₂O₄ (LFO–CFO) and LaFeO₃–Co₀.₅Zn₀.₅Fe₂O₄ (LFO–CZFO) as prototypical nanocomposite systems. The two individual phases, LFO and CFO, represent perfect models for two classes of materials with remarkable physical properties. LFO is a canted G-type antiferromagnet with a high ordering temperature of ∼750 K. It has an orthorhombic perovskite structure, in which the Fe³⁺ ion is surrounded by six O²⁻ ions and forms an octahedron. The Fe³⁺
spins are coupled antiferromagnetically with opposite spin direction between two sub-lattices. When the particle size is reduced, spin canting of Fe ions increases at the surface of the particle, and hence, decreasing the particle size is expected to tune the magnetic properties of LFO.25-27 Recently, LFO has also been reported to be multiferroic with ferroelectricity loops observed at room temperature.28 Thin films of LFO are excellent model systems for exploring the correlation between their structure and antiferromagnetic domains, and the resulting physical mechanisms that occur when it is coupled to a ferromagnetic layer.29 In contrast, the magnetic properties of LFO nanopowders coupled to a ferromagnetic system have been relatively less studied. The second phase in the nanocomposites, CFO, is a typical ferrimagnet (ordering system have been relatively less studied. The second phase in

In this section, we describe the synthesis strategies followed to prepare five different samples, labeled S1, S2, S3, S3’, and S4. S1: S1 is an LFO–CFO nanocomposite prepared by physically mixing the two individual components (LFO and CFO). The individual components were chemically synthesized via sol–gel self-combustion synthesis technique. The details of the synthesis of the individual components can be found in our earlier publications.22,23,24,25 The individual LFO and CFO particles have a crystallite size of ~20 nm. High-resolution transmission electron microscopy (TEM) images showing individual grains of LFO and CFO can be found in our earlier publication.22 S1 was then prepared by physically mixing the LFO and CFO nanoparticles (final weight fraction of CFO nanostructure = 2%) in deionized water and sonicking it for ~30 min. Stoichiometric amounts of the precursors of LFO, i.e., a La(NO3)3·6H2O and Fe (NO3)3·9H2O (Sigma-Aldrich), were then added and dissolved at room temperature. To this solution, ethylene glycol was added to act as the chelating agent. The clear solution was then heated to 80 °C and stirred for 20 min. Next, the temperature was increased and maintained at ~150 °C till the formation of a gel. The temperature was then increased to ~250 °C when a self-combustion reaction with flame occurred, yielding a fluffy powder. The powder was crushed in a mortar, transferred to a furnace, and annealed in air at 350 °C for 1 h, followed by another annealing at 450 °C for an additional 1 h, and finally at 500 °C for 10 h.

S2: S2 was prepared by first dispersing an appropriate amount of the pre-synthesized 20 nm CFO nanoparticles (final weight fraction of CFO in the nanocomposite = 2%) in deionized water and sonicing it for ~30 min. Stoichiometric amounts of the precursors of LFO, i.e., a La(NO3)3·6H2O and Fe (NO3)3·9H2O (Sigma-Aldrich), were then added and dissolved at room temperature. To this solution, ethylene glycol was added to act as the chelating agent. The clear solution was then heated to 80 °C and stirred for 20 min. Next, the temperature was increased and maintained at ~150 °C till the formation of a gel. The temperature was then increased to ~250 °C when a self-combustion reaction with flame occurred, yielding a fluffy powder. The powder was crushed in a mortar, transferred to a furnace, and annealed in air at 350 °C for 1 h, followed by another annealing at 450 °C for an additional 1 h, and finally at 500 °C for 10 h.

S3 and S3’: S3 was prepared using the exact same steps as S2, except that the pre-synthesized CFO nanoparticles used in this case were prepared using a different technique as compared to the 20 nm CFO nanoparticles that were used for S2. For S3, the CFO nanoparticles used were prepared using a solvothermal method in an autoclave, resulting in CFO nanoparticles that were smaller in size (~5 nm), and more well-dispersed compared to the more aggregated CFO nanoparticles used for preparing S2. The synthesis procedure has been described in detail elsewhere35 and here just a brief description is given. First, a water/1-pentanol solution of NaOH was prepared and after that an adequate volume of oleic acid, which served as capping agent for preventing nanoparticle aggregation, was added with stirring. Cobalt(nitrate) hexahydrate, iron(nitrate) nonahydrate, and zinc(nitrate) hexahydrate (for CZFO) were mixed in stoichiometric quantities and dissolved in distilled water. This mixture was poured into the above solution and kept under vigorous stirring for 1 h. The synthesis was performed at 180 °C for 8 h. The two samples were then dispersed in water using a mild exchange ligand process.

An appropriate amount of the 5 nm CFO nanoparticles (in suspension) was then added to deionized water, and the exact same steps as described for S2 were followed to obtain the S3 nanocomposite. S3’ was prepared using the exact same steps as S3, except that instead of using 5 nm, well-dispersed CFO nanoparticles, we used 5 nm, well-dispersed Co0.5Zn0.5Fe2O4 nanoparticles to prepare LFO–CZFO nanocomposites.
S4: S4 was prepared using a modified sol–gel technique. Instead of using pre-formed CFO nanoparticles, two sols (one containing stoichiometric amounts of the precursors of CFO i.e., Co(NO₃)₂·6H₂O and Fe(NO₃)₃·9H₂O (Sigma-Aldrich), and the other containing stoichiometric amounts of the precursors of LFO i.e., La(NO₃)₃·6H₂O and Fe(NO₃)₃·9H₂O (Sigma-Aldrich)) were prepared separately at room temperature. The two clear solutions were then mixed at room temperature and stirred for 20 min. This composite sol was then heated to 80 °C and stirred for 20 min. Next, the temperature was increased and maintained at ~150 °C till the formation of a gel. The temperature was then increased to ~250 °C when a self-combustion reaction with flame occurred, yielding a fluffy powder. The powder was crushed in a mortar, transferred to a furnace, and annealed in air at 450 °C for an additional 1 h, and finally at 500 °C for 10 h.

The samples that are investigated in this study are summarized in Table 1.

### 2.2. Characterization techniques

The samples were characterized by X-ray powder diffraction (XRPD) obtained using a D-5000 diffractometer with CuKα radiation operating at 40 kV and 30 mA. The data were collected in the range 2θ = 20–70°, with a step size of 0.02°. The XRPD patterns were also used to estimate the average crystallite size of the samples, using the Williamson Hall plot.37

Inductively coupled plasma optical emission spectroscopy (ICP–OES) was carried out for elemental analysis with an iCAP 6300 DUP ICP–OES spectrometer (ThermoScientific). The samples were digested in aqua regia (HCL 37% v/v–HNO₃ 69% v/v 3:1) for 8 h, then diluted using Milli-Q water, and analyzed.

Differential thermal analysis (DTA)/thermogravimetric analysis (TGA) were performed using a LabsysEvo 1600 DTA/TGA (Setaram). 10 mg of sample obtained after self-combustion was put in an alumina crucible and heated from 30 to 1000 °C, at 10 °C min⁻¹ under an O₂ atmosphere (20 ml min⁻¹). The DTA and TGA curves were elaborated using the dedicated software Calisto (Setaram).

TEM analysis was performed using a Philips CM200 microscope operating at 200 kV and equipped with a LaB₆ filament. For TEM observations, the samples, in the form of powder, were prepared using the following procedure. A small quantity of powder was dispersed in isopropyl alcohol and subjected to ultrasonic agitation for approximately one minute. A drop of suspension was deposited on a commercial TEM grid covered with a thin carbon film; finally, the grid was kept in air until complete evaporation of the isopropyl alcohol.

Magnetic field-dependent magnetization of the samples was collected using a superconducting quantum interference device (SQUID) magnetometer from Quantum Design Inc. Magnetic hysteresis loops were recorded at $T = 5$ K in the $-5$ T to $+5$ T field range.

### 3. Results and discussion

#### 3.1. Structural and morphological characterization

The XRPD patterns of the synthesized samples are shown in Fig. 1. The observed reflections can be indexed to the orthorhombic structure of LFO (s.g. $Pnma$), and no impurity or secondary phase was observed. The CFO (and CZFO) phases remain undetected because of their extremely low fraction in the nanocomposites (only ~2% by weight). The average crystallite size ($D_{XRD}$) of the samples was calculated from the XRPD data using the Williamson Hall plot,37 and was found to be ~20 nm.

ICP analyses were performed to determine the exact LaFeO₃–CoFe₂O₄ (Co₀.₅Zn₀.₅Fe₂O₄ for S3’) ratios in the final composites, and were found to be 97.5 : 2.5, 96.7 : 3.3, 99.1 : 0.9, 98.9 : 1.1, and 97.7 : 2.3 for S1, S2, S3, S3’, and S4, respectively. All the values were affected by a systematic error of approximately 5%. Moreover, in S3’ the Co/Zn ratio was equal to 1 : 1 confirming the nominal stoichiometry.

![Fig. 1 XRPD patterns of (a) S1, (b) S2, (c) S3, (d) S4, and (e) S3’](image-url)
All the samples were analysed by means of DTA/TG, except S1 (i.e., the sample prepared by physical mixing of the individual components) that is just a reference sample for magnetization measurements. The DTA/TG curves are shown in the ESI (Fig. S1†). It is interesting to observe that above ∼200 °C (∼150 °C for S4), there is a considerable variation in the TG curves consistent with previous reported data. In particular, all the samples presented a first loss up to 500 °C, temperature at which a second effect started up to ∼650 °C. The simultaneous DTA analyses reveals the presence of an exothermic peak (at $T \approx 320$ °C, 340 °C, and 190 °C for S3, S3′, and S4, respectively) corresponding to the TG variations suggesting the combustion of the unburned organic reagents occurred. It is worth noting that for all the samples, the last step in the TG curves starts at approximately 500 °C, demonstrating that the annealing temperature chosen is enough for removing the organic precursors completely. Overall, the weight lost was approximately 30% for S2, S3, S3′, and approximately 20% for S4. Although the detailed investigation of the synthesis mechanism is beyond the scope of this paper, DTA/TG analysis clearly suggests that the magnetic phase formation in S4 shows a different thermal history that deserves special attention, and a more careful investigation is planned for the near future.

The morphology of the samples S1, S2, and S3 as observed from TEM imaging have been reported in our earlier publications. Considering that, a schematic representation showing the level of aggregation of the individual components is illustrated in Fig. 2. The different synthesis strategies are

---

**Fig. 2** Schematic representation of the different synthesis strategies used that yield samples with different levels of agglomeration. Green and blue spheres indicate LFO and CFO (or CZFO), respectively.
also briefly mentioned in Fig. 2. To prepare S1, the two phases (LFO and CFO) were mixed in the solid state i.e., the individual powders were mixed by mechanically grinding in a mortar to form a physical mixture. This results in a sample that has large aggregates of the two phases, denoted by the large blue and green clusters in Fig. 2a. S2 was prepared by first sonicating the CFO particles in water for several minutes, and then growing the LFO phase in solution. The sonication served to break up the CFO particles into smaller clusters (compared to S1). This is represented by the smaller blue clusters in Fig. 2b. In particular, previous studies reported in our earlier publications21,22 have shown that the number of CFO particles forming a single aggregate is of the order of thousands of particles in physically-mixed samples like S1, while in S2, the CFO aggregates are composed of few tens of particles at the maximum. The CFO particles used for preparing S3 were synthesized using a solvothermal method that resulted in smaller size CFO particles that are stable in aqueous suspension. Thus, the CFO phase in S3 was even less aggregated compared to S2, as denoted by the small individual blue spheres in Fig. 2c. To prepare S4, we did not use pre-synthesized CFO particles. In contrast, both the CFO and LFO phases were prepared in solution at the same time. This ensured that the CFO particles did not get the opportunity to form clusters, but were formed within the LFO matrix, as denoted schematically in Fig. 2d. We note here that Fig. 2 gives a schematic and qualitative representation of the degree of agglomeration in the samples prepared using the four different techniques. Further studies involving theoretical modeling of the magnetic behavior with the degree of agglomeration as a control parameter might provide a more quantitative description of the aggregation level. This is, however, out of the scope of the present paper.

Next, we discuss the morphology of sample S4 that was prepared using a new synthesis route not reported previously. In Fig. 3a, a typical TEM bright field image of sample S4 is shown. The sample is composed of agglomerates of highly interconnected nanocrystals. Some pores are indicated by arrows in Fig. 3a. Selected area electron diffraction (SAED) measurements performed on numerous agglomerates have revealed the crystalline nature of the sample. A typical SAED pattern is shown in Fig. 3b. The diffraction intensity is distributed on rings, revealing the polycrystalline nature of the sample and the random orientation of the crystals. All the diffraction rings can be attributed to the LFO phase and it is difficult to evidence the presence of CFO crystals due to their low fraction (∼2 wt%) in the nanocomposites. The white arrows indicate two very feeble diffraction spots that can be attributed to the \( \{131\}_\text{CFO} \) lattice planes.

To facilitate the TEM analysis of the CFO phase in the nanocomposite, and to obtain information about the existence and good dispersion of the embedded magnetic phase, another sample was synthesized by the same procedure used for S4 but with a different CFO/LFO ratio. The sample S4′ contained 25% CFO in weight. A typical bright field TEM image of S4′ is reported in Fig. 4a.

An agglomerate made of highly interconnected nanocrystals and pores is clearly visible. The corresponding SAED pattern is shown in Fig. 4b. All the diffraction rings can be attributed to the LFO phase except one that can be assigned to the \( \{131\}_\text{CFO} \) lattice planes. The uniform and feeble intensity distribution of this ring suggests a small dimension of the CFO crystals. One of the larger CFO nanocrystals is shown in the high-resolution TEM image of Fig. 4c, but smaller crystals are also present (ESI, Fig. S2†). The fast Fourier transform of the image reveals that the CFO crystal is in [110] zone axis, Fig. 4d.

The small dimension of the CFO nanocrystals and their homogenous distribution were further investigated by TEM dark field measurements performed both on small and large areas of the sample. Fig. 5b shows the SAED pattern of the sample imaged in Fig. 5a. The intensity of the \( \{131\}_\text{CFO} \) diffraction ring is low and diffuse compared with the diffraction intensity coming from the LFO phase, thus revealing a lower size of the CFO crystals compared to the LFO ones. The image in Fig. 5c was obtained using the most intense LFO diffraction spots (corresponding to the \( \{121\} \) lattice planes) indicated by the green circle in Fig. 5b. Thus, the visible crystals in the image are LFO nanocrystals. Next, the selected area was moved.

![Fig. 3](image_url)  
**Fig. 3** Sample S4: (a) TEM bright field image and (b) corresponding selected area electron diffraction pattern. The arrows in (a) indicate some pores present in the nanocomposite. The positions of very feeble diffraction spots attributable to the CFO phase are indicated by white arrows in (b).
Fig. 4  Sample S4: (a) TEM bright field image, (b) corresponding selected area electron diffraction pattern, (c) high resolution TEM (HRTEM) image of a CFO nanocrystal, and (d) corresponding fast Fourier transform of the image revealing that the CFO crystal is in [110] zone axis.

Fig. 5  Sample S4: (a) TEM bright field image, (b) corresponding SAED pattern, (c) dark field image highlighting the presence and distribution of LFO nanocrystals, and (d) dark field image highlighting the presence and distribution of LFO and CFO nanocrystals.
in the red circle position and the most intense CFO diffraction ring was taken (corresponding to the \{131\} lattice planes). In Fig. 5d, both the previous LFO and the new CFO crystals are lighted. Comparing the two images, it is possible to see the appearance of very small white points in Fig. 5d suggesting a good dispersion of the two phases. The same general trend was also observed performing the same measurements on larger areas of the sample (ESI, Fig. S3†). Finally, SAED measurements performed on small areas of the sample have always shown the presence of both the phases, confirming again the excellent dispersion of the LFO and CFO nanocrystals.

3.2. Magnetization measurements

3.2.1. Magnetic coupling in nanocomposites: effect of synthesis method. In Fig. 6, we show the magnetic field-dependent magnetization loops of all the LFO–CFO nanocomposites (S1–S4) recorded at $T = 5$ K. At a first glance, the magnetic behavior of the samples S1–S3 look remarkably similar, at least qualitatively, while S4 shows a somewhat different behavior. This is confirmed by a quantitative analysis of the magnetization loops that reveals coercivity ($H_C$) values of 0.35 T, 0.25 T, 0.28 T, and 0.63 T, and squareness ratios ($M_r/M_{(ST)}$, where $M_r = $ remanent magnetization and $M_{(ST)} = $ magnetization at $H = 5$ T) of 0.4, 0.4, 0.4, and 0.2 for S1, S2, S3, and S4, respectively. We note here that S4 exhibits a larger value of $H_C$ and a smaller squareness ratio, as well as a more open loop compared to the other three samples. The exact reason for this is still under investigation, but could be related to the fact that for S4 the two phases grow simultaneously, while pre-synthesized CFO particles were used for preparing samples S1, S2, and S3. Our preliminary investigation reveals that growing the two phases simultaneously, as in S4, could lead to unique orientation relationships between the two phases that do not exist in the other samples, and this could cause the hysteresis loop of S4 to have a different shape. However, a complete understanding of this requires further study, and is planned for the future. The magnetic field-dependent magnetization of the pure phases (LFO, CFO, and CZFO) are shown in the ESI (Fig. S4†).

We first investigate the magnetic behavior of samples S1, S2, and S3 in more detail. The apparent qualitative (i.e., shape of the hysteresis loop) and quantitative (values of $H_C$ and squareness ratio) similarities in the $M$ vs. $H$ curves might indicate that the samples exhibit the same physical properties irrespective of the widely differing synthesis methods that were used to prepare these three samples. To check whether this is indeed true, we have performed additional measurements, specifically, direct current demagnetization (DCD) experiments. The DCD curve is obtained by first saturating the sample in a negative field ($−5$ T), and then measuring the remanent magnetization after applying and switching off reverse (positive) fields of increasing amplitude up to $H = +5$ T. The $M_{\text{DCD}}$ versus reverse magnetic field for each of the nanocomposite samples is also shown in Fig. 6 (red symbols). The $M_{\text{DCD}}$ versus reverse magnetic field for the pure phases (LFO, CFO, and CZFO) are shown in the ESI (Fig. S4†). This measurement protocol allows us to investigate the irreversible process of magnetization. In general, $M_{\text{DCD}}$ lies outside the hysteresis loop. In S1, we observe an anomalous behavior where the initial part of $M_{\text{DCD}}$ lies inside the hysteresis loop. The exact cause of this anomalous behavior is presently unknown and requires more study. This is, however, out of the scope of the present paper.

The differentiated curve of $M_{\text{DCD}}$ with respect to $H$ represents the irreversible component of the susceptibility ($\chi_{\text{irr}}$). This quantity can be considered to be a measure of the energy barrier distribution which, in a nanoparticle system, is associated to the distribution of particle’s switching field, defined as the field necessary to overcome the energy barrier during an irreversible reversal process. In Fig. 7a, we show the switching field distributions (SFDs) of the nanocomposites as

Fig. 6 Isothermal field-dependent magnetization loops (black lines) and $M_{\text{DCD}}$ versus reverse magnetic field (red symbols) of (a) S1, (b) S2, (c) S3, and (d) S4 recorded at $T = 5$ K.

Fig. 7 Switching field distributions of (a) S1, S2, S3, and S4 and (b) the pure phases as obtained from the first order derivatives of the corresponding $M_{\text{DCD}}$ curves.
obtained from the first order derivatives of the $M_{\text{DCD}}$ curves. The curves have been normalized for easy comparison.

Fig. 7b shows the normalized $\chi_{\text{irr}}$ plots for the pure phases. The SFD of S1 presents a strong contribution centered at a low field ($\sim 0.025$ T), and a weak signal at a high field ($\sim 1.5$ T), shown by the two black arrows in Fig. 7. These can be attributed to the reversal processes of the two individual phases (LFO and CFO), without any sign of a clear coupling. The second peak at $\sim 1.5$ T is clearly visible when the $y$-axis is plotted in a log scale (see Fig. S5 in the ESI†). In contrast, in S2, the contributions of the pure phases are visible, but the two average switching fields have shifted closer to each other with respect to S1 (shown by the two red arrows in Fig. 7a). This shift indicates the presence of magnetic coupling between the two phases, since the reversal of the two magnetic phases is not independent. In S3, the individual contributions of the two phases cannot be distinguished anymore. A single peak is observed (indicated by the blue arrow in Fig. 7a), indicating a single average switching field, and thus, an increase in the magnetic coupling as compared to that in S2. From a physical point of view, the increase in the magnetic coupling as we move from S1 to S3 can be understood as follows. S1 was prepared using simple physical mixing, and hence the magnetic coupling between the two phases is expected to be the weakest (nearly non-existent). S2 and S3 are both prepared using chemical routes, and hence, the magnetic coupling in these two samples is stronger than that in S1. However, S2 was prepared using larger CFO nanoparticles that are relatively aggregated, while S3 was prepared using well-dispersed CFO nanoparticles. Thus, the two phases are much more evenly distributed in S3, while S2 can still contain clusters of the individual phases. Hence, the magnetic coupling in S3 is stronger than that in S2.

Next, we explore the magnetic behavior of S4. For the synthesis of this sample, we did not use any pre-formed phase. Rather, the two individual phases of the nanocomposite were formed at the same time during the synthesis process. Thus, we expect a good dispersion between the two phases, and hence a very good magnetic coupling between them. Indeed, the SFD of this sample shows a single peak $i.e.$, a single average switching field (Fig. 7a), similar to what was observed in S3. However, the average switching field of the two samples (S3 and S4) show more than one order of magnitude difference (indicated respectively by the blue and orange arrows in Fig. 7a). We also note that the average switching field observed in S4 is very similar to that of the 5 nm, well-dispersed CFO nanoparticles (brown curve in Fig. 7b). We believe that the reason for this is that during the synthesis of S4, the CFO phase grows within the LFO phase, and the latter restricts the growth of CFO. To confirm this, we have prepared an additional sample (S4′) using the same procedure used for S4 but with LFO : CFO = 50 : 50. The reason for preparing a new sample is that the % of CFO in S4 is too low to be detected in its XRPD pattern. The XRPD pattern of S4′ is shown in Fig. S6a in the ESI†. A comparison of the peak width of the strongest reflection ($\sim 35.5^\circ$) corresponding to CFO in this sample with that of the strongest reflection in the XRPD pattern of CFO (inset of Fig. S6b†) proves that the particle size of CFO in the nanocomposite is smaller than that in CFO, as reflected by the larger peak width in the XRPD pattern of the nanocomposite compared to that of CFO (inset of Fig. S6b†). Thus, even though the final annealing temperature is the same for the samples S2, S3, and S4, the crystallite size of CFO is smaller in S4 as compared to that in S2 and S3. In other words, in S4, the matrix (LFO) has a profound effect on the CFO phase, and hence, on the resultant nanocomposite.

3.2.2. Magnetic coupling in nanocomposites: effect of magnetic anisotropy. In S4, the CFO phase was tuned by the effect of the matrix. In the last sample that we have studied $i.e.$, S3′, we explore what happens when the magnetic anisotropy of the CFO phase is tuned by doping. Thus, we used 5 nm, well-dispersed Co$_{0.3}$Zn$_{0.3}$Fe$_2$O$_4$ (CZFO) nanoparticles to prepare an LFO–CZFO nanocomposite sample (S3′). We note that the purpose here is not to perform a systematic tuning of the magnetic anisotropy of CFO by Zn-doping, which was already reported in one of earlier publications. Nevertheless, including sample S3′ in the current study allows us to show that our method of estimating the magnetic coupling using demagnetization experiments works not only for the specific case of LFO–CFO, but also when the magnetic anisotropy of the second phase is changed by elemental doping.

In the inset of Fig. 8, we show the isothermal field-dependent magnetization loop and $M_{\text{DCD}}$ versus reverse magnetic field (black line and red symbols, respectively) of S3′. $H_C$ and squareness ratio of this sample are 0.16 T and 0.4, respectively. In the main panel, we show the SFDs of S3′ along with those of the individual pure phases. As in S3 (prepared using the same synthesis route), we see a single peak $i.e.$, a single average switching field in the $\chi_{\text{irr}}$ plot of S3′. The effect of tuning the
anisotropy of CFO (by doping Zn at the Co-site in CFO) is evident. The average switching field of S3’ is lower than that of S3, since the average switching field of CZFO is lower than that of CFO.

4. Conclusions

In summary, we have synthesized LaFeO$_3$–CoFe$_2$O$_4$ (LFO–CFO) and LaFeO$_3$–Co$_{0.5}$Zn$_{0.5}$Fe$_2$O$_4$ (LFO–CZFO) nanocomposites using different synthesis techniques, and made an estimation of the magnetic coupling in them. While the nanocomposites show apparent similarities in their $M$ vs. $H$ curves, more advanced dc demagnetization measurements reveal striking and very important differences in magnetic coupling in the systems. These differences can be traced back to the differences in the synthesis techniques that dictate the degree of particle agglomeration in the samples. This work shows how the degree of particle agglomeration can be used as a tool to control the strength of magnetic coupling in nanocomposites. Changing the degree of particle agglomeration allows us to tune the surface area of contact between the two phases; in particular, by decreasing the degree of agglomeration, we are able to increase the surface area of contact between the two phases. Thus, by modifying the synthesis approach, we are able to maximize the contact area between CFO and LFO in S4, thus, increasing the interaction both in case of dipolar coupling or direct exchange. These results, illustrated using two prototypical systems (LFO–CFO and LFO–CZFO), are representative of a much more general trait in magnetic nanocomposites where the degree of agglomeration is inversely related to the surface area of contact between the two phases, and hence, to the extent of magnetic coupling. We note, however, that the degree of particle agglomeration might not be the only intrinsic factor influencing the strength of magnetic coupling. Other factors like morphology and shape of the nanocrystals that can influence the surface area of contact between the two phases might also play a key role, and should be investigated in future studies. Finally, our results bring out the importance of careful and detailed magnetic measurements to uncover physical effects that might remain hidden and undiscovered in more conventional measurement protocols.
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