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ABSTRACT 

Replenishment is an important process in automotive industries. It is the process by which 

parts required at assembly lines are stored and organized in assembly lines supermarket. 

Over many years replenishment have been done with the aim of positively impacting the 

varying demand frequency of articles in multi flows mixed-model assembly lines (MMALs) 

operating in just-in-time (JIT) fashion. However, a series of successive replenishment actions 

have negative impacts on the number of reallocation movements of parts within volume 

flows of supermarkets especially within a context of multi-flows supermarkets (MFSs). The 

cost of movements of parts within the supermarket has not been taken into consideration in 

previous replenishment methods. This is a significant problem since both un-optimized 

reallocation movements, and articles misplacement resolutions lead to production halts 

which cost assembly plants valuable time and money. Therefore, this research study 

proposes a replenishment method that optimizes flow of material within multi-flow 

assembly lines supermarkets and hence reduces the cost due to reallocation movement of 

multi-flow assembly lines supermarkets. The proposed method has been evaluated in the 

context of Volvo automobile engine assembly plant in Skövde. The proposed replenishment 

method has been evaluated by conducting an experiment using real-world data for the 

assembly plant in context. Performance metrics such as accuracy, F1-score, precision, 

sensitivity, and specificity were used to demonstrate the utility and validity of the proposed 

method. The evaluation results showed that the proposed method for optimizing material 

flow in supermarkets performed better than the existing method. In addition to utility, the 

proposed method provides contribution to knowledge by providing means for the industry 

to adopt replenishment method that takes into consideration the cost of reallocation 

movements of the parts within the supermarket.   

Keywords: replenishment, supermarkets, optimization, design science research, multi-flows, 

assembly lines, MMALs.   
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1 INTRODUCTION 

1.1 Overview 

In the new global economy, automotive industries face challenges to keep up with diverse 

variety of orders from their customers. In contrast to the old mass-production workflow 

where only one type of product is assembled on assembly lines over a given period of time. 

This new workflow requires assembly plants to assemble different products in a sequence 

influenced by the sequence of orders from customers in a Just-In-Time (JIT) fashion. This is 

known as Assemble-To-Order (ATO) strategy [1].  As a result, this strategy ensures that there 

is neither shortage nor excess of parts in inventory warehouses. Assembly plants that use 

this workflow are said to implement the so called Mixed Model Assembly Lines (MMALs) [2]. 

MMALs add competitive advantage to assembly plants in today's competitive market 

environment. 

While adoption of MMALs model in assembly plants that operates in JIT fashion enables in 

fulfilling customers’ demand and therefore increase revenues. Diversified customer 

requirement poses yet another challenge to the production process. Different products 

models require thousands of parts to be assembled in assembly lines. The huge volume of 

parts makes them impractical to be stored at workstations of besides assembly lines due to 

storage space limit. To tackle this challenge, a supermarket concept was introduced [3]. In 

this context, a supermarket is a decentralized logistic area on shop-floors of assembly plants 

where parts immediately required at workstations beside assembly lines are stored. Multiple 

workstations may be served by a single supermarket and assembly plants’ shop-floors may 

have multiple supermarkets installed. 

In assembly plants that implement MMALs with supermarkets, logistic flow of materials 

starts from central receiving warehouses where parts from different suppliers are received 

and stored. Parts are then stocked into supermarkets on the shop floors based on demands 

of workstations at assembly lines. This process of stocking supermarkets is also commonly 

known as replenishment. Parts are then moved from supermarket shelves and fed to 

workstations beside assembly lines in a JIT fashion using tow trains. The feeding process 

involves loading of parts into tow-trains, planning tow trains routes, and scheduling tow 

trains to ensure JIT feeding of workstations is achieved. To reduce complexity in the feeding 
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process, Assembly plants divides supermarkets into priority flows. In such multi flows 

supermarkets (MFSs), articles with relatively higher demand frequency are kept at flow with 

relatively higher priority from which articles can be moved to workstations with easy. 

Likewise, articles with relatively lower demand frequency are kept at flow with relatively 

lower priority. An example of a multi-flows supermarket model is the one in which a 

supermarket is divided into three priority volume flows, a Low-volume flow, a Medium-

volume flow, and a High-volume flow. Articles are then stocked or reallocated in 

supermarkets flows based on their priority levels at that given instance. This model helps 

reducing the complexity of moving articles from supermarket flows to assembly lines 

workstations in terms of article loading and tow train scheduling. 

1.2 Problem Statement 

Several challenges arise with the implementation of the supermarket concept and MMALs.  

Since in MMALs parts that are frequently needed to assemble one product on an assembly 

line may not be frequently needed to assemble the next product on the same line. This 

urged the demand for careful optimization of every logistic stage in Assembly plants. Battini 

et al. [3] pointed out four optimization problems in assembly lines feeding stage alone. (1)  

Optimizing supermarkets location, (2) optimizing loading of parts on tow-trains; (3) 

optimizing tow trains routes in shop floors, and (4) optimizing the number of tow-trains in 

service. On the other hand, optimization is required when replenishing supermarkets. 

According to Emde [4], optimization of supermarkets replenishment is sadly a neglected 

problem despite the fact supermarkets replenishment has a big proportional impact to the 

complexity of all of the above mentioned problems. In fact, in addition to replenishment 

method proposed by Akbalik et al. [5] there is no other work found in literature that directly 

addressed the replenishment problem in assembly lines supermarkets.   

The main problem with the current replenishment approaches is that they only focus on 

optimizing the movements of articles inside (stocking) [8, 9] and outside (assembly lines 

feeding) [6, 7, 8] supermarkets as stated above. That is, the main focus is only on placing a 

given part a right supermarket volume flow at a given time. While a single replenishment 

action has a positive impact on the accuracy of filling parts in their right supermarket volume 

flows. A series of successive replenishment actions have negative impact on the number of 
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reallocation of parts among the volume flows especially within a context of multi-flows 

supermarkets (MFSs). In other words, the current replenishment process has a construct 

validity threat that is referred to in [9] as Restricted generalizability across constructs. This is 

a significant problem since both un-optimized reallocation movements and articles 

misplacement resolutions lead to production halts which costs assembly plants time and a 

lot of money [10]. 

This thesis work aims to solve this problem by designing a replenishment method that takes 

into account costs of reallocation movements of articles within supermarkets on successive 

replenishment as well as maintaining the accuracy of individual replenishment processes. 

The proposed method uses Assembly plants JIT logistic information and converts them into 

even time series windows. By replenishing supermarket flows with data in the time windows 

Ahead-Of-Time (AOT), articles movements within supermarkets flow can be predetermined 

and therefore suitable optimization algorithms can be applied to compare the cost 

reallocating articles at each of the time windows. This leads to reduction of cost due to 

reallocation movement and misplacement of articles. Furthermore, articles locations in 

every time windows are predicted ahead of time. 

1.3 Research Aim  

This work builds on the knowledge that existing replenishment methods in literature do not 

take into account costs of reallocation movements of articles within multi-flows 

supermarkets that occurs in between successive replenishment. Hence this thesis work aims 

to design and evaluate a replenishment method that takes into account and optimize costs 

of movements of articles in multi-flows supermarkets (MFSs) over a period of time as a 

result of successive replenishment using Dynamic Programming and Unsupervised Learning 

(categorization). 

1.3.1 Research Question 

To study feasibility of the stated aim, the following question is investigated. 

Can categorization be used to achieve optimization of articles reallocation movements within 

assembly line supermarkets?  



 

4 
 

1.3.2 Research Objectives 

The following objectives are set as guidelines to fulfill this aim. 

i. To select an algorithm that is suitable for value maximization under constraints.  

ii. To select an algorithm that is suitable for optimization of timed dispersed samples.  

iii. To use Design Science Research method to design and propose a replenishment 

method that optimizes reallocation movements of materials within multi-flows 

supermarket using dynamic programming and unsupervised learning 

(categorization).  

iv. To conduct an experiment to evaluate the proposed method.  

v. To discuss the contribution of the proposed method. 

1.4 Method and Contribution  

This thesis research work uses mixed methods model to design and evaluate the proposed 

method for optimizing material flow in assembly line supermarkets.  A renowned Design 

Science Research [11] method is adopted in design search and building phase. Similarly, an 

Experimentation method [8] is used as a subordinate method for evaluation of the designed 

artifact. The evaluation is conducted as a case of Volvo Powertrain Skövde using real-world 

industrial logistics datasets.  

The contribution made by this thesis work is the proposed improvement in methods for 

supermarket replenishment that add optimization of reallocation movements of materials 

within multi-flows supermarkets. In addition, the proposed replenishment method is 

instantiated to a user friendly application that allows Assembly plants logistic managers to 

easily adapt to the improved replenishment method. Lastly, this thesis report formalizes 

construct validity threat that exists in existing replenishment methods in literature that is 

referred to as “restricted generalizability across constructs”. 

1.1 Thesis Layout  

The overall structure of this study takes the form of seven chapters, adopted from the 

publication schema for design science research study proposed in [12], including this 

introductory chapter. The second chapter introduces the background of the research domain 

and defines the important terms. The third chapter begins by presenting selected methods 
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used to carry out this study followed by a detailed description of steps followed in 

implementing the selected research methods. The fourth chapter presents the design search 

for the proposed method for optimizing reallocation movements of parts in the assembly 

line supermarkets. The chapter further presents the designed method and discussion of 

algorithms and technologies used. The fifth section presents an evaluation experiment 

conducted to evaluate the designed replenishment method. Furthermore, the sixth section 

discusses the result of the study and compare it with existing related studies. The seventh 

chapter discusses related work and establishes originality and value work presented in this 

report. Finally, the eighth chapter concludes the study by stressing its contribution and 

demonstrating the accomplishment of the defined objectives of the study.  
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2 BACKGROUND  

2.1 Overview of the Basic Concepts 

This section provides basic general overview of in-house logistics process in automobile 

assembly plants. It also defines some important terminologies used throughout this thesis 

report. 

2.1.1 Supermarket  

A supermarket is a decentralized storage area near assembly lines that serves as an 

intermediate warehouse storing parts needed by the assembly line [10]. In this context, the 

words parts, articles, and materials are used interchangeably to refer to materials required 

to assemble products at assembly lines. Parts are temporarily stored in supermarkets to 

reduce traveling distance from central receiving areas to production lines. Due to limited 

space of supermarkets, not all parts can be kept at supermarkets shelves. Supermarket 

shelves are only for small parts that can easily be handled and picked [4].   

Once a supplier delivers parts to a central receiving area, logistics workers select parts that 

are required to be at supermarkets at that moment and leave remaining parts at the main 

store. Parts that have been selected to be stocked into supermarkets are packed in bins and 

presorted into the more accessible manner.  Each part has a unique part number labeled as 

a bar code on the bins. Each bin holds parts of the same part type. This helps in handling of 

parts within supermarket and allows easy accessibility of the parts during part searching.  

A supermarket is built up by a set of racks, each rack is divided into section, each section 

contains shelves with specific location for each part type.  This means that each part type 

has only one location for the entire supermarket. Neither two part-types can stay in the 

same location nor can one part have multiple locations at supermarkets at the same time. 

Figure 1 shows an example of how parts are stored within a supermarket shelf. Each bin has 

a unique part number (blue in color, i.e. 111, 112, 113) and each part number has only one 

location (i.e. L1 for part 111, L2 for part 115). 
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Figure 1 Part bins storage in a supermarket flow. 

A warehouse shop floor can have more than one supermarket [3].  When parts enter a 

supermarket, inventory system keeps track of locations of each part in the supermarket 

including rack number, section, shelves, bin, part number, the amount delivered, and time of 

delivery. The same is applied during pick up, logistic workers scan bar codes to keep record 

of when and where parts are taken and where are to be delivered.  

In supermarkets, parts are replenished when about to run out. One way to replenish the 

supermarket is by using the Kanban system [4]. In Kanban system whenever the parts finish 

in the bin the Kanban gives a signal to the attendant indicating that the bin should be refilled 

for later use. Logistic workers then replace parts with the amount specified by Kanban cards. 

2.1.2 Material flow 

The flow of materials inside automobile factories can be divided into two stages. The first 

stage involves taking materials from receiving areas to the main store or to supermarkets. 

This is done by logistic worker using industrial trucks used to carry large loads [3]. Depending 

on parts type logistic manager can decide if the parts need to be in supermarkets or in the 

main store. The second stage involves taking the parts from either of these two inventories 

(main store or supermarket) to the kitting area. Kitting areas are small buffer close to the 

assembly lines. It is there to help workers in assembly lines to easily access parts for 

assembling. In this stage, small tow train and forklift are used to transport parts from 

supermarkets to the kitting area.   
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This work focuses on the first stage of moving parts from the central warehouse to 

decentralized supermarkets. Especially managing movements of materials between 

supermarkets volume flows as depicted in Figure 2 (shaded area). The work is motivated by 

the real situation of Volvo Assembly plant in Skövde where the supermarket is divided into 

three flows. High volume flow, medium volume flow, and low volume flow. The first flow 

store the most frequently used parts. The second flow store the moderate frequently used 

part and the third flow store least frequently used parts. 

 

Figure 2 Example of material Flow in Automobile factory [5] 

Materials flow is controlled by systems that specify the location of each part within the 

supermarket volume floor for a specific time period. Unless otherwise stated these locations 

are flexible and can be updated anytime needed. In ATO environment changing in customer 

demands make some of these locations change after every period of time.  

When parts change their locations, it is the responsibility of a logistic manager to update 

systems with new locations and give reports to logistic operators. Logistic operators then 

move these parts to the newly specified location.  The movement process depends on the 

number of parts’ bins to be exchanged and the availability of space at the newly specified 

supermarket volume location. Movement of materials between the supermarket volume 

cost the production process especially if the demand for moving parts is high. It may take 

some minute, hours and even days. If the amount is too high it can cause production process 

to stop and assemblers to remain idle which cause problem and big loss to the company. 
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2.1.3 Movement of Materials  

This work defines movement of materials as the process of moving parts from one 

supermarket volume to another. In this study, we define every movement to cost one unit. If 

we assume that a supermarket is replenished every month. Now, if a part type is located in 

supermarket volume A in one month then it is located in supermarket volume B in the next 

month, this is counted as one movement. Conversely, if a part was in supermarket volume 

“A” in one month and remained in the same supermarket volume “B” in the next month. 

Then there is no movement (changes in parts location). The movement specified above is 

caused by raising and falling on customer order demands on products. The term movements 

and reallocation will be used interchangeably to refer to this defined process. 
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3 METHOD 

This thesis research work uses mixed methods model to design and evaluate the proposed 

method for optimizing material flow in assembly line supermarkets.  The research uses the 

renowned Design Science Research [11] methodology for design and development of the 

artifact. Similarly, an experimentation method [9] is used as a subordinate method for 

evaluation of the proposed artifact. This section provides a detailed description of the 

research methods used in this thesis work. It provides descriptions of the actual selected 

methods, how relevant the selected methods are to the research, and finally the steps 

followed in implementing the selected methods. 

3.1 Design Science Research Method 

A design science research is an information system research paradigm that focuses on the 

development of solutions for practical problem [13]. The outcome of a design science 

research is referred to as an artifact. According to [14], an artifact can be of the form of (a) a 

construct which provides syntax and semantic for a domain to represent problems or 

solutions, (b) a model which is the use of constructs to represent problems or solutions, (c) a 

method which is a process description on how to solve a problem, or (d) an instantiation 

which is a problem specific aggregate of constructs, models or methods.  

A Design Science Research method is employed for this research because of the nature of 

the problem in hand and the requirements of the problem. The problem addressed by this 

research is a real-world problem and opportunity that has been identified directly from the 

industry. This aligns with claim by Havner et al. [15] that, a good Design Science research 

initiates with identification of problems and opportunities in a real-world application 

environment.  

The second reason of using Design Science Research method is because of requirements 

from the environment that demands the development of an artifact as part of the solution 

to the problem. For this purpose, Design Science research method is the most suitable 

method as it provides strong emphasis on the relevance (artifact actually addresses real 

business need) and rigor (artifact’s design applied from the existing body of knowledge) of 

the designed artifact. In contrast, these properties are missed when other methods such as 

literature review are used to address this problem. 
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3.2 Methodological Implementation 

Implementation of design science research method in this study follows design science 

research procedures proposed by Havner [15]. The proposal describes design science 

research to consist of three main cycles as illustrated in Figure 3.  

 

Figure 3 The Design Science Research method cycles [6]. 

The Relevance cycle that establishes relevance of the addressed problem as well as the 

relevance of the solution artifact that is the outcome of the research process.  March and 

Storey [16] listed identification of a relevant organizational problem as one of requirements 

for contribution in design science research. 

The Design cycle is where an artifact design is built and evaluated; this cycle takes 

requirement information from the relevance cycle and searches for possible appropriate 

solutions from the knowledge base to build a suitable artifact for the problem.  

The rigor cycle thrives to ensure that the proposed designed artifact is grounded on the 

existing body of knowledge and therefore is not a repetition of an existing solution. In 

addition, it also plays a great role in ensuring that the designed artifact has addition to the 

existing body of knowledge.  As Havner [15] defined it, a rigor is a researcher’s skilled 

selection and utilization of appropriate theories and methods in constructing and evaluating 

an artifact. 

The rest of this chapter presents a detailed description of the steps taken in implementing 

Design Science research method in this study. It should however be taken into account that 
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all the steps were conducted iteratively and in a cycle fashion until an accepted artifact 

design was reached.  

3.2.1 Problem Formulation  

The problem addressed in this research originated from a real-world business environment 

which is a Volvo assembly plant in Skövde. The automobile industry found an opportunity to 

further optimize the existing assembly line supermarkets replenishment methods using 

logistic data available by adopting data science and machine learning methods.  

The problematic situation from the industry was analyzed by the researcher and re-

formulated into problem as presented in section one of this thesis report. 

3.2.2 Requirement Specification  

The research process takes into account three requirements from the environment (the 

automobile industry). 

 Allocation of materials to the supermarket volume flows should be optimized to maximize 

provision of materials with high demand frequency.  

i. Reallocation movement of materials among priority volume flows in supermarkets 

should be optimized to minimize movements caused by changes of demand 

frequency of materials in supermarkets over a period of time.  

ii. Prediction of articles priority status change (reallocation) within supermarkets. 

iii. Location of articles in a supermarket should be predictable ahead of time. 

From the above stated requirements, the goal and the objectives of this research were 

derived. The goal is to create an improved replenishment model (with optimized reallocation 

movements) to categorize articles and predict their priority changes. 

3.2.3 Grounding 

The most important step in a Design Science research is grounding of processes carried out 

in the research.  Grounding means that the design and development of an artifact is done 

with reference to the existing knowledge from the knowledge base. As argued in [15], the 

researcher needs to reference the body of knowledge in order to guarantee that the artifact 
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produced is a contribution and not a routine design work. In this way, grounding establishes 

rigor in a design science research as it assures that the designed artifact is not a duplication 

of already existing solutions [16].  

This thesis study establishes grounding of the artifact in several of part the research steps 

conducted. For example, the design of the artifact is grounded to the knowledge base by 

conducting a survey on existing optimization algorithms. Furthermore, a complete 

experimentation method [9] is used to evaluation of the proposed replenishment method. 

This adds rigor to the research processes followed and demonstrates the proof of utility and 

relevance of the designed artifact. 

3.2.4 Design Building  

Design building is the most important step in design science research.  As Simon describes in 

[17], the design process involves iteratively generating design alternatives each of which is 

evaluated against requirements and feedback until a satisfactory design is reached. The 

“design search” process is the heart of any the design science project and therefore, it is 

firmly attached to other steps in the process. In each of the iterations, the design stage takes 

requirements and feedback from environment, and knowledge from knowledge base as 

inputs used to propose a new design alternative. The proposed design alternative is then 

evaluated against requirements as described in the evaluation section. In addition, the 

proposed design is tested by targeted domain professional to collect feedback. The testing 

and feedback process is repeated for each design alternative proposed until a satisfactory 

design is achieved.  

The design search process in this thesis study involved selection, arrangement, and 

combination of existing algorithms to formulate a new replenishment method that suitably 

fulfills the stated requirements in section listed above. The design has been carried out by 

researching exiting relevant problem-solving algorithms that exist in the knowledge base 

which can be adopted in a certain combination to address the stated problem. The output of 

this step is the proposed artifact in the form of an algorithmic method that introduces 

optimization of reallocation movements of articles in assembly line supermarkets. 
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3.2.5 Evaluation  

In Design Science research, evaluation is a crucial step that is necessary for demonstration of 

quality, utility, and efficacy of a designed artifact. There are several proposals [13, 18] on 

Design Science research evaluation models but all point out two major artifact evaluation 

phases, namely, ex-ante and ex-post evaluation.   

In ex-ante evaluation, a researcher collects possible methods and technologies that can be 

applied in solving the problem and evaluates them before designing an actual artifact. In this 

study, the problem-solving theme is the combination of dynamic programming algorithms 

and unsupervised learning algorithms, a theme which has been formulated through 

reviewing existing literature on optimization algorithms. Therefore, an ex-ante evaluation 

has been carried out by comparing documented algorithms found in the knowledge base of 

both dynamic programming algorithms [19] and unsupervised learning algorithms [20]. In 

evaluating a suitable dynamic programming algorithm, the main characteristic that has been 

considered is how well the dynamic programming problem relates, in terms of similarity, to 

the supermarket replenishment problem. On the other hand, in evaluating suitable 

unsupervised learning clustering algorithm, the main feature that has been taken into 

account is that the selected algorithm should not require specification of number of clusters 

in advance. Instead, the algorithm should be able to generate uneven sized clusters 

automatically. This specification allows the categorization of articles in different priority 

flows in a given time period. The ex-ante evaluation is contained in section four of this thesis 

report that presents the design search description of the proposed artifact.  

On the other hand, in ex-post evaluation, the researcher evaluates the chosen technological 

solutions after they have been built to an actual artifact. This research uses an 

experimentation method defined in [49] to evaluate the proposed artifact. This use of a well-

defined evaluation method is very significant in this study as it establishes rigor in the 

evaluation of the proposed artifact. Section five presents the evaluation experiment in 

details.  

3.2.6 Feedback and Testing  

There is yet another form of evaluation that has been conducted on the proposed 

replenishment method. This is the evaluation done through testing and feedback. The 
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proposed replenishment method is tested to prove its utility to business. To test the 

proposed artifact, it is fist instantiated to a usable application by implementing it as a python 

Jupiter notebook [21] code with a user interface that is built using widgets. Since the 

research was developed with close contact with the Assembly plant in context. The 

researcher had access to the experts working in the problem domain and was able to test 

and give expert review feedback to the proposed replenishment methods designs iteratively 

during all design cycles.   

3.2.7 Knowledge Contribution  

Contribution to the body of knowledge is the awaited outcome of any Design Science 

research. A design science research can provide both theory and artifact as contributions. 

Gregory and Havner [18] proposed a knowledge contribution framework that categorizes 

four types of contribution a Design Science research can make.   

i. Routine design: when known solutions are applied to known problems.  

ii. Improvement: when new solutions are developed for known problems.  

iii. Expatiation: when knows solutions are extended to solve new problems.  

iv. Inventions: when new solutions are invented for new problems.  

This thesis work claims its contribution to knowledge by proposing a new solution to the 

known supermarket replenishment problem. The contribution is achieved by presenting a 

report on the proposed replenishment method that provides documented, tested, and 

evaluated operational principles of the proposed method.  

Finally, this thesis study is communicated to the public and other interested stakeholders by 

presenting it as a master's thesis report and publishing it using the university library 

publishing services.  
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4 OPTIMIZING MATERIAL FLOW USING DYNAMIC 

PROGRAMMING AND UNSUPERVISED LEARNING 

Flow of articles in assembly line supermarkets is divided into three main stages. The first 

stage is when the articles arrive at supermarkets and needs to be placed within the 

appropriate volume flows based on the demand frequency.  The second stage is when 

articles priority changes over time while stored in supermarkets. The articles are then 

required to be reallocated to their respective priority flows within the supermarkets. Articles 

usually move to and from different priority flows over time depending on the fluctuation of 

demand frequency. The third stage is when articles are picked from supermarkets to be used 

at workstations beside assembly lines.  

This thesis study is scoped only on the first two stages of material flow in supermarkets 

mentioned above.  More so, this research is scoped to assembly lines supermarkets that are 

divided into priority flows. For the purpose of this research, three priority flows are 

considered but the number of flows can be any based on the use case of a given context. The 

goal of this design search process is to fulfill the following requirements;  

i. Allocation of materials to the supermarket volume flows should be optimized to 

maximize provision of materials with high demand frequency.  

ii. Reallocation movement of materials among priority volume flows in supermarkets 

should be optimized to minimize movements caused by changes in demand 

frequency of materials in supermarkets over a period of time.  

iii. Prediction of articles priority status change (reallocation) within supermarkets. 

This is to say, the requirement presents three challenges. The first challenge is to maximize 

the demand frequency of the articles stored in a supermarket. The second challenge is to 

minimize the articles’ reallocation movement within supermarkets. And the third challenge 

is to predict the priority and hence priority flows of articles within a supermarket.  

This study proposes the use of Dynamic Programming algorithms [22] for the maximization 

challenge. On the other hand, it proposes the use of unsupervised learning [23] for the 

minimization and prediction challenge. The following subsections present more detailed 
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descriptions of these preferred algorithm domains proposed to be used in addressing the 

challenges. They also identify the actual algorithms selected from each domain and provide 

support descriptions on why they are preferred algorithms. 

4.1 Dynamic Programming  

Dynamic programming is a programming paradigm for solving computation problems that 

have two main characteristics: 

Optimal substructure: this means a problem can be solved by dividing it into several sub-

problems and combining solutions of the sub-problems to achieve the solution of the whole 

problem.  

Overlapping sub-problems: this means that once a problem is subdivided, there occur 

multiple repetitions of similar sub-problems that have the same solution. Hence, their 

solution can be reused to avoid repeating computation and reduce time complexity of the 

problem.  

Therefore, Dynamic Programming breaks a down a problem into a series of sub-problems 

and combine solutions to smaller problem to form a solution of a much larger problem [19]. 

In doing so, it reuses the solutions of repeating sub-problems to save computation time. This 

makes Dynamic Programming suitable for problems with large time complexity. 

There are many varieties of problems that can be solved using dynamic programming. These 

include, among others, the Subset Sum Problem [24], and the 0-1 knapsack problem [19, 25].  

Based on the requirements formulated from the problem addressed by this thesis study, the 

0-1 Knapsack algorithm for maximization under constraints is considered to be the most 

suitable algorithm to be used to optimize supermarkets replenishment process. In the 

following subsection, a detailed description of the 0-1 Knapsack problem is presented and 

grounded to how well it fits as a solution to the addressed problem. 

4.1.1 0-1 Knapsack Problem  

The 0-1 Knapsack problem can be defined as follows; given a Knapsack 𝐾𝑆 that can carry a 

maximum weight 𝑊 and a set of 𝑛 items 𝑡 each with a weight 𝑤 and a value 𝑣. The task is to 

determine a subset of items that will provide a possible maximum value that can be carried 
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in the knapsack. This particular problem is referred to as 0-1(binary) knapsack problem 

because for each item there is only one possibility among two outcomes. Either the item is 

included in the knapsack (1) or it is not included in the knapsack (0), and not otherwise. 

Equation 1 describes a mathematical representation of the knapsack problem. 

(𝐾𝑆)  𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 
∑ 𝑣𝑗

𝑛

𝑗=1

𝑖𝑗  
(1) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  
∑ 𝑤𝑗

𝑛

𝐽=1

𝑖𝑗 ≤ 𝑊 
 

 𝑖𝑗 ∈ {0,1}, 𝑗 = 1, . . . , 𝑛  

 

This is indeed is a maximization problem where in this case the total value of the items 

carried in the knapsack has to be maximized.  

This thesis study finds the 0-1 Knapsack problem strongly relates to the supermarket 

replenishment problem. Table 1 summarizes the similarity between the two problems. 

Table 1 Similarities   0-1 Knapsack problem and replenishment problem 

Domains 0-1 Knapsack problem  Supermarket problem  

Container Knapsack has weight capacity of W  Supermarket flow has space capacity of  S  

Items There are n items:  each item i provide value 
v > 0 and have a weighs w > 0.  

There are n articles: each part p provide demand-
value f > 0 and occupies storage space s > 0.  

Goal Pack a knapsack so as to maximize total 
value.   

Pack a supermarket volume flow so as to 
maximize total demand-frequency value.  

 

Therefore, as the 0-1 knapsack problem, the supermarket problem can be defined as 

follows; given a supermarket flow 𝑆𝑀 that can carry a maximum volume 𝑉 and a set of 𝑛 

articles 𝑎 each with a volume 𝑣 and a demand frequency 𝑓. The task is to determine the 

number of parts that will provide a maximum total demand frequency 𝑓 stored in the 

supermarket flow. This can also be mathematically presented as in equation 2 below: 
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(𝑆𝑀)  𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 
∑ 𝑓𝑗

𝑛

𝑗=1

𝑎𝑗 
(2) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑ 𝑣𝑗

𝑛

𝐽=1

𝑎𝑗 ≤ 𝑉 
 

 𝑎𝑗 ∈ {0,1}, 𝑗 = 1, . . . , 𝑛  

Although the above problem is presented with a single parameter to be maximized, the 

knapsack problem can also contain multiple parameters to be maximized. These are referred 

to as multidimensional 0-1 knapsack problem [25, 26]. 

Alternative algorithms exist that can be used to maximize a given set of parameters under 

given sets of constraints such as Linear programming [27] and greedy algorithm. However, 

based on the similarities of the actual problem in hand with the 0-1 knapsack problem 

presented above and time complexity reduction achieved by dynamic programming. The 0-1 

knapsack algorithm was found to be well suited for the problem and adopted in this thesis 

work to optimize the supermarket replenishment processes. 

4.2 Unsupervised Learning 

Machine learning is about giving the computer ability to learn without being explicitly 

programmed for a task in hand [28]. There are three categories of machine learning, 

supervised learning, unsupervised learning and reinforcement learning. Supervised learning 

is used to estimate an unknown (input, output) mapping from known (input, output) [29]. A 

model is trained to find the relationship between the input data and the output data. In 

order to use supervised learning, one should have enough data to train the model that 

involves both input and output. Figure 4 shows input data (different shape) and their output 

(annotation), during the training phase the model is trained to find the relationship between 

input and output examples. Later on, the new input is introduced and the model tries to 

predict the result of new data based on the relationship observed from past examples.  
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Under unsupervised learning, only sample with input values are given to the learning system 

and there is no notion of the output during learning [29]. Figure 5 shows input data 

(different shapes) without labeled data, i.e. there is no dataset to which a model can refer to 

find the answer, using similarity, a model itself try to cluster the data into different groups.  

 

Figure 5 Unsupervised learning. 

Reinforcement learning involves an agent that learns by interacting with its environment. 

The agent produces an action that changes the state of the environment and obtain a 

positive reward when a goal is achieved or negative reward when a goal is not achieved. By 

doing so it improve its learning process [55]. Figure 6 shows an agent receives input (state) 

from the environment, based on the state of the environment, an agent performs an action, 

finally, the environment gives some reward to the agent and the learning process continue. 

Figure 4 Supervised learning. 
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Figure 6 Reinforcement learning. 

Depending on the availability of the data and the task in hand, one can choose between one 

of the three mentioned learning categories. In this study only input data (order data) is 

available without output data (historical data which describe where the parts were kept 

previously), unsupervised learning is found to be better approach to build the model to be 

use in this thesis work. 

Unsupervised learning is the type of machine learning aimed to extract useful pattern from 

the data when there is a lack of pre specified, dependent attribute [30]. Since there is no 

corresponding output that can be paired with input data, unsupervised learning discovers 

classes (group) on its own by identifying common properties of data objects constituting a 

dataset.  

Most well-known sub field of unsupervised learning is clustering. Clustering refers to the 

grouping of an entity into categories [31] (categorization). These groups are not predefined 

but rather defined by the data itself. Usually clustering is accomplished by determining 

similarities of the data on predefined attributes.  The data that are similar are grouped 

together to form clusters, but the clusters themselves are dissimilar. The difficult task then is 

to interpret the output obtained. Since the cluster is not predefined, domain knowledge is 

needed to interpret the formed clusters [31]. Figure 7 shows a clustering algorithm that has 

identify (3) clusters denoted by red dots in the right graph based on the input data given in 

the left graph in Figure 7.  
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Figure 7 Clustering 

There is a wide variety of clustering algorithms such as K-Means, Density-Based Spatial 

Clustering of Application with Noise (DBSCAN), Expectation-Maximization (EM), Self-

Organizing Map (SOM), and Affinity propagation. The use of one algorithm or another 

depends on the problem being solved. Different algorithms can give different solutions on 

the same data input [32].   

This study uses Affinity propagation to optimize reallocation movements in the results of 

replenishment conducted using 0-1 knapsack algorithms. The following considerations 

motivate the selection of affinity propagation to be used in this study to minimize the 

reallocation movements among the priority flows in the supermarket.  

Firstly, Affinity Propagation does not require pre-specification of the required number of 

clusters [33]. Since the goal is to cluster results of successive replenishment computed using 

the 0-1 knapsack algorithm, the number of clusters is not something to consider, rather, 

previous and upcoming coming location of articles at a given time instance influences the 

clustering decision the affinity propagation model makes.   

Secondly, the Affinity propagating clustering algorithm preference parameter allows 

assignment of cluster center preference to each sample in a dataset to be clustered [33]. 

That is, samples with specific common characteristics can be given special and equal 

preference. Relating to the replenishment problem, the supermarket has three volume 

flows; high, medium, and low volume flow. The movement to and from each of these 
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priority flow has cost values assigned. For example, a reallocation movement from High-

volume flow to Low-volume flow is expensive than the movement from High-volume flow to 

Medium-volume flow. Therefore, more expensive movement needs to be avoided or worst 

identified ahead of time. Reallocation of movements cost assignment is possible with affinity 

propagation by using the preference parameter. The following section presents a detailed 

description of the affinity propagation algorithm. 

4.2.1 Affinity Propagation  

Affinity Propagation (AP) is a clustering algorithm based on the concept of message passing 

between data samples [34]. Given a dataset containing n samples, Affinity propagation 

clustering algorithms creates clusters by sending message between all pairs of samples. The 

message sent is used to determine the suitability of one sample to be a representative 

(exemplar) of the other. The representative sample then becomes the centroid of the cluster 

while the represented samples become a member of the cluster. There are two kinds of 

messages exchanged between the sample pairs in Affinity Propagation:  

Responsibility r: given a pair of samples 𝑖 and𝑘, the responsibility 𝑟(𝑖, 𝑘) is an accumulative 

measure that determines if sample 𝑘 should be an exemplar of sample 𝑖. This factor is based 

on the similarity of the two sample pairs. Responsibility r can be mathematically presented 

as follows: 

𝑟(𝑖, 𝑘) ⇐ 𝑠(𝑖, 𝑘) − 𝑚𝑎𝑥[𝑎(𝑖, 𝑘′) + 𝑠(𝑖, 𝑘′)∀𝑘′ ≠ 𝑘] (3) 

Availability a: given a pair of samples 𝑖 and𝑘, the availability 𝑎(𝑖, 𝑘) is an accumulative 

measure that determines if sample 𝑖 should choose sample 𝑘 to be its exemplar. This factor 

is based on the popularity of sample k as an exemplar to other samples. Availability 𝑎 of a 

sample can be mathematically represented as follows: 

𝑎(𝑖, 𝑘) ⇐ 𝑚𝑖𝑛 [0, 𝑟(𝑘, 𝑘) + ∑ 𝑟

𝑖′𝑠.𝑡.𝑖′∉{𝑖,𝑘}

(𝑖′, 𝑘)] 
(4) 

Therefore, the affinity propagation clustering algorithm places each sample to a cluster with 

a centroid that has most in common with the sample and with highest population. This 

makes the message exchange process iterative in determining the responsibility and 

confirming the availability of exemplars. In the beginning, all values of responsibility and 
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availability are set to zero. The process is repeated among all samples pairs until there is no 

change in the number of exemplars.  At this point, the process is said to have reached 

convergence. 

To avoid a numerical oscillation of the processes, a damping factor is used to dump the 

responsibility and availability of a message. The equations 5 and 6 below express the 

responsibility and availability with a damping factor λ at a given iteration 𝑡. 

𝑟𝑡+1(𝑖, 𝑘) = 𝜆 ⋅ 𝑟𝑡(𝑖, 𝑘) + (1 − 𝜆) ⋅ 𝑟𝑡+1(𝑖, 𝑘) (5) 

𝑎𝑡+1(𝑖, 𝑘) = 𝜆 ⋅ 𝑎𝑡(𝑖, 𝑘) + (1 − 𝜆) ⋅ 𝑎𝑡+1(𝑖, 𝑘) (6) 

Another important parameter in Affinity Propagation is the preference parameter. The 

preference parameter is used in Affinity propagation to influence which samples should be 

more likely to be selected as exemplars [34].  In the method designed in this thesis, the 

preference parameter is dynamically generated for each article in the sample. The 

preference parameter is used to add cost function to the clustering process. For example, 

the preference parameter for each article is computed based on the priority of the article 

and its demand frequency. Several other cost measures can be added to the clustering 

process via preference parameters. This is the most important feature utilized in this study. 

In general, affinity propagation algorithm chooses the number of clusters based on the data 

provided but the centers can be influenced.  

The advantage of using affinity propagation for optimizing movements of articles in a 

supermarket in this thesis work is based on three features of the algorithm. (a) The 

algorithm does not require specification of a number of clusters. Instead, it determines the 

clusters itself based on the size of the provided dataset. This allows the articles to be 

clustered in locations based on the timeline length of the provided data. (b) The algorithm 

uses similarity and popularity of the exemplars to classify the data. This allows the parts to 

be placed in their appropriate position over time and avoid expensive movements. (c) Cost 

functions can be easily integrated into the algorithms using the preference parameter. 
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Figure 8 Classification with Affinity Propagation. 

Figure 8 illustrates application of Affinity propagation algorithm to a dataset with 8 samples. 

The algorithm generated selected two exemplars and hence two clusters. The cost function 

used in the Euclidean distance between the samples. 

The main disadvantage of the affinity propagation algorithms is the order of complexity it 

has [34]. Because of its iterative process, affinity propagation has a time complexity of the 

order 𝑂(𝑁2𝑇). Where N is the number of samples and T is the number of iterations until 

convergence. Furthermore, the algorithm has a space complexity of the order 𝑂(𝑁2). Which 

is reducible when sparse matrix is used [34].  This makes the algorithms suitable for the 

medium size dataset but not for large size datasets. 

4.3 The Method for Optimizing Material Flow in Supermarket 

This section presents the proposed method for optimizing material flow in assembly line 

supermarkets. The proposed method is able to fulfill the requirements presented in section 

one by utilizing the 0-1 knapsack and Affinity Propagation algorithms. It is therefore, the 

method is divided into two stages, each of which satisfies part of the stated requirements 

through application of one of the proposed algorithms. Figure 9 illustrates a model of the 

proposed method for optimizing material flow in assembly lines supermarkets.  
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Figure 9 Design architecture of the proposed model for optimizing material flow in a supermarket. 

From Figure 9, the overall architecture of the proposed method for optimizing articles flows 

within assembly line supermarkets can be seen. The method accepts a clean dataset that is 

then divided into a series of time windows of equal period length. The period length can be, 

for example, a week, a fortnight, or a month. This time-series data is used as an input to the 

first stage of the method. The first stage applies 0-1 knapsack algorithm which replenishes 

every time window separately and then bundles up the result into a series of successive 

replenishment as illustrated in Figure 10.   

The successive period replenishment data then proceeds to the second stage where Affinity 

Propagation algorithm optimizes the reallocation movements of each article in the dataset 

over the whole period. By doing this, movements of articles among the priority volume flows 

in an assembly line supermarket are significantly optimized. The following is the more 

detailed description of the two main stages of the proposed method. 

4.3.1 Stage 1: Optimized Replenishment  

Input: this stage has two inputs variables. First, a dataset containing the number of articles 

that needs to be placed in the supermarket over a given period of time with their respective 

space requirements. Second is a time window length that indicates how often the 
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supermarket is replenished. The time window length can be for example, a week or a month. 

Furthermore, if the supermarket has multiple priority volume flows the number of flows is 

provided along with their respective capacities.  

Process: the input variables are then processed using the 0-1 Knapsack algorithm. This 

algorithm performs replenishment based on the provided constraints and properties to be 

maximized. A common example of a constraint in a supermarket is the limited volume space. 

The properties that need to be maximized may, for example, be the number of parts to be 

placed in the supermarket and the demand frequency of the parts that are placed in the 

supermarket. With knapsack algorithms, one or multiple properties can be maximized.  

Output: the output of this stage is the dataset containing placement of parts in the 

supermarket priority flows based on the provided constraints and properties to be 

maximized. Figure 10 illustrates a sample output dataset form this stage.  

 

Figure 10 A sample output dataset from the stage 1 (optimized replenishment) 
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Figure 10 illustrate a sample output of the Optimized replenishment process using 0-1 

knapsack algorithm in stage one. The first column in the table presents the articles identifies. 

The rest of the columns represent replenishment result of all time windows. In this example, 

the time window has been set to a month. Therefore the column manes represent the 

month numbers. Furthermore, three priority levels have been used in this example, namely 

Low, Medium and High. It can be observed that, for example, articles on the first and second 

rows have consistence priority level throughout the whole period. On the other hand, article 

with identifier 22883655 alternate between Medium and High priorities though out. In 

addition, some articles such as 22901741 spend the whole period in Low priority flow except 

for the fourth and the sixth months. The change in priority requires the articles to be 

reallocated to their respective priority flows. The reallocation movement can have high cost. 

It is therefore required to optimize the change of priority by considering the cost of 

reallocation. This is done in step two of the proposed method and presented in the following 

section. 

4.3.2 Stage 2: Optimized Reallocation Movements  

Input: this stage takes three main inputs. (a) The output dataset from stage one that 

contains replenishment of articles over time in the specified period. (b) The damping interval 

value for the affinity propagation. (c) A preference variable which controls how many 

exemplars are used and adds cost of movements between the priority levels.  

Process: this stage applies the Affinity Propagation clustering algorithm to optimize 

movements of articles. Affinity Propagation fits the sample in the dataset and proposes 

exemplars which have time-location coordinate that define in which priority levels each 

articles will be located over a given period of time.  The result of clustering allocates the 

articles on priority flows that are most suitable for the articles over a specified period of 

time. The suitability is defined by considering the demand frequency of an article and 

potential cost of moving an article to another priority flow. This results in the reduction of 

movements of articles within the supermarket.  

Output: the output of this stage is a dataset with clustered position of articles in a 

supermarket.  
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Figure 11 Movement reduction with Affinity Propagation (a). 

 

Figure 12 Movements reduction with Affinity Propagation (b). 

Figure 11 and Figure 12 illustrates the allocation of two sample articles before and after 

optimization of movement due to reallocation of two articles over a 10 weeks period. The 

period length of the time window in this case is one week. Therefore, the replenishment has 

been conducted on weekly basis.  

In Figure 12, the article was initially to be allocated at a Low-priority flow (i.e. 1.0) on week 

16 and 23, and at a Medium-priority flow (i.e. 2.0) on the rest of the weeks. This leads to a 

movement of the articles form Low-priority flow to Medium-priority flow between weeks 16 

and 17. And a movement from Medium-priority flow to Low-priority flow between weeks 22 
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and 23. Furthermore, a successive movement from Low-priority flow back to Medium-

priority flow between weeks 23 and 24. These are three reallocations within just 10 weeks 

for just this one article. The Affinity Propagation algorithm however considers movements 

cost. It, therefore trade reallocation cost for the demand frequency in this case, and propose 

that the article may be placed on the Medium-priority flow in the whole duration of 10 

weeks.  

Similarly, Figure 10 illustrates another article that after replenishment has been allocated to 

the Low-priority flow on week 16, Medium-priority flow on week 17 and 19, and a High-

priority flow (3.0) on week 18. The affinity propagation stage optimization results suggest 

the allocation of the article to the Medium-priority flow from week 16 to week 19. 

Furthermore, for the rest of the weeks, the article is allocated to the High-priority flow by 

replenishment except for week 21, which is to remain on the Medium-priority flow. The 

movement optimization stage suggested that the article may be allocated at the High-

priority flow in the whole period from week 20-25 and avoid the cost of moving the article to 

and from the High-priority flow which may be cost full. This whole process reduces the 

number of movements of the article from six to one.  

In general, the replenishment stage alone is not enough, as it only considers the demand 

frequency cost. On the other hand, the movement optimization stage adds the consideration 

of movement cost in addition to the existing demand frequency cost and therefore claims 

improvement to the existing “replenishment only” methods that are vulnerable to construct 

validity threat that causes “restricted generalizability across constructs”. 
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5 EVALUATION 

This section presents the evaluation of the proposed method for optimizing material flow in 

assembly line supermarkets. The evaluation presented here is ex-post evaluation. That is, 

the evaluation of the proposed method after it has been constructed and instantiated to a 

usable application.   

This thesis uses experimentation method in order to evaluate the validity and utility of the 

proposed method for optimizing articles flow in assembly line’s supermarket. Evaluation of 

validity aims at providing evidence that the proposed method functions as expected [15]. 

This means the method can be used to optimize the flow of materials in assembly line 

supermarkets. Furthermore, evaluation of utility aims at demonstrating the proposed 

method has a performance improvement. This means the method design proposed is a 

contribution to the knowledge base, and therefore it has value outside the development 

environment.  

In an attempt to make the evaluation as rigorous as possible, an experiment was prepared 

according to software engineering experimentation procedures detailed in [9]. These 

procedures offer a rigorous way to evaluate the proposed method using real-world data 

from the industry. The next subsections present a detailed step by step implementation of 

undertaken experimental procedures.  

5.1 Scoping 

5.1.1 Object of the study  

The object of this study is the proposed method for optimizing movements of articles in 

assembly line supermarkets. The study targets the combination of the 0-1 Knapsack 

algorithm with the Affinity Propagation algorithm in optimizing supermarket replenishment.  

5.1.2 Purpose  

The purpose of the experiment is to evaluate the validity and utility of the proposed method 

for optimizing material flow in assembly line supermarket. The evaluation is conducted as a 

case of real-world data from the factory in context.  
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5.1.3 Perspective  

The perspective of this evaluation experiment is from the point of view of the researcher 

who is a master student in Data Science and logistic managers at the factory in context. The 

researcher would like to know if the proposed method has validity and contributes to the 

knowledge base. On the other hand, the logistic manager would like to know if the proposed 

method has utility and can be used to improve the current assembly line supermarket 

replenishment methods.  

5.1.4 Quality focus  

The main effect studied in this evaluation experiment is the performance of the proposed 

method measured in accuracy of the method. The accuracy is measured by determining the 

ability of the method to allocate the items to their respective priority flow while minimizing 

the movements of items between the flows in a given period. The experiment is conducted 

using historical data so that the accuracy can be calculated by comparing the method results 

with the result of the current method used at the factory in context.  

5.1.5 Context  

The experiment is conducted within the context of Volvo Powertrain Skövde. The dataset 

used is a set of six-month part’s logistic data, from the year 2019.  

5.1.6 Summary  

Taken together, the scoping can be summarized as bellow following the goal definition 

template proposed in [9].  

The goal of the experiment is to analyze the performance of the proposed method for 

optimizing material flow in assembly lines supermarket for the purpose of evaluation with 

respect to accuracy of the proposed method relative to the existing method from the point 

of view of the researcher and the supermarket logistic manager in the context of Volvo 

Power-train Skövde. 
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5.2 Experiment Planning  

5.2.1 Context Selection  

The context of this evaluation experiment is the Volvo Power-train Skövde logistic dataset. 

The experiment is run online because is use the same data that are used at the industry 

however the results are not directly applied at the factory in context. The experiment is 

conducted by the researcher and then reviewed by professional logistic managers form the 

industry. The professional industrial reviewers use a real-world industrial supermarket 

replenishment problem to review the utility of the proposed method. It can therefore be 

pointed out that, the context of this evaluation experiment is specific to Volvo Powertrain 

Skövde. Since the proposed method can be generally applied to a different context. The 

method itself and its utility are assumed to remain generic.   

5.2.2 Hypothesis  

In order to establish utility and validity of the proposed method for optimizing material flow 

in an assembly line supermarket. The following hypotheses are formulated to be used as a 

reference in analyzing the results of this evaluation experiment. 

Null hypothesis, H01:  There is no difference in performance (measured in accuracy 

of the algorithm) between the proposed replenishment 

method and the current semi-manual method in use.  

Alternative hypothesis HA1:  There is a difference in performance (measured in accuracy of 

the algorithm) between the proposed replenishment method 

and the current semi-manual method in use.  

    

Null hypothesis, H02:  

  

There is no difference between the number of reallocation 

movements of articles resulted from the proposed method 

and those by the existing semi-manual replenishment 

method.  

Alternative hypothesis HA2:  

  

There is a difference between the number of reallocation 

movements of articles resulted from the proposed method 

and those by the existing semi-manual replenishment 
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method.  

 

In an attempt to test the above-mentioned hypotheses, two types of data are required to be 

collected from the result of this evaluation experiment. First is the replenishment result data 

to which statistical methods for determining performance (measured in accuracy, sensitivity, 

f1-score, and specify) are computed. The second is the articles reallocation movement data 

in the supermarket over a given period of time. A details description of the statistical 

methods used can be found in section 6 of this report.  

5.2.3 Sampling  

The sampling approach used in this evaluation experiment is a Convenient Sampling [35]. 

Among all 6 months data that were made available to the researcher, a sample of three 

months data was used in the evaluation experiment. The sample data used are those that 

had their corresponding expected result to compare the performance with. Since there is no 

large variation of parts with the remaining data, the result from the sample data can be 

generalized.  

5.2.4 Validity Evaluation  

Threats to validity are unavoidable phenomenon in any experiment. Since this evaluation 

experiment does not study human subject, a large portion of threats to validity caused by 

human subjects is avoided. However, the other form of threats to validity facing this 

evaluation experiment exists. These threats may temper with the experiment results and 

therefore they need to be mitigated, avoided, and accepted. Table 2 summarizes the validity 

threats considered by the researcher in this evaluation experiment, their cause, and actions 

that have been taken to mitigate the threats. 

Table 2 A summary of validity threats mitigated in the evaluation experiment. 

Threat Description Mitigation 

Violated Assumption The proposed method takes an 

assumption that the replenishment 

process depends only on certain 

known properties that need to be 

maximized. To the contrary, the 

context environment where this 

The articles with exceptions 

cases were removed from the 

sample used in this evaluation 

experiment. 
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evaluation experiment has been 

carried out has certain articles with 

privileged exceptions in the 

replenishment process. 

Fishing Error Rate  This is a conclusion validity which is 

caused by the fact that the 

evaluation is done by comparing the 

result of the algorithm with existing 

"benchmark" method that is 

currently used in the context 

environment. As in many cases, the 

researcher might be tempted to 

target and force to achieve the 

results that are similar or better than 

those achieved by the existing 

method.  

The method's performance was 

initially tested with synthetic 

data first and then applied to 

the real data without bias.  

Interaction of Setting 

and Treatment  

The evaluation experiment context is 

specific to the factory in question. 

Therefore, the evaluation data 

contained information that is specific 

to the industry in context. This may 

therefore limit the generalization 

strength of the result of this 

evaluation experiment.  

Data cleaning was conducted to 

prevent the context specific 

features from being included in 

the sample dataset used. For 

example, articles with 

exceptional requirements were 

removed.  

Inadequate 

preoperational 

explication on 

construct  

This is a design threat that impacts 

the validity of construct. The threat 

arises when constructs in an 

experiment are not sufficiently 

defined. In other words, an unclear 

theory leads to an unclear 

experiment  

This threat has been mitigated 

by introducing clearly defined 

hypotheses and adopting a 

well-defined experiment design 

steps introduced in [9]  

Mono method bias  This threat is caused by using a single 

measure or observation in an 

experiment, which is biased. This 

may result in misleading 

interpretations.  

In this experiment, different 

measures of outcome such as 

accuracy, f1-score, recall, and 

sensitivity were used.  

Confounding 

constructs and levels 

of constructs  

The threat is caused by the level of 

construct of the researcher that may 

impact the outcome of the 

experiment. For example, the 

researches familiarity level of the 

The threat is accepted due to 

the experiment’s circumstances 

and time limit, the level of 

knowledge of the researcher on 

the domain cannot be 
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industrial logistics and storage is 

limited and may in some ways affect 

the results of the experiment based 

on the artifact developed.  

controlled or measure.  

Restricted 

generalizability across 

contracts.  

This threat occurs when treatment 

has a positive impact on studied 

construct but the same treatment 

may impact negatively on another 

constructs that are not studied. For 

example, a method can give high 

accuracy of replenishment process 

but can lead to a large number of 

reallocation movements of articles 

over a given time period.  

  

This threat is partially mitigated 

by considering different 

contracts. In this experiment, 

both replenishment accuracy 

and the number of movements 

are considered. However, this 

threat cannot be totally 

mitigated due to the threat to 

“confounding construct and 

level of construct presented” 

above. However, there may be 

more factors that are negatively 

impacted by the proposed 

solution which are yet to be 

uncovered. 

  Another threat in this category is 

that although the proposed method 

takes into consideration 

replenishment accuracy and 

movement reduction, movement 

reduction has negative impact to 

storage if the volume flows have 

limited time capacity/storage size.   

This threat is mitigated by 

providing information from 

which exchangeable 

reallocation movements can be 

identified and therefore only 

those articles that can exchange 

each other’s location are 

reallocated.   

 

5.2.5 Ethical Issues 

In designing and conducting research, a researcher encounters a number of ethical principles 

which by adhering to builds research credibility and promote the pursuit of knowledge and 

truth. Many have promulgated ethical codes to guide and sometimes regulate research 

activities. The following research ethics guidelines have been adhered in this study as 

proposed by Burton [36]. 

Informed consent 
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This is to ensure that the people being researched are informed about the study including 

purpose, method used, and the result of the research. Ethical research wants a participant to 

be aware on the consequences of the research before conducting it. Not telling the 

participant about the study conducted breaches the privacy of the participant.  In this study, 

this has been successfully practiced. A company itself is the one that has introduced the 

research position, they want to use opportunities they have (data) to improve their 

replenishment process so that they can reduce internal logistic operations. So they know the 

purpose of the research.  The researcher’s task was to inform the participants (company) 

about procedures followed to conduct the research and their consequences. After getting 

the approval to continue, the research was conducted with an agreement between the 

researcher and the company. Every step of the research was presented to the participant 

(company supervisor) with clear explanations. The consequences of every step were clearly 

informed and the feedbacks were taken in hand during the presentations. 

Honesty  

Honesty in conducting and reporting research is fundamental to both researcher and to the 

public interest. An ethical research requires a researcher to be honest about everything 

evolved in the research. This includes, honestly in reporting data, method, procedure, result 

and publication status. A researcher must be honest about any circumstances that might 

lead to conflict interest.  This study had adhered to this principle as much as possible. The 

big challenge that might breach this principle is that the results of the newly proposed 

method have to be compared with the results of current method. A researcher might be 

lured to make the new proposed method look better than the current method. Even though 

the accuracy of the proposed method was smaller compared to the current method, the 

results were honestly reported. 

Conflicts of Interest  

This involves the negations of the integrity of a decision or process. Breach of this principle 

occurs when a researcher is objective to the study being researched and being biased to the 

findings. This principle has not been violated as the researcher had no bias in presenting the 

research results. 
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Privacy  

This principle involves privacy and confidentiality. Confidentiality involves keeping data 

private. While privacy is breached when the data are collected or disseminated without 

participant knowledge. This principle has been further explained by Solove [37] who outline 

four harmful activities that might impinge the privacy of a person or organization 

(concerning the use of data). Those activities are: 

 Information collection: According to Solove [37], privacy can be violated when data is 

collected through surveillance and interrogation. The data used in this study was 

formally collected and have been authorized by the company in context. Since the 

researcher was new the industrial logistics domain, a lot of questions were handled 

during the research with the purpose of collecting enough information about the 

study. To protect the privacy of the company, the researcher asked general questions 

about the domain and the participants consider the extent to which they answer 

questions. This has been handled with care to protect privacy so that it did not seem 

like an interrogation 

 Information processing: this concern with how already collected data is handled.  

Pre-processing of data and the use of machine learning algorithm convert data from 

its original format to something else. The new format might have more meaning and 

more interested to competitors as it tells a lot more about the company.  Although 

the data were combined from different sources the final result did not contain any 

information which can allow a person to link with the original data. The data 

aggregated were only for the purpose of reaching the goal of the research. 

 Information dissemination: This is the broadest grouping of privacy harms. It involves 

breach of confidentiality, disclosure, distortions, increased accessibility, exposure, 

appropriations, and blackmail. To ensure that the project does not violate this 

principle, the researcher has signed a non-disclosure agreement to keep the data 

private throughout the research. Moreover sensitive information were neglected 

during the experiment, instead, the company provided codes to refer to the product 

and parts instead of actual names and numbers whenever necessary. 
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 Invasion: this activity has been neglected as it does not involve the use of 

information. 

Non-maleficence (principle of doing no harm)  

This is to ensure that the researcher does not harm to those being studied.  Ethical research 

should bring more benefit and consider long term interest to those being studied.  This 

ethical principle has been implemented very well in this study as the goal of the research 

itself involves making long term decisions to help the company avoiding unnecessary cost. 

5.3 Experiment Preparation  

5.3.1 Data Gathering  

Data collection is among the main part of this evaluation experiment. Two categories of data 

were collected for the purpose of this evaluation.  

(a) Data to be processed by the proposed method under evaluation. This data was made 

available to the researcher by the supervisor from the assembling plant in context. Therefore 

this evaluation uses secondary data. This category contained a dataset that comes from the 

MHA system. MHA keeps a record of each article within the supermarket.   For each month 

MHA records the frequency and location (High-priority, Medium-priority, or Low-priority) of 

each article number that has been ordered by the assembly line operators.  When a new 

article is decided to stay in the supermarket the system add the article and keeps a record of 

its location. If the article is no longer ordered by the assemblers the operator removes this 

article from the system. Currently, MHA has a record of 3479 articles, but it is continuously 

updated to contain all lists of articles available in the supermarket.  

Furthermore, a second dataset in the category comes from the MMS system.  MMS contains 

time series information of the articles that are needed to be stocked in the supermarket. 

Time-Series data is data that changes over time. The provided data contains articles number, 

supplier, the order status, the frequency of each article, and the date for an article to be 

delivered to the supermarket. Some articles are delivered by day and others by week 

depending on the supplier services. One file of MMS contains 10000 to 30000 rows. The 
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order data is the one needed to be categorized before the production day to ensure all 

required articles are in the right supermarket priority floor on the production day.    

(b) Data about the domain knowledge that is required in order to correctly process and 

prepare the dataset in (a) for the evaluation. This data is collected through attending 

presentations sessions given by professionals from the assembling plant in context, having 

oral one-on-one question and answer session with logistic manager. Lastly, by attending 

physical visits to the actual assembly line supermarket, observe operation and application of 

the currently used replenishment method.  

5.3.2 Execution Environment  

This evaluation experiment was carried out on researches a personal computer that has 12 

GB of RAM memory and a Core i7 Intel 7th generation processor. The computer is running 

professional edition of a Windows 10 operating system. In addition, the Python 3.7 

programming language was used to implement the proposed method and execute statistic 

and machine-learning libraries (Numpy [38], Pandas [56], and Scikit-learn [20]) used for 

performance evaluation of the proposed method.  

A Jupiter Notebook app was used to attain interactive visual data processing using Pandas 

and Numpy data processing libraries and Diplomatic was used for plotting the outcomes. 

5.3.3 Data Processing  

Pre-processing steps is an important step to perform before applying any algorithm. Better 

performance of a given algorithm can be achieved when a researcher spends enough time to 

pre-process the data. The pre-processing stage of this work follows the following steps:  

5.3.3.1 Data Integration 

The first step was to integrate data that comes from the MMS system. There were six files 

one for each month. The data were integrated into a single file to make it easy to work with.  

5.3.3.2 Data Cleaning  

The cleaning operation conducted involved merging rows, compensation missing 

information, and dropping information that is not suitable for the purpose in hand.  Since 

the articles numbers were filled with frequency counts of each article per day, the null 
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values were filled with zero (0) to indicate that the articles were not ordered on that date. 

All other columns were then dropped to remain only with the time series data of part 

number and the frequencies.  

5.3.3.3 Data reduction 

To reduce the dimensionality of time series data, the data is segmented into weeks or 

months instead of days. This is also due to the reason that some supplier delivers articles on 

weekly basis instead of daily basis.  

5.3.3.4 Data Transformation 

The purpose here is to convert the frequency of each part into bins. Within the supermarket, 

the parts are replenished interns of bins and not individual articles. Therefore, the demand 

frequency is determined by how many bins are needed by articles and not the number of 

individual articles.  

The output of these steps provides a dataset consisting of the only required information. In 

addition to the main data, there was also another data source that provides meta-

information about the data. As this thesis was conducted as a case of Volvo Powertrain at 

Skövde, the researcher had access to the assembly plant supermarket list and also had direct 

communication to the logistics manager and other operators at the factory. This also 

provided the researcher with an opportunity to ask questions and receive clarification that 

provided extra information that physically did not exist in the actual datasets. 

5.3.4 Experiment Execution 

The evaluation experiment was conducted using a Graphical User Interface (GUI) application 

that implements the proposed replenishment algorithm for optimizing movements of 

materials in supermarkets. The GUI application has been created using Jupyter notebook 

widgets. The advantage of using having a GUI application is it makes the proposed method 

easy to adopt and allow other researchers to easily reproduce this evaluation experiment.  

Experiment execution starts by first placing the input dataset in the same directory as the 

Jupyter notebook code file. Then the Jupyter notebook server is started. When the code file 

is run, a GUI widget with six tabs is displayed as in Figure 10. Each tab in the GUI application 

represents a step in the evaluation experiment. The experiment then proceeds as follows: 
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First, the capacity of each priority volume flow in of a supermarket to be replenished is filled 

in the “Volume Capacity” tab as in Figure 13. The supermarket in this experiment context 

had three priority flows (High, Medium, and Low). The capacity is measured in number of 

bins a flow can accommodate. 

 

Figure 13 Flow volume capacity settings. 

Next, preferences of each priority flow in the supermarket are identified and filled in the 

Preference tab as in Figure 14. As mentioned earlier, preference parameter is specific to the 

in Affinity Propagation algorithm used in the proposed method and are used in this context 

to set the cost of each movement to and from each of the three priority flows. Flows with 

relatively higher priority are assigned relatively higher preference values. In this experiment, 

values -1, -4, and -6 are used for High, Medium, and Low priority flows respectively. 

 

Figure 14 Preferences settings. 

The third step is setting a damping factor of the Affinity propagation algorithm. This is done 

at the Damping factor tab as in Figure 15. Damping factor ensures that affinity propagation 

algorithms converge. In this context, a damping factor value of 6 is used. 

 

Figure 15 Damping factor settings. 
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When all settings are filled, replenishment process can be initiated on the Replenishment 

tab as illustrated in Figure 16. Here a time window length is selected. For the case of this 

experiment, a one month time window is selected. The experiment is executed by simply 

pressing the Replenish button. The experiment is completed when all the three execution 

steps (cleaning, replenishing, and Optimizing) are completed indicated by their respective 

progress bars.  

 

Figure 16 Running replenishment 

 

Figure 17 Replenishment results with movement optimization 

Then the replenishment process is complete, results are printed on the application UI (Figure 

17) displaying each articles positions prediction in the supermarket in for each time window. 

In addition, the application saves the result of each stage in Comma Separated Values (CSV) 

files locally in a results folder. 



 

44 
 

At this point, all the results required for evaluation have been saved in the result folder in 

the applications root directory.  

The last two tabs on the application UI are mail for user experience. The Query Results tab 

shown in Figure 18 allows a user to query the result for reallocation and possible location 

interchanges of articles by month number.  Furthermore, the last Trace Article tab (Figure 

19) allows a user to trace predicted locations of articles through a specified operation 

period. 

 

Figure 18  Query replenishment results. 

 

  

Figure 19 Trace articles volume flow location predictions 
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6 RESULT ANALYSIS AND DISCUSSION 

6.1 Performance Metrics Definition  

In supervised learning, the performance metric evaluates the quality of the model by 

comparing the results of the model (predicted) with the original (actual) results.  Model 

serving better prediction yield high metric scores. The performance metric used in this work 

has been selected considering the technique used to evaluate the current system and the 

actual data available. The proposed method is evaluated by comparing the predicted value 

with the actual value obtained from the assembly plant. The results are then used to 

demonstrate how well the proposed method performed and investigate those articles that 

have been missed.  

Following the above mentioned approach, this work evaluates the proposed method by 

considering it as a multi-class classification problem with three priority classes, High, 

Medium, and Low priority flows. In the rest of this report, the terms priority-flow and 

volume-flow are used interchangeably. 

 

Figure 20 A confusion matrix with three classes. 
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Figure 21 Confusion matrix for the current method. 

 

Figure 22 Confusion matrix for the proposed method. 

 

One of the most common methods used to evaluate the performance of the classifier is by 

using a confusion matrix [39]. A confusion matrix consists values obtained by comparing the 

model’s output class with values of the actual class for each item.  From the confusion 

matrixes in Figure 20 and the following metrics are computed. 

True Positive (TP): The model predicts that the result is positive and it is really positive.  

True Negative (TN): The model predicts that the result is negative and it's really negative. 

False Positive (FP): The model predicts the result is positive while the actual is negative. 

False Negative (FN): The model predicts the result as negative while the actual is positive.   

Given the three classes (High-volume, Medium-volume, and Low-volume) identified above, 

with high volume as example a reference in this context, the above item can be explained 

with the help of Figure 15 as follow:  

True positive (𝑇𝑃ℎ) = All articles that the model prediction assigned to High-volume flow and 

the actual flow is High-volume flow. True positive of a given class is obtained by looking at 

the diagonal of the confusion matrix (𝑇𝑃ℎ)   

False Positive (𝐹𝑃ℎ)  = All articles that have been predicted to be allocated to High-volume 

flow while they actually located at Medium-volume or Low-volume flows. False positive is 

obtained by taking all cells of that row excluding the TP cell.   
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𝐹𝑃ℎ  =  𝐸𝑚ℎ + 𝐸𝑙ℎ  (7) 

 

False Negative (𝐹𝑁ℎ) ) values = All parts that have been predicted as Medium-volume or 

Low-volume flow parts but the actual is High-volume flow. False positive is obtained by 

taking all cells of that column except the TP cell.  

𝐹𝑁ℎ   =   𝐸ℎ𝑚  +  𝐸ℎ𝑙 (8) 

True Negative (TNh) = all samples that have been predicted to be in Low-volume or Medium-

volume flows and they are actually in those flows. True negative can be obtained by adding 

all column and row excluding the row and column of specified class, in this case excluding 

row and column of the High-volume flow.  

𝑇𝑁ℎ = 𝑇𝑃𝑚 + 𝑇𝑃𝑙 + 𝐸𝑚𝑙 + 𝐸𝑙𝑚  (9) 

 

Figure 21 and Figure 22 summarizes the value of confusion matrix for the currently used 

method and the proposed method respectively. For a multi-class classification problem, the 

performance metrics can be calculated using the following formula as described in [40]. 

Accuracy          

Accuracy measures the overall effectiveness of the classifier. From the above defined 

performance matrices, the accuracy of the proposed method can be computed using the 

following equation.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃ℎ + 𝑇𝑃𝑚 + 𝑇𝑃𝑙

(𝑇𝑃ℎ + 𝐸𝑚ℎ + 𝐸𝑙ℎ + 𝐸ℎ𝑚 + 𝑇𝑃𝑚 + 𝐸𝑙𝑚 + 𝐸ℎ𝑙 + 𝐸𝑚𝑙 + 𝑇𝑃𝑙)
 

(10) 

Precision 

Precision is the class agreement of the data labeled with the positive labels given by the 

classifier. Precision answers the question, for all parts that we have labeled as High-volume 

how many of them actually belongs to the High-volume flow. The precision of the proposed 

module is computed using the following equation.  
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃ℎ

(𝑇𝑃ℎ + 𝐹𝑃ℎ)
 

(11) 

Recall/Sensitivity 

Recall is a measure of effectiveness of the classifier to identify positive labels. This answer 

the question, for all parts that are actually in High-volume flow, how many parts does a 

model labeled them as belonging to the High-volume flow. Equation 12 represents the recall 

measure mathematically.  

Recall of Hig volume flow =  
𝑇𝑃ℎ

(𝑇𝑃ℎ + 𝐹𝑁ℎ)
 

(12) 

Specificity 

Specificity answer the question, for all articles that are in Low-volume or Medium-volume 

flow, how many of them has the proposed model labeled as correctly belonging to Low-

volume or Medium-volume flows. 

Specificity of a Hig volume flow =
𝑇𝑁ℎ

(𝑇𝑁ℎ + 𝐹𝑃ℎ)
  

(13) 

F1-score: gives the relation between the data’s positive label and those given by the 

classifier.  The value of F1 score is better if there is balance between precision and recall and 

bad otherwise. The high value of F1 score means better performance [40]. F1-core can be 

computed using equation 14 bellows.  

F1 score =
2 ∗  average precision of all class ∗  average recall of class

average precision of all class +  average recall of class
  

(14) 

6.2 Result Analysis 

This section presents the analysis of the result obtained from the evaluation experiment 

execution. The results are presented using performance metrics defined and described in 

the above section. The proposed replenishment model and the current replenishment 

method were both executed on the existing dataset and evaluated against the actual 

expected result. Table 3, Table 4, and Table 5 presents the result of this evaluation on 

different performance metrics.  
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Table 3 Overall evaluation metrics scores 

 Accuracy F1-Score 

Current Method 91.03%, 83.63% 

Proposed method 90.26 %, 84.87% 

 

Table 3 presents a comparison of the main overall evaluation metrics used to evaluate the 

performance of the proposed method. These main metrics are Accuracy and F1-score. It can 

be observed that the proposed method attained the accuracy score of 90.26% which is 

0.77% lower than the existing replenishment method. However, the proposed method still 

demonstrates strength and value over the existing method as it predicts the labels using just 

logistic data set, unlike the current method that depends on historical data and involve 

continuous modification and tweaking of results over a period of time.  

Furthermore, the proposed method achieved a higher F1-score value of 84.87% which is 

1.24% higher than that of the existing method. This means that the proposed method has a 

better balance between precision and recall than the currently used method.  

Table 4 Category level performance of the existing system 

Flow Specificity (%) Sensitivity/Recall (%) Precision (%) 

High volume 98.97 74.82 75.91 

Medium volume 95.88 75.77 84.59 

Low volume 83.44 97.01 93.80 

 

Table 5 Category level performance of the proposed model 

Flow Specificity (%) Sensitivity/Recall (%) Precision (%) 

High volume 98.99 81.29 80.71 

Medium volume 93.63 79.45 78.84 

Low volume 86.09 94.32 94.59 

 

Table 4 and Table 5 represents other evaluation metrics that compares the current method 

performance in predicting the assignment of articles to the correct volume flows.  

On the Specificity metric, the proposed method performed nearly similar to the current 

method in High-volume and Medium-volume categories. This can be interpreted that, the 

proposed method also performed similarly well in correctly identifying articles that are 
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located in other priority flows than the High and Medium, which explain the high precision 

score it attained in Low-volume parts prediction.  

On the Sensitivity metric, the proposed method achieved higher scores on the High-volume 

and Medium-volume compared to the current method. This means that the proposed 

method was able to predict more correctly the parts that belong to High-volume and 

Medium-volume than the current method. This is a good observation because the High and 

Medium volumes have relatively high misplacement and reallocation cost. It is demanded 

that the misplacement should be minimized or avoided in these flows.  

Lastly, on the Precision metric, the proposed method achieved a precision score of 80.71% 

on the High-volume category and therefore outperformed the current method by 4.8%. This 

means that the proposed method performed much better in correctly predicting the parts 

that belong to the high volume. As the High-volume is the highest priority flow, part 

misplacement incidence can cause production halt which may cost the factory time and 

money.  

On the other hand, movement optimization is the main feature promised by the proposed 

replenishment method. As illustrated in Figure 23, the results of the evaluation experiment 

showed that in a span of three months where three replenishments have been carried out 

using both the proposed and the current replenishment methods. 
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Figure 23 Movements optimization comparison 

The proposed method achieved approximately 50% reduction of reallocation movements in 

its first stage using the 0-1 knapsack algorithm. It further achieved approximately 91% 

reduction of movements in its stage two by applying Affinity Propagation algorithm on the 

results of the 0-1 knapsack algorithm in stage one. Therefore, the proposed method 

achieved articles reallocation movement optimization at a scale of 50-90% while maintaining 

almost the same accuracy as the current replenishment method in context. Figure 24 below 

illustrates a sample graph showing movement counts results of stage one (blue) and 

movements counts results of stage two (orange) of the proposed method. The achieved 

movement reduction is distinctively observed. 

 

Figure 24 Movement counts in outputs of stage one and two of the proposed method. 

This huge reallocation movement reduction is indeed a great achievement. However, care 

must be taken when applying the method in a context where supermarkets volume flows 

have limited storage capacities. In this case, not all movement reduction will be able to be 
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carried out and may therefore result into overflow of the volume-flows. This limitation is 

dealt within the proposed method by providing, as part of its output, the data with 

necessary information to identify which articles are to be reallocated to each other’s flows. 

Therefore, they can safely exchange spaces without the risk of overflowing the volume 

flows. For example, if one article has to be reallocated from High-volume flow to Low-

volume flow and another has to be reallocated from Low-volume flow to High-volume flow. 

These two parts can exchange their spaces without the risk of overloading any of the flows.   

In summary, these results show that the proposed methods artifact fulfills the stated 

hypothesis formulated in the evaluation experiment section. The null hypothesis H02 is 

refuted as the results shows a significant difference (reduction) of reallocation movements 

using the proposed method. On the other hand, the null hypothesis H01 is generally 

supported as the general performance of the proposed method measured in accuracy is 

similar to that of the current method. The detected difference is limited to High-flow. The 

alternative hypotheses are answered as bellow: 

i. HA1 => there is a difference in performance between the proposed method and the 

current methods used for replenishment. The finding shows that it true that the 

proposed method performed better than the existing replenishment methods. The 

proposed method attained higher precision in predicting the High-flow articles. This 

is very significant as the High-flows is the one with highest cost of articles 

misplacement and therefore a model that performs well here stands out. Also, the 

model score slightly higher than the current method in f1-score measure and scored 

similar to the current method on accuracy.  

ii. HA2 => there is a difference in the number of reallocation movements on the 

replenishment done by the proposed algorithms and that done by the existing 

replenishment method. This hypothesis is proved to be true as it has been observed 

that the proposed replenishment method can reduce the number of reallocation 

movements of the materials in the supermarket by up to 90%. And the existing 

methods do not take into consideration the cost of movement out of the box.  

Therefore, the proposed method for movement optimization within the supermarket passed 

the rigorous evaluation process and hence it is claimed to have utility and relevance. The 
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proposed method can also be instantiated to a software product and used with an 

interactive user interface as presented in the previous evaluation execution section and can 

therefore be customized to meet the requirements of a specific context environment. Hence 

the proposed method can be generalized for different environment context. 

6.3 Contributions  

The main requirement of a design science research is that the design process and the 

designed artifact should ultimately contribute back to the body of knowledge.  As design 

science research work, this study claims the following contribution to the body of 

knowledge.  

6.3.1 Contributions to Knowledge  

This study on design search for the methods for optimizing movements of materials in 

assembly line supermarkets claims its fair share of contribution to knowledge. 

Firstly, this thesis work presents a replenishment method that adds consideration to the cost 

caused by reallocation movements of articles within assembly lines supermarkets. There is 

no other research work found in literature that did this before. The implementation of the 

proposed method on real-world data showed significant reduction of articles reallocation 

moments. 

Secondly, the thesis showed that categorization using unsupervised learning clustering 

algorithms that do not require predefined number of clusters can be used to achieve 

optimization of reallocation movements in assembly lines supermarkets. In this work Affinity 

propagation clustering algorithm has been used. In addition, the thesis shows that existing 

Dynamic programming optimizations algorithm such as 0-1 knapsack can be combined with 

unsupervised machine learning clustering techniques to achieve further optimized 

replenishment results. 

Thirdly, the study has revealed the validity threat in the design of the existing replenishment 

methods constructs called “Restricted generalizability across contracts”. This threat is 

caused by the tendency of existing replenishment methods to focus only on metrics that 

positively impact the demand frequency of the articles while unknowingly they negatively 

impact the reallocation movements of the articles which are very costly. 
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Fourthly, the proposed method contributed to the utilization of existing data analysis and 

machine learning libraries such as Pandas [56] and Scikit-learn [20] receptively. The method 

has also been implemented as a Jupyter notebook’s python code and application with a GUI 

built using Jupyter Notebook widgets that is ready to be shared to the research community. 

Jupyter notebook is a recommended way for sharing data science research results to the 

community [21]. 

Lastly, the whole research study is compiled in this comprehensive and detailed report which 

is made available to the public by publishing it through the university library publication 

services. It is the researcher’s belief that this report will help other researchers to reproduce 

the result of the experiment and benefit build from the proposed method. 

6.3.2 Contribution to Practice  

The main contribution to practice claimed by this design research is the communication of a 

new replenishment method that takes into account the cost of reallocation movements of 

articles in the replenishment process. This is a new addition in the replenishment practice. 

Traditional replenishment methods take only into account the storage and the demand 

frequency of the parts. With the availability of the proposed method, it now gives the 

opportunity to the industry to transform into replenishment methods that take into account 

the reallocation movement cost.  

6.4 Research Limitation  

One limitation of this research is that it has been evaluated in only one context environment. 

Although the proposed method performed well in the context environment in question, it is 

always better to have more than one evaluation context environment to be able to confirm 

the generalizability claim of the proposed method.  

The second limitation of the research is that the researcher is new to the domain of 

industrial logistics and assembly lines. Because of this, there may be some unidentified faults 

to the design of the proposed method artifact. However, the researcher tried their best to 

familiarize with the basics of industrial logistics and assembly lines. 
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6.5 Future Work  

This study exposed the reallocation movements cost factor that was not taken into account 

in the existing replenishment methods. Future work can be done to reveal more other 

factors that add cost to the replenishment process but are not taken into account by the 

existing replenishment methods.  

Additionally, the proposed method in this study has been evaluated in only one context 

environment as stated in the limitation section.  More future work can be done to evaluate 

the proposed method in different context environment.  



 

56 
 

7 RELATED WORK 

There have been a number of researches in optimization of material flow in automotive 

industry assembly line supermarkets. For a long period, Kanban, a supermarket 

replenishment model proposed by Toyota has been the popularly implemented for industrial 

in-house logistics [41]. A Kanban is a card that is placed in bin in a supermarket which 

contains information about part required for production of a particular model. A 

supermarket is refilled by replacing products which their Kanban have indicated refiling. 

Therefore, Kanban is used to controls production flow and inventory in a supermarket. 

However, Facio and Persona, and Emde [9] pointed out that Kanban models alone do not 

perform well in mixed-model assembly lines (MMAL) Just-In-Time supermarkets.  

In the context of a Just-In-Time supermarket that adopts Mix Model Assembly Lines, 

material flow can be viewed to be divided into three processes which are mentioned here 

based on their popularity in the existing literature. The most popular process involves 

movements of articles from a supermarket to workstations at assembly lines. This process is 

mostly covered in literature and it is popularly referred in literature [41, 42, 43, 43, 44, 45, 

46, 47, 48, 49] as assembly lines feeding.   This area of research has been made popular by a 

review work [3] by Battini et al. which identifies optimization problems when implementing 

the supermarket concept that falls into four categories: (1) optimizing location of a 

supermarket on a shop flow as addressed by Battini et al. in [50] and Emde and Boysen  in 

[7]. (2) Optimizing routes of tow trains from supermarkets to assembly lines workstations 

which are covered in works of Vaidyanathan et al. [51], and that of Emde and Boysen [8]. (3) 

Optimizing tow train schedules to minimize number of trips [15, 2] and drivers required [52, 

53]. (4) Optimizing loading of tow trains for each trip they make which has been addressed 

by Emde et al. in [6]. However, as Emde stated in [9], although the feeding optimization 

problems are of critical importance, their solutions will not be effective if a supermarket in 

context is not optimally replenished. Therefore, replenishment is an important and 

significant optimization point in industrial in-house logistics. 

The second popular process occurs when parts are stocked in a supermarket from a central 

receiving area of a factory.  The process is also referred to as replenishment.  Both Akbalik et 

al. [5] and Emde [6] proposed method and techniques for replenishing Just-In-Time Mixed-
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Model Assembly lines supermarkets. Akbalik et al. [5] studied a case in which multiple 

Suppliers send raw materials to a Distribution center which delivers the materials to 

Customers in a Just-In-Time fashion. This is similar to supermarkets replenishment where the 

suppliers are equivalence of central receiving, the distribution center is equivalence of a 

supermarket, and customers are equivalence of workstations in assembly lines. The 

similarity in the two contexts makes the solution proposed my Akbalik et al. applicable to 

supermarket replenishment problem.  In their work they proposed a Mixed Integer Linear 

Programming and Dynamic programming as a solution for a case where the Distribution 

center has no storage limit. Their computational test showed that dynamic programming 

gives an optimal solution for quite larger instances than MILP. On the other hand, they also 

consider a Distribution center with fixed storage size. Due to the increased complexity of the 

problem, they proposed a combination of MILP and Dynamic programming-based heuristics 

that in a very short time provided a solution close to the optimal solution. On the other 

hand, Emde’s work [9] is the only one existing in literature that directly addresses the 

replenishment problem. In his work, he tackled a problem of determining which articles 

should be taken from central receiving to a supermarket such that the shop flow traffics are 

manageable and inventory cost is minimized. He proposed a heuristic solution based on tabu 

search which was shown to perform very well. He further concluded that optimized 

replenishment greatly outperforms unplanned ad-hock stocking induces by blindly following 

Kanban signals. 

The third process is specific to the context of Just-In-Time supermarkets in Mix Model 

Assembly lines that implements the concept of priority flows. In this context a supermarket 

consists of more than one storage volume flow each of which is assigned a unique priority 

level. For example, in a three priority levels (High, Medium, and Low) supermarket, articles 

with highest demand frequency are placed at a High priority flow and articles with relatively 

medium demand frequency are placed at a Medium priority flow. Lastly, articles with 

relatively low demand frequency are placed at a Low priority flow. The advantage of the 

priority flows system in Just-In-Time supermarket is that it reduces the complexity of the 

routing and scheduling of tow trains that occur in the filling process. The priority flows 

system however brings its own complexity.  In this system, articles maintain their positions 

priority flows throughout as long as they do not have constant demand frequency. However, 
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the demand frequency of articles may increase or decrease and therefore cause articles to 

change flow in accordance with their current respective priority level. 

None of the above works pays attention to Just-In-Time mixed-model assembly line 

supermarkets that implements multi-priority flows system as described above. Hence, 

although the models proposed by Emde [9] and Akbalik et al. [5] can be used for 

replenishment; they lack consideration of the cost of movements in assembly lines 

supermarkets with multiple priority flows. 

This thesis work proposes a replenishment method that takes into account optimization of 

reallocation movements of articles among the priority flows inside a supermarket over a 

period of time. The method proposed is a combination of dynamic programming algorithm 

(0-1 Knapsack algorithm) and an unsupervised learning algorithm (Affinity Propagation 

Clustering algorithm). To the best of knowledge of the researcher, the proposed method is 

the first in its context to address and optimize the cost of reallocation movement in Mixed-

Model, Just-In-Time, multi-flows assembly line supermarkets. 
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8 CONCLUSION 

This project was undertaken to design a method for optimizing material flow within 

assembly line supermarkets using Dynamic programming and unsupervised learning in order 

to address the articles movement optimization problem in assembly line Just-In-Time 

supermarkets that use Mixed Model Assembly Lines model. The study applied the design 

science research methodology to design and propose an improved replenishment method 

that can be used for conducting replenishment that takes into account the cost of 

reallocation movements of the articles within assembly line supermarkets following the 

specified objectives. In the design search and building phase of the research, the 0-1 

knapsack algorithm was selected for the value maximization under constants objective while 

Affinity Propagation algorithm was found the best fit for optimization of reallocation 

movements through categorization objective. Combination of these two algorithms resulted 

into fulfillment of the objective to design and propose an improved replenishment method 

that optimizes reallocation movements of articles within multi-flow assembly line 

supermarkets. Furthermore, a software engineering experimental method was used to carry 

out the objective of evaluating the proposed replenishment method.  Performance metrics 

such as accuracy, F1-score, precision, sensitivity, and specificity were used to demonstrate 

the utility and validity of the proposed method. The evaluation results showed that the 

proposed method for optimizing material flow in supermarkets achieved reallocation 

movement optimization at a scale of 50-90% compared to current method while maintaining 

almost the same accuracy as the current replenishment method in context with an accuracy 

score of 90% (0.77% lower then the current method). It also performed better than the 

existing method in measures of precision, sensitivity, and specificity metrics. In addition, the 

proposed method demonstrates more strength and value over the existing method as it 

predicts replenishment ahead-of-time (AOT) using just future logistic data, unlike the current 

method that that depends on historical data and involves continuous modification and 

tweaking of results over a period of time.  In addition, the proposed replenishment method 

demonstrated better optimization of reallocation movements compared to the existing 

replenishment methods that do not take them into account entirely. This answers the 

research question that categorization can be a better way to achieve minimization of articles 
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movements within assembly lines supermarkets. At his point, it can be said that the aim of 

the research has been fulfilled.  

Furthermore, In addition to utility, the proposed method provides both practical and 

knowledge contribution. The practical contribution has been attained by providing means 

for the industry to adopt replenishment method that takes into consideration the cost of 

reallocation movements of articles within assembly lines supermarkets. More so, a 

knowledge contribution was achieved by formally exposing the threat to construct validity 

existing in the current replenishment methods.  Finally, the researcher recommends to 

future researchers to who may find interest in improving the proposed method to consider 

incorporating demand frequency into the cost function in the optimization with Affinity 

Propagation stage of the proposed method. In additions, the proposed replenishment 

method has been evaluated in a single context environment. The researcher recommends 

application and evaluation of the proposed method in different context environment to test 

its general applicability. 
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