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Software is characterized by inevitable changes and increasing complexity, which in turn may lead to huge costs unless rigorously taking into account change accommodations. This is in particular true for long-lived systems. For such systems, there is a need to address evolvability explicitly during the entire lifecycle, carry out software evolution efficiently and reliably, and prolong the productive lifetime of the software systems.

In this thesis, we study evolution of software architecture and investigate ways to support this evolution. The central theme of the thesis is how to analyze software evolvability, i.e. a system’s ability to easily accommodate changes. We focus on several particular aspects: (i) what software characteristics are necessary to constitute an evolvable software system; (ii) how to assess evolvability in a systematic manner; (iii) what impacts need to be considered given a certain change stimulus that results in potential requirements the software architecture needs to adapt to, e.g. ever-changing business requirements and advances of technology.

To improve the capability in being able to on beforehand understand and analyze systematically the impact of a change stimulus, we introduce a software evolvability model, in which subcharacteristics of software evolvability and corresponding measuring attributes are identified. In addition, a further study of one particular measuring attribute, i.e. modularity, is performed through a dependency analysis case study.

We introduce a method for analyzing software evolvability at the architecture level. This is to ensure that the implications of the potential improvement strategies and evolution path of the software architecture are analyzed with respect to the evolvability subcharacteristics. This method is proposed and piloted in an industrial setting.

The fact that change stimuli come from both technical and business perspectives spawns two aspects that we also look into in this research, i.e. to respectively investigate the impacts of technology-type and business-type of change stimuli.
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Part 1
Chapter 1. Introduction

For long-lived industrial software, the largest part of lifecycle costs is concerned with the evolution of software to meet changing requirements [Bennett 1996]. There is a need to change software on a constant basis with major enhancements within a short timescale in order to keep up with new business opportunities. This puts critical demands on the software system’s capability of rapid modification and enhancement to achieve cost-effective software evolution.

[Lehman et al. 2000] describes two views on software evolution: what and why versus the how perspectives. The former perspective studies the nature of the software evolution phenomenon and investigates its driving factors and impacts. The latter perspective studies the pragmatic aspects, i.e. technology, methods and tools that provide the means to control software evolution. In this research, we focus on the how perspective of software evolution.

According to [Madhavji et al. 2006], the term evolution reflects “a process of progressive change in the attributes of the evolving entity or that of one or more of its constituent elements. What is accepted as progressive must be determined in each context. It is also appropriate to apply the term evolution when long-term change trends are beneficial, i.e. value or fitness is increasing over time, and more adapted to a changing environment even though isolated or short sequences of changes may appear degenerative.” Specifically, software evolution relates to how software systems evolve over time [Yu et al. 2008]. It is one term that expresses the software changes during software system’s lifecycle.

One of the principle challenges in software evolution is the ability to evolve software over time to meet the changing requirements of its stakeholders [Nehaniv and Wernick 2007]. In this context, software evolvability is an attribute that describes the software system’s capability to accommodate changes. To better explain the term evolvability, we refer to the definition of Software Evolvability in [Rowe et al. 1994]:
“Software evolvability is an attribute that bears on the ability of a system to accommodate changes in its requirements throughout the system’s lifespan with the least possible cost while maintaining architectural integrity”

1.1 Research Motivation

The evolution of software systems is characterized by inevitable changes and increasing complexity, which in turn may lead to huge costs unless rigorously taking into account change accommodations. This is in particular true for long-lived systems.

The focus of our research is primarily aimed at analyzing software evolvability for embedded industrial systems that often have a lifetime of 10-30 years. These systems are subject to and may undergo a substantial amount of evolutionary changes, e.g. software technology changes, system migration to product line architecture, ever-changing managerial issues such as demands for distributed development, and ever-changing business decisions driven by market situations. Therefore, for such long-lived systems, there is a need to address evolvability explicitly during the entire lifecycle, carry out software evolution efficiently and reliably, and prolong the productive lifetime of the software systems. As software architecture holds a key to the possibility to implement changes in an efficient manner [Bass et al. 2003], software architecture evolution becomes a critical part of the software lifecycle.

According to [Weideman et al. 1997], software evolvability is a fundamental element for increasing strategic decisions, characteristics, and economic value of the software. Thus, the need for greater system evolvability is becoming recognized [Rowe and Leaney 1997]. We have also observed this need from various cases in industrial context [Breivold et al. 2008; Christian 2006], where evolvability was identified as a very important quality attribute that must be maintained. However, to our knowledge, there are no systematic means for evaluating the evolvability of a system and thus no means to analyze and compare software systems in terms of evolvability. Therefore, the motivation of this thesis is to build up a software evolvability model and to investigate ways to analyze the ability to evolve software.

In this thesis, we describe and make contributions to the following aspects:

1. Identify characteristics that are necessary for the evolvability of a software system;
2. Assess software evolvability in a systematic manner;
3. Investigate means for quantitatively assessing quality impact through using specific quality metrics;
4. Analyze the corresponding impacts, given a certain type of change stimulus.

1.2 Research Questions

We describe in the previous section that software architecture evolution is a critical part of software lifecycle, and that there is a need to explicitly address software evolvability. Therefore, the overall question of this thesis is:

How to analyze the evolvability of a software system?

Before we can determine how to analyze software evolvability, we need to understand what characteristics of software constitute the evolvability of a software system, i.e. what characteristics of software make it easier to change a software system as requirements evolve. To this end, we formulate the following research question which provides a starting point for further research:

What subcharacteristics are of primary importance for the evolvability of a software system? \((Q1)\)

Once we know what subcharacteristics are of primary importance for the evolvability of a software system, we would like to have the means to assess software evolvability. Thus, the next question relates to the assessment of software evolvability in terms of subcharacteristics:

How can software evolvability be assessed in a systematic manner? \((Q2)\)

According to [Yang and Ward 2003], software evolvability concerns both business and technical perspectives, as the stimuli of changes in software evolution can be related to both. Any change stimulus results in a collection of potential requirements that the software architecture needs to adapt to. Some examples of change stimuli are changes in environment, organization, process, technology and stakeholders’ needs. These change stimuli have impact on the software system in terms of software architecture and its quality attributes. Thus, the next question relates to the impact analysis of a given change stimulus:
Given a certain type of change stimulus, what kind of impacts need to be considered?  

(Q3)

1.2.1 Detailed Studies

Detailed studies have been performed with respect to the research questions Q1 and Q3. We describe in this section the more detailed and specific research questions that are relevant to Q1 and Q3.

As a continuation of the first research question Q1, one additional contribution of the thesis is a deeper study of one of the measuring attributes identified in the answer to the first research question. Part of the answer to Q1 is an evolvability model which refines software evolvability into a collection of subcharacteristics that can be measured through a number of measuring attributes. The next research question is a continuation of Q1 and further explores one particular measuring attribute, i.e. modularity. The choice of focusing on software modularity is motivated mainly by the fact that modularity affects the behavior of a design with respect to most of the evolvability subcharacteristics, and that not much data has been published with respect to large scale industrial software systems [LaMantia et al. 2008]. This leads to the following detailed research question:

What modularization means can be used to support software architecture evolution?  

(Q1.1)

To answer the research question Q3, we have performed two case studies that represent two different types of change stimuli, i.e. technology-type and business-type. This is due to the fact that software evolvability concerns both technical and business issues [Yang and Ward 2003]. Thus we look into both technical and business aspects. These two aspects are further expressed through the subsequent two detailed research questions Q3.1 and Q3.2.

(1) Investigate the impact of technology-type change stimuli

With frequent advances in software engineering, the need to evolve software arises. As a consequence, software evolution faces different problems and challenges as new technologies are introduced. It has been witnessed that designing and implementing a large scale and complex system is a challenging task [Crnkovic and Larsson 2002]. In this thesis, we focus on two of the most well recognized software engineering paradigms coping with this challenge, i.e. component-based software engineering (CBSE) and
service-oriented software engineering (SOSE). Thus, the next question relates to the impact analysis of the advances of technological paradigms:

*Given the technology-type change stimulus of introducing SOSE to CBSE, what impacts need to be considered?*  
(Q3.1)

(2) Investigate the impact of business-type change stimuli

One of the main difficulties of software evolution is that all artifacts produced and used during the entire software lifecycle are subject to changes [Mens and Demeyer 2008]. Meanwhile, to keep up with new business opportunities, the need for differentiation in the marketplace, with short time-to-market as part of the need, has put critical demands on the effectiveness of software reuse. In this context, the change stimuli come from the business perspective. Accordingly, software product line approach has emerged as one specific type of software evolution, and has become one of the most established strategies for achieving large-scale software reuse and ensuring rapid development of new products [Birk et al. 2003]. However, product line development seldom starts from scratch. Instead, it is very often based on existing legacy implementations [Kotonya and Hutchinson 2008], and the issue of keeping legacy systems operational becomes critical. Accordingly, an important and challenging type of software evolution is how to cost-effectively manage the migration of legacy systems towards product lines. This leads to the following research question:

*Given the business-type change stimulus of adopting a product line approach, what impacts need to be considered from a software evolution perspective?*  
(Q3.2)
1.3 Thesis Overview

The thesis is divided into two parts. The first part comprises a summary of the research. Chapter 1 describes the background, motivation and research questions of the performed research. Chapter 2 describes the research results, by recapitulating the research questions. Chapter 3 discusses the method used and the validity of the presented research. Chapter 4 surveys related work. Chapter 5 concludes the thesis and outlines future work that formulates potential tracks for further PhD studies.

The second part of this thesis is a collection of peer-reviewed conference and workshop papers that document details of the answers to the research questions, methods, and results. The following papers are included in this part:


This paper contributes to the answer to the first research question Q1. The paper describes the initial establishment of an evolvability model as a framework for the analysis of software evolvability. We motivate and exemplify the model through an industrial case study of a software-intensive automation system.

I was the main author and contributed with the proposed evolvability model and the case study. The coauthors contributed with advices regarding the research method, discussions regarding the analysis and reviews.


This paper contributes to the answer to the second research question Q2. The paper describes our work in analyzing software evolvability of an industrial automation control system, and presents 1) evolvability subcharacteristics based on the problems in the case and available literature; 2) a structured method for
analyzing software evolvability at the architectural level - the ARchitecture Evolvability Analysis (AREA) method. This paper includes also the main analysis results and our observations during the evolvability analysis process in the case study.

I was the main author and contributed with the description of the proposed evolvability analysis method, the case study, the analysis results and conclusions. The coauthors contributed with advice regarding research method, discussions regarding the analysis and reviews.


This paper contributes to the answer to the research question Q1.1. The paper explores the relationships between software evolvability, modularity and inter-module dependency, as designing software for ease of extension and contraction depends on how well the software structure is organized. Through a case study of an industrial power control and protection system, we describe our work in managing its software architecture evolution, guided by the static dependency analysis at the architectural level. The paper includes also the main analysis results, experiences and reflections during the dependency analysis process in the case study.

I was the main author and led the case study. I contributed with the description of managing software architecture evolution using the dependency analysis results as inputs, as well as the analysis and conclusions. The coauthors contributed with advice regarding the case description and reviews.

This paper contributes to the answer to the research question Q3.1. The paper describes a comparison analysis framework of Component-Based Software Engineering (CBSE) and Service-Oriented Software Engineering (SOSE), and analyzes them from a variety of perspectives. We discuss as well the possibility of combining the strengths of the two engineering paradigms for improved quality attributes. This paper clarifies the characteristics of CBSE and SOSE, tries to shorten the gap between them and bring the two worlds together so that researchers and practitioners become aware of essential issues of both paradigms. Clarifying the characteristics of CBSE and SOSE may serve as inputs for further utilizing them in a reasonable and complementary way.

I was the main author and contributed with the comparison analysis framework, the analysis and conclusions. The coauthor contributed with advice and discussions regarding the analysis and reviews. In addition, Prof. Ivica Crnkovic contributed with valuable feedback and comments through reviews.


This paper contributes to the answer to the research question Q3.2. The paper presents a product line migration method and describes our experiences in migrating industrial legacy systems into product lines. The migration method focuses on the migration process when the migration decision has been made. In addition, we present a number of recommendations for the transition process. They are of value to organizations that are considering a product line approach to their business. The recommendations cover four perspectives, i.e. business, organization, product development processes and technology.

I was the main author and contributed with the description of recommended practices in product line migration, the analysis and conclusions. The coauthors contributed with advice regarding research method and reviews.
In addition, the following report is indirectly related to the thesis. Part of the results from this report has been used in the preparation of part 1 of this thesis:

Chapter 2. Research Results

This chapter provides a brief overview the research results. The details are presented in the appended papers in the second part of the thesis.

We describe in section 1.2 that the overall question motivating the thesis is:

How to analyze the evolvability of a software system?

We further refine this question into several concrete research questions. For each of these questions, we present an answer here and relate the research questions with the individual papers included in this thesis.

What subcharacteristics are of primary importance for the evolvability of a software system? (Q1)

The subcharacteristics that are of primary importance for software evolvability in a given context (long-lived software-intensive systems) are described in paper A and B: Analyzability, Architectural Integrity, Changeability, Extensibility, Portability, Testability and Domain-specific Attributes. These subcharacteristics are identified based on the analysis of the software quality challenges and assessment [Fitzpatrick et al. 2004], the types of change stimuli and evolution [Chapin et al. 2001], the taxonomy of software change based on various dimensions that characterize or influence the mechanisms of change [Buckley et al. 2004], and experiences we gained in industrial case studies [Breivold and Crnkovic 2008]. Paper A outlines a software evolvability model, in which subcharacteristics of software evolvability and corresponding measuring attributes are identified. The idea with the evolvability model is to further derive the identified subcharacteristics to the extent when we are able to quantify them and/or make appropriate reasoning about the quality of the attributes. This model is established as a first step towards analyzing and quantifying evolvability, a base and check point for evolvability evaluation and improvement. Additionally, paper B describes evolvability subcharacteristics, correlating to the problems in the case of an industrial automation control system.
How can software evolvability be assessed in a systematic manner? (Q2)

Paper B describes our work in analyzing an industrial automation control system, driven by the need to improve its evolvability. A structured method has been proposed and piloted for analyzing evolvability at the architectural level, i.e. the ARchitecture Evolvability Analysis (AREA) method. The method consists of three phases:

**Phase 1: Analyze the implications of change stimuli on software architecture.** As change stimuli have impact on the software system in terms of software structures and/or functionality, this phase analyzes the impact of change stimuli on the current architecture. Phase 1 consists of the following two steps:

- **Step 1.1: Identify potential requirements in the software architecture.** The aim of this step is to extract potential requirements that are essential for software architecture to accommodate change stimuli.

- **Step 1.2: Prioritize potential requirements in the software architecture.** All the potential requirements identified from the first step need to be prioritized, in order to establish a basis for common understanding of the architecture requirements among stakeholders within the organization.

**Phase 2: Analyze and prepare the software architecture to accommodate change stimuli and potential future changes.** This phase focuses on the identification of potential improvement proposals for the components that need to be refactored. Phase 2 consists of the following four steps:

- **Step 2.1: Extract architectural constructs related to the respective identified requirement.** We mainly focus on architectural constructs that are related to each identified potential architectural requirement.

- **Step 2.2: Identify refactoring components for each identified requirement.** In this step, we identify the components that need refactoring in order to fulfill the prioritized requirements.

- **Step 2.3: Identify and assess potential refactoring solutions from technical and business perspectives.** Potential refactoring proposals are identified and design decisions are taken in order to fulfill the requirements derived from the first phase. The change
propagation of the effect of refactoring need to be considered, as it provides an input to the business assessment, estimating the cost and effort in refactoring work.

- **Step 2.4: Define test cases.** New test cases that cover the affected component, modules or subsystems are identified.

**Phase 3: Finalize the evaluation.** In this phase, the previous results are incorporated, analyzed and structured into a collection of documents.

- **Step 3.1: Analyze and present evaluation results.** The evaluation results include (i) the identified and prioritized potential requirements on the software architecture; (ii) the identified components/modules that need to be refactored for enhancement or adaptation; (iii) refactoring investigation documentation which describes the current situation, the new requirements, potential improvement proposals and respective rationale to each identified candidate that need to be refactored, including estimated workload; (iv) test scenarios; and (v) impact analysis on evolvability in terms of each subcharacteristic.

Through the evolvability analysis process, the implications of the potential improvement proposals and evolution path of the software architecture are analyzed with respect to the evolvability subcharacteristics. The result is that the architecture requirements, corresponding architectural decisions, rationale and architecture evolution path become more explicit, better founded and documented, and that the resulting documentation of refactoring improvement proposals are widely accepted by the involved stakeholders.

**Detailed Studies**

*What modularization means can be used to support software architecture evolution? (Q1.1)*

Through an industrial case study in static dependency analysis, paper C explores the relationship between software evolvability, modularity and inter-module dependency. Inter-module dependency is one of many indicators and measures for achieving modularity. One way to visualize these inter-module dependencies is through the Design Structure Matrix (DSM), which is a representation and analysis mechanism for system modeling with respect to system decomposition and integration. Paper C describes also the experiences and reflections on using dependency model to
support software architecture evolution. In addition, as part of the dependency analysis process, some means for providing modularization are identified, e.g.

- Design principles
- Software engineering paradigms
- Object-oriented design patterns
- Formal specification
- Programming languages
- Modeling techniques
- Architecture styles

These means can be used to support software evolution and to provide one way to let some part of a system change independently of all other parts. An additional observation is the potential of combining different means for improved modularization and quality attributes, thus to support software evolution.

Given the technology-type change stimulus of introducing SOSE to CBSE, what impacts need to be considered? (Q3.1)

In order to analyze the impacts of the introduction of SOSE to CBSE, the first step is to achieve good understandings of the characteristics of and possibilities provided by the two engineering paradigms. Accordingly, taking CBSE and SOSE engineering paradigms as examples, paper D exemplifies the necessity of making analysis and exploration of both existing and emerging technologies for better understanding and utilization of both. Paper D presents a comparison framework for component-based and service-oriented software engineering from the following perspectives:

- **Key concepts** with respect to module, specification, interface and assembly;
- **Key principles** with respect to coupling, self describing, self contained, state and location transparency;
- **Development process**;
- **Technology concerns** with respect to technology neutrality, encapsulation, and static vs. dynamic;
- **Quality concerns** e.g. reusability, substitutability and interoperability;
- **Composition concerns** e.g. heterogeneous vs. homogeneous composition, design time/run time composition and composition mechanisms, as well as predictability.

In paper D, a brief discussion of reasonable utilization, combination and adaptation of the two paradigms is also outlined through looking into a set of research studies in how they have been used for improved quality attributes. The result is that as both CBSE and SOSE can co-exist in enterprise systems and complement each other [Wang and Fung 2004], a good understanding of both technologies and a thorough analysis of their impacts on quality attributes will lead to more efficient combination and adaptation of these paradigms in future software development.

In this thesis, we have only partially answered the research question Q3.1 through providing an explicit clarification of the concepts, principles and characteristics of CBSE and SOSE. This is the first necessary step before further exploration in efficient utilization and reasonable combination of CBSE and SOSE in future applications. It is also a necessary step before further investigation of the impacts of the introduction of SOSE to CBSE. However, a continuation of further investigations of the impacts of the introduction of SOSE to CBSE is not within the focus of this thesis. It remains to be one of the areas for future work (refer to chapter 5).

> **Given the business-type change stimulus of adopting a product line approach, what impacts need to be considered from a software evolution perspective?** (Q3.2)

In order to analyze the impacts of the adoption of a product line approach, we performed two industrial case studies, driven by the need to transform the existing legacy systems towards product line architectures in order to improve evolvability. Paper E describes our work in these two cases and proposes a structured product line migration method with focus on the migration process when the migration decision has been made. The method consists of five steps:

- **Step 1: Identify requirements on the software architecture.** In this step, requirements essential for a cost-effective software architecture transition to product line architecture are extracted.

- **Step 2: Identify commonalities and variability.** In this step, common core assets and variability to facilitate product derivation are identified.
- **Step 3: Restructure architecture.** In this step, the product line architecture is constructed.

- **Step 4: Incorporate commonality and variability.** In this step, feasible realization mechanisms and potential improvement proposals to facilitate the revised product line architecture are defined.

- **Step 5: Evaluate software architecture quality attributes.** In this step, the impact of potential improvement proposals on the quality attributes of the product line architecture is evaluated.

In addition, applying a software product line approach to legacy systems requires that care is taken to ensure that critical aspects are considered for a smooth and successful product line migration. Through the two industrial cases, observations have been made with respect to business, organization, development process and technology perspectives when adopting a product line approach. These observations and experiences from the case studies are also described in paper E to recommend practices that are particularly useful. Some examples are:

**Business perspective:**
- Different triggers for decisions to adopt a product line approach exist. Business objectives motivate architecture and process changes. The triggers for these changes might appear different although the decision to have a product line approach might be the same.
- Improve risk management through constant progress measuring.

**Organization perspective:**
- Product managers for different products using the product line architecture should synchronize needs.
- Define roles, responsibilities and ways to share technology assets.

**Process perspective:**
- Perform the migration to product lines through incremental transitions.
- Ensure communication between technology core team and implementation team.

**Technology perspective:**
- Use tool support for dependency analysis.
- Use architecture documentation to improve architectural integrity and consistency.
- Carefully define variation points and realization mechanisms.

2.1 Summary of Thesis Contributions

The contributions of the thesis are visualized in Figure 1.

![Diagram](image)

Figure 1. Contributions of the Thesis

We outline in this thesis a software evolvability model that provides a basis for analyzing and evaluating software evolvability. This model refines software evolvability into a collection of subcharacteristics that can be measured through a number of measuring attributes. Moreover, we further explore one particular measuring attribute, i.e. modularity, which affects the behavior of a design with respect to most of the evolvability subcharacteristics. This is because designing software for ease of extension and contraction depends on how well the software structure is organized, and modular designs are argued to be more evolvable, i.e. these designs facilitate making future adaptations.

We introduce a structured method for analyzing evolvability at the architectural level - the ARchitecture Evolvability Analysis (AREA) method that focuses on improving the capability in being able to on forehand understand and analyze systematically the impact of a change stimulus. The method is studied in an industrial setting.

The fact that change stimuli come from both technical and business perspectives spawns two aspects that we also focus on in the thesis, i.e. to
investigate the impact of technology-type and business-type of change stimuli. For technology-type of change stimulus, we take CBSE and SOSE engineering paradigms as examples and investigate the impact of the emergence of a new engineering paradigm. We exemplify the necessity of making analysis and exploration of both existing and emerging technologies. For business-type of change stimulus, we focus on managing the migration of legacy systems towards product lines due to the need for differentiation in the marketplace, with short time-to-market as part of the need. Two industrial cases are studied in detail. Observations are made with respect to business, organization, development process and technology perspectives when adopting a product line approach. The experiences from the case studies are also described to recommend practices that are particularly useful.
Chapter 3.  Research Method

This chapter includes an overview of the relevant research methods used in software engineering and how these methods are used in the research presented in this thesis. Some of the papers included in the thesis describe how a specific method is applied in that part of the research. The general research process and the overall validity of the studies are discussed here.

The ACM SIGCSE committee on teaching Computer Science Research Methods (SIGCSE-CSRM) [SIGCSE] describes a research process framework [Holz et al. 2006]. The framework consists of four different questions that as a whole describe the general research process:

- Question A: What do we want to achieve?
- Question B: Where does the data come from?
- Question C: What do we do with the data?
- Question D: Have we achieved our goal?

To answer these questions in the general research process, different research methods have been outlined [Holz et al. 2006]. Moreover, Shaw characterizes software engineering research and develops a research classification framework, which describes the kind of answers that are of interest for software engineering research, the research methods that are adopted and the criteria for evaluating the results [Shaw 2002]. She classifies research based on the type of the following three aspects:

- Research questions: What kinds of research questions are interesting for software engineering researchers? This corresponds to question A in the general research framework, i.e. what do we want to achieve?
- Research results: A classification of the kind of research results, which help to answer the research questions. This covers question C in the general research framework, i.e. what do we do with the data? This also covers question B, i.e. where does the data come from?
- Validation techniques: The framework classifies the kind of evidence that can be used to demonstrate the validity of the result. This relates to question D in the general research framework, i.e. have we achieved our goal?

The detailed descriptions of the research questions and the research results are covered in chapter 1 and chapter 2 respectively. The research process and method as well as the validity of the research results are discussed in the following sections.

3.1 Research Process and Method

The research process conducted in this thesis consists of the following steps:
1. Analysis of the state-of-the-art and state-of-the-practice of the existing software quality models (refer to section 4.2) for software evolution;
2. Analysis of the state-of-the-art and state-of-the-practice of the existing software process models (refer to section 4.3) for software evolution;
3. Case studies performed to understand subcharacteristics of the evolvability of a software system;
4. Analysis of the state-of-the-art and state-of-the-practice of component-based and service-oriented software engineering (refer to section 4.6) to investigate impacts of technology advances;
5. Case studies performed to investigate impacts of migrating legacy software systems to the product line software development (refer to section 4.7).

Through the first two steps, a thorough investigation of the well-known software quality models is made and the idea of a characterization of software architecture evolvability is outlined. Afterwards, a characterization of the evolvability of an industrial software system is studied and created in the third step. This characterization and the results from the case study are reported in paper A and B. Furthermore, paper C reports an in-depth study of one of the measuring attributes identified in the evolvability characterization. The analysis of the particular measuring attribute is performed through another industrial case study, in which the software architecture evolution is supported through the usage of dependency model. The data collection for paper D is based on literature surveys through the
fourth step. The fifth step includes two case studies with two different development organizations in different domains to address the impacts of product line migration. The migration process and the results from the case studies are reported in paper E.

A summary of the computing research methods can be found in [Holz et al. 2006]. Among them, the following specific research methods are used in this thesis for data collection:

- **Interview** [Benyon et al. 2005]: This is a research method for gathering information. People are posed questions by an interviewer. The interviews may be structured or unstructured both in the questions asked by the interviewer, as well as the answers available to the interview subject. In the research presented in this thesis, we performed unstructured interviews.

- **Critical Analysis of the Literature** [Zelkowitz and Wallace 1997]: This research method is a historical method, which collects and analyzes data from published material. Literature search requires the investigator to analyze the results of papers and other documents that are publicly available. The research context and background to paper A (regarding the analysis of existing software quality models) and paper D (regarding the state-of-the-art and state-of-the-practice of CBSE and SOSE) are originated from this specific method.

- **Lessons-learned** [Zelkowitz and Wallace 1997]: Lessons-learned documents are often produced after a large industrial project is completed, whether data is collected or not. A study of these documents often reveals qualitative aspects which can be used to improve future developments. Parts of the results reported in paper C (regarding the experiences and reflections through the dependency analysis) and paper E (regarding the observations and recommendations in product line migration) are lessons-learned throughout the case study executions.

- **Qualitative Research** [Gay and Airasian 1999]: This method is the collection of extensive narrative data on many variables over an extended period of time, in a naturalistic setting, in order to gain insights not possible using other types of research. The results presented in paper B (regarding the impact analysis of potential refactoring solutions on evolvability subcharacteristics) belong to this category.
- **Quantitative Research** [Gay and Airasian 1999]: This method is the collection of numerical data in order to explain, predict and/or control phenomena of interest. The results presented in paper C (regarding the inter-module dependencies) belong to this category.

- **Case Study** [Fenton and Pfleeger 1997]: This is a research technique in which key factors that may affect the outcome of an activity are identified and the activity are documented, including its inputs, constraints, resources and outputs. Two types of case study are described in [Yin 2003]. They are:
  - Single Case: It examines a single organization, group, or system in detail; involves no variable manipulation, experimental design or controls. The results presented in paper B (regarding the software evolvability analysis) are derived from a single organization and belong to this category.
  - Multiple Case Studies: They are as for single case studies, but carried out in a small number of organizations or context. The results presented in paper E (regarding the observations and experiences gained through the product line migration process) are derived from two organizations in two different domains and belong to this category.

### 3.2 Validity Discussions

Based on [Yin 2003] and [Wohlin and Wesslen 2000], four types of validity are considered in this thesis: construct validity, internal validity, external validity, and reliability.

*Construct validity* relates to the collected data and how well the data represent the investigated phenomenon, i.e. it is about ensuring that the construction of the study actually relates to the research problem and the chosen sources of information are relevant. The *construct validity* can be increased through the following tactics [Yin 2003]:

- Use multiple sources of evidence;
- Establish chain of evidence;
- Have key informants review draft of case study report.

*Internal validity* concerns the connection between the observed behavior and the proposed explanation for the behavior, i.e. it is about ensuring that
the actual conclusions are true. The internal validity is ‘only a concern for causal (or explanatory) case studies’ [Yin 2003]. It can be increased through the following tactics:

- Do pattern-matching;
- Do explanation-building;
- Address rival explanations;
- Use logic models.

External validity concerns the possibilities to generalize the results from a study. It can be increased through the following tactics [Yin 2003]:

- Use theory in single-case studies;
- Use replication logic in multiple-case studies.

Reliability concerns the possibilities to reach the same conclusions if the study is repeated by another researcher. It can be increased through the following tactics [Yin 2003]:

- Use case study protocol;
- Develop case study database.

Because the ways for the data collection and research design vary when we answer each research question, we go through each research question in the following subsections and describe respective type of the validation used.

3.2.1 Research Question 1: What subcharacteristics are of primary importance for the evolvability of a software system?

The construct validity is addressed through using multiple sources of evidence, including critical analysis of the existing literature and an industrial case study [Breivold and Crnkovic 2008]. We collect and analyze data from published materials. The criteria on which the literature is being evaluated include software evolution related areas which cover a broad range of topics, such as software quality models, software process models, software quality metrics, and software architecture evaluation. In addition, the industrial case study, though is a single-case, is a representative and typical case which captures the commonplace situation of large complex software systems.

Our case study is explorative, and hence less sensitive to the internal validity which is only a concern for causal (or explanatory) case studies.
The *external validity* is addressed through analytical generalizations in the case study. However, we do not exclude the possibilities that other domains or cases might have extended or different set of evolvability subcharacteristics. We cannot with certainty say that this is the case. Further studies are needed in order to draw such conclusions. For this reason we precisely defined the scope and the context of the research.

A basis for achieving *reliability* is to have a well-documented case study protocol, which is the case in the research presented in this thesis. The documentation on architectural requirements and quality improvement requirements is available. However, different people might interpret textual materials in different ways, which might lead to different set of abstractions on evolvability subcharacteristics. We address this by having the key software architect and several researchers to review the documents, e.g. software architecture requirements, and documents concerning the analysis of the case study.

### 3.2.2 Research Question 2: How can software evolvability be assessed in a systematic manner?

The *construct validity* is addressed through triangulation, i.e. multiple sources for the data in the project:

- Architecture workshops with stakeholders to extract potential architectural requirements; these architectural requirements are checked against the evolvability subcharacteristics for the justification of whether the realization of each requirement would lead to an improvement of the subcharacteristics (or possibly a decrease, which would then require a tradeoff decision).
- The involvement of software architects and senior software developers in the analysis process;
- The researchers’ experiences and involvement in the software product development;
- Discussions with involved stakeholders on software architecture requirement documents, potential architecture improvement proposals and their respective quality impact analysis to ensure software evolvability and to avoid risks to its decrease.

Our case study is explorative, and hence less sensitive to the *internal validity* which is only a concern for causal (or explanatory) case studies.
The external validity is addressed through analytical generalizations in the case study, in which we perform and pilot the software evolvability analysis method. A possible consideration is whether the analysis method can be generalized to a different organization or a different domain. We assume that the analysis method can be generalized, as the method and the procedures in performing the method are not constrained by any domain or organization related factors. However, further studies are needed in order to further refine and validate the method. Another perspective with respect to the external validity is to perform new evolvability assessment case studies and compare the results, including the estimation of the efforts needed to analyze evolvability. This can be done in stages, i.e. firstly, in the same or similar domain/context, and secondly, in different contexts. This multiple case study remains to be done.

Reliability is addressed through the detailed description of the procedures used in the analysis method, proper documentation of the results in each performed step in the case study, as well as reviews of the software architecture requirement documents and the potential architecture improvement proposals by the involved software architecets, senior software developers and researchers.

3.2.3 Research Question 1.1: What modularization means can be used to support software architecture evolution?

The construct validity is addressed through triangulation. One of the means applied in the case study is using dependency model to support software architecture evolution. The idea is to use inter-module dependency as one of many indicators and measures for achieving modularity. A subset of the complete software system is analyzed through using inter-module dependency to measure its modularity. The modularization is performed through simulating changes in the dependency model without of making any modifications to the actual source code. Afterwards, the resulting modularity is compared with the previous one before the simulated changes.

Our case study is explorative, and hence less sensitive to the internal validity which is only a concern for causal (or explanatory) case studies.

The external validity is addressed through analytical generalizations in the case study. The purpose of the analysis in the case study is to visualize dependencies to provide indications to the hotspots in the software architecture and software implementation, thus to support the software architecture evolution. The conclusion of using dependency model to
support software architecture evolution can be generalized, as the inter-module dependency is an objectively quantitative indicator.

Reliability is addressed through the detailed description of the procedures performed in the dependency analysis process, proper documentation of the resulting dependency model from each step in the case study, as well as reviews of the software architecture improvement proposals by the stakeholders and researchers. Our software evolution experiences with respect to the reflections from the dependency analysis process are gained through:
- The daily meetings with the stakeholders, e.g. the software architect and senior software developers to discuss the progress and the solutions to any encountered problems;
- The researchers’ experiences and involvement in the software product development;
- The reviewing of software architecture analysis documents and potential improvement proposals to ensure that the collected data is relevant.

3.2.4 Research Question 3.1: Given the technology-type change stimulus of introducing SOSE to CBSE, what impacts need to be considered?

The construct validity is addressed through critical analysis of the existing literature with regard to component-based and service-oriented software engineering, as well as through the reviews from several researchers in these areas. We collect and analyze data from published materials [Crnkovic and Larsson 2002; Stojanovic and Dahanayake 2005] and other related publications. The criteria on which the literature is being evaluated include component-based and service-oriented software engineering related areas as well as their utilizatiions.

Our case study is explorative, and hence less sensitive to the internal validity which is only a concern for causal (or explanatory) case studies.

The external validity is addressed through analytical generalizations from the evaluated literatures. We introduce the comparison framework between CBSE and SOSE, through characterizing the key concepts, key principles, quality concerns, composition mechanisms, utilization and combination of both technologies. The conclusion of the paper is ‘a good understanding of both technologies and a thorough analysis of their impacts on quality
attributes will lead to more efficient combination and adaptation of these paradigms in future software development’. This conclusion is based on the comparison framework and related works that describe how the two technologies have been combined for improved quality attributes. We assume that the conclusion from the analysis can be generalized with any technology-type of change stimuli due to the abstraction level.

Reliability is addressed through well-structured data collection from the literatures. However, different people might interpret textual materials in different ways, which might lead to different set of abstractions and slightly different comparison framework. We address this by having several researchers to review the proposed comparison framework.

3.2.5 Research Question 3.2: Given the business-type change stimulus of adopting a product line approach, what impacts need to be considered from a software evolution perspective?

The construct validity is addressed through triangulation. The reported migration experiences and observations are gained through multiple sources for the data in the project:

- Analysis of two different industrial software systems from two different domains;
- Analysis of two different organization structures with distributed development teams;
- The involvement of the stakeholders of different roles (e.g. product management, software architects and senior software developers) for each case study;
- The researchers’ experiences and involvement in the software product development to ensure that the collected data is relevant;
- Regular meetings and workshops for open discussions.

Our case study is explorative, and hence less sensitive to the internal validity which is only a concern for causal (or explanatory) case studies.

The external validity is addressed through the selection of studied systems from two different domains, including automation control system, power protection and control system. Besides, external validity is also addressed through the selection of different organizations with different organization structures. The product line development is organized in two ways: (i) in a
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separate product line team – one team develops the core assets while other teams develop products; or (ii) within the product team – the development team is responsible for both product and core asset development. Both organization structures are reflected in the two case studies.

Reliability is addressed through the detailed description of the procedures used in the product line migration process, proper documentation of the results from each performed step in the case study, as well as reviews of these documents by the stakeholders and researchers. However, different people might interpret textual materials in different ways, which might lead to slightly different set of observations and experiences. We address this by having several researchers to review the experience analysis extracted from the case studies.
Chapter 4. Related Work

This chapter relates the work in this thesis to relevant research and practice areas, subdivided into a number of sections. In each section, there is also an explanation of how the thesis is related to each area.

Section 1 presents a brief overview of the observed behavior of software systems and challenges encountered during software evolution. Section 2 provides a survey of the existing well-known software quality models, which form the basis for the establishment of our evolvability model. Section 3 surveys the software process models as software architecture evolution is inseparably bound to a process context, e.g. the need to cost-effectively carry out software evolution during the software system’s lifecycle. Section 4 briefly describes software architecture evolution with regard to its qualitative and quantitative assessment as well as the architectural integrity issue which is one of the aspects that we take into consideration during evolvability analysis. Section 5 presents an overview of software architecture evaluation methods. Good understanding of their applicability and limitations is the basis for the proposed software architecture evolvability analysis method in this thesis. Section 6 presents a brief overview of component-based and service-oriented software engineering, as one of the detailed research questions that we try to answer in this thesis is closely related to this area. Section 7 describes briefly the software product line engineering methods and process, which are of close relevance as one of our detailed research questions deals with the adoption of a product line approach. Section 8 describes reverse engineering and reengineering, and section 9 describes briefly software quality metrics that are related to software evolution.

4.1 Software Evolution

The laws of software evolution is formulated in [Lehman 1980; Lehman et al. 1997], based on the observations of the IBM OS/360 operating system.
and the FEAST project. The term software evolution is deliberately used in Lehman’s work to address the difference with the post-deployment activity of software maintenance. He uses the term E-type software to denote programs that must be evolved because they operate in or address a problem or activity of the real world. Accordingly, changes in the real world will affect the software and require subsequent adaptations.

The laws of software evolution encapsulate observed behavior of a number of evolving systems over the years and are summarized as follows:

- **Continuing change** An E-type system that is used must be continually adapted else it becomes progressively less satisfactory.

- **Increasing complexity** As an E-type system evolves its complexity increases unless work is done to maintain or reduce it.

- **Self regulation** Global E-type system evolution processes are self regulating.

- **Conservation of organizational stability** Average global activity rate in an E-type process tends to remain constant over periods or segments of system evolution.

- **Conservation of familiarity** The average growth rate of E-type systems tends to remain constant or to decline.

- **Continuing growth** The functional capability of an E-type system must be continually increased to maintain user satisfaction over its lifetime.

- **Declining quality** Unless rigorously adapted to take into account changes in the operational environment, the quality of E-type systems will appear to be declining.

- **Feedback system** E-type software processes are multilevel, multi-loop, multi-agent feedback systems.

The software architecture is inevitably subject to evolution due to the above-mentioned phenomena of software evolution, for instance continuing change, increasing complexity, continuing growth and declining quality.

Additionally, the following properties of large software systems are noted in [Brooks 1987].

- **Complexity** An essential property of large software systems, leading to the following problems:
- Difficulty of communication among development team members, leading to product flaws, cost overruns and schedule delays;
- Difficulty of understanding all the possible states of the program;
- Difficulty of extending programs to new functions without creating side effects;
- Difficulty of getting an overview of the system, thus impeding conceptual integrity.

- Conformity Many software systems are constrained by the need to conform to human institutions and systems.
- Changeability The software entity is constantly subject to pressures for change.
- Invisibility Software is invisible and unvisualizable. There is no geometric representation. Instead, there are several distinct but interacting graphs of links that represent different aspects of the system.

The properties of large software systems noted in [Brooks 1987], e.g. software complexity, inevitable changes of software systems and invisibility in terms of software structure representation, further confirm the software evolution phenomena and exhibit the intensified need on having evolvable software systems that accommodate changes in a cost-effective way while maintaining the architectural integrity. Without active countermeasures, the quality of a software system will gradually degrade as the system evolves. Moreover, software aging is inevitable. Parnas uses the metaphor of decay to describe how and why software becomes increasingly brittle over time [Parnas 1994]. There are two types of software aging which can lead to rapid decline in the value of a software product. The first is caused by the failure of the product’s owners to modify it to meet changing needs; the second is the result of the changes that are made. Both types of software aging in turn lead to inadequate evolvability. Following problems are associated with software aging [Parnas 1994]:

- Inability to keep up with the market due to increasing size and complexity;
- Reduced performance due to the gradually deteriorating structure;
- Decreased reliability because of errors introduced when changes are made.

4.1.1 Relation to the Thesis
In order to keep the system useful as it was, we must continually adapt it to the ever-changing requirements. This exhibits the need on having an evolvable software system. Therefore, the software evolution retraces motivate the reasons for the thesis, i.e. we need to investigate means to analyze, characterize and measure software evolvability.

4.2 Software Quality Models
A quality model provides a framework for quality assessment. It aims at describing complex quality criteria through breaking them down into concrete subcharacteristics. A general description of different quality models can be found in [Ortega et al. 2003]. In quality models, quality attributes are decomposed into various factors, leading to various quality factor hierarchies. Some well-known quality models are McCall’s quality model [McCall et al. 1977], Dromey’s quality model [Dromey 1996], Boehm’s quality model [Boehm et al. 1978], ISO 9126 [ISO9126] and FURPS quality model [Grady and Caswell 1987].

4.2.1 McCall’s Quality Model
McCall’s quality model [McCall et al. 1977] addresses three perspectives for defining and identifying the quality of a software product:

- **Product operation** is the product’s ability to be quickly understood, operated and capable of providing the results required by the user. It covers modifiability, reliability, efficiency, integrity and usability.

- **Product revision** is the ability to undergo changes. It covers maintainability, flexibility and testability.

- **Product transition** is the adaptability to new environments. It covers portability, reusability and interoperability.

This model further details the above three perspectives into a hierarchy of factors, criteria and metrics.
4.2.2 Boehm’s Quality Model

Boehm’s quality model [Boehm et al. 1978] begins with the software’s general utility, i.e. the high level characteristics that represent basic high-level requirements of actual use. The general utility is refined into:

- Portability
- Utility It is further refined into reliability, efficiency and human engineering.
- Maintainability It is further refined into testability, understandability and modifiability.

Boehm’s quality model is similar to McCall’s quality model in that it represents a hierarchical structure of characteristics, each of which contributes to the total quality.

4.2.3 FURPS Quality Model

FURPS [Grady and Caswell 1987] stands for functionality, usability, reliability, performance and supportability. Two steps are considered in this model: setting priorities and defining quality attributes that can be measured.

4.2.4 ISO 9126 Quality Model

ISO 9126 [ISO9126] specifies and evaluates the quality of a software product from different perspectives. Product quality is defined as a set of product characteristics. The characteristics that are observed by the end-user on the final software product are called external quality characteristics. The characteristics that relate to software development process and environment or context are called internal quality characteristics. An external characteristic can be measured internally, and is determined or influenced by the internal characteristics. The model categorizes software quality attributes into six characteristics: functionality, reliability, usability, efficiency, maintainability and portability. One advantage of this quality model is that it defines the internal and external quality characteristics of a software product.

4.2.5 Dromey’s Quality Model

[Dromey 1996] proposes a working framework for evaluating requirement determination, design and implementation phases. Corresponding to the
products resulted from each stage of the development process; the framework consists of three models:

- **Requirement model** The high-level attributes for the requirement quality model are accurate, understandable, implementable, adaptable, and process mature.

- **Design model** The high-level attributes for the design quality model include accurate; effective, understandable, adaptable and process mature.

- **Implementation quality model**

The information extracted from each model can be used to build, compare and evaluate the quality of a software product. In Dromey’s quality model, process maturity is an aspect that has not been considered in previous models.

### 4.2.6 Relation to the Thesis

The quality characteristics that are addressed in these quality models are summarized in Table 1. As shown in Table 1, the term evolvability or similar is not explicitly used in either of the quality models. Nevertheless, several quality attributes are correlated to software evolvability, e.g. adaptability, extensibility and maintainability. However, based on the definition of evolvability in [Rowe et al. 1994], the multifaceted quality attribute software evolvability covers more aspects than adaptability, extensibility or maintainability. Through analyzing the software quality challenges and assessment [Fitzpatrick et al. 2004], the types of change stimuli and evolution [Chapin et al. 2001], the taxonomy of software change based on various dimensions that characterize or influence the mechanisms of change [Buckley et al. 2004], and experiences we gained in industrial case studies [Breivold and Crnkovic 2008], we have discovered that only having a collection of the subcharacteristics of maintainability as defined in the ISO software quality standard [ISO9126] is not sufficient for a software system to be evolvable. This poses one of the goals for our research, i.e. to investigate characteristics that are of primary importance for the evolvability of a software system, and to outline a software evolvability model that provides a basis for analyzing and evaluating software evolvability.
Table 1. Quality Characteristics Addressed in Quality Models

<table>
<thead>
<tr>
<th>Quality Characteristics</th>
<th>McCall</th>
<th>Boehm</th>
<th>FURPS</th>
<th>ISO 9126</th>
<th>Dromey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptability</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compatibility</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correctness</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Efficiency</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Extensibility</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flexibility</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human Engineering</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrity</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interoperability</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Maintainability</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Modifiability</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portability</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Reliability</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Reusability</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Supportability</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Testability</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Understandability</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Usability</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>
4.3 Software Process Models

The primary functions of a software process model are to determine the order of the stages involved in software development and evolution, and to establish the transition criteria for progressing from one stage to the next [Boehm 1988]. Several process models have been proposed and gained widespread acceptance since the late seventies as the term software evolution was deliberately used and recognized by the research community. Below is an overview of the process models, with focus on those models that take constant changes and software evolution into consideration.

4.3.1 Waterfall Model

[Royce 1987] proposes the waterfall lifecycle process for software development. In this process, several stages are described as taking place in sequence, i.e. requirement analysis, design, implementation, testing and maintenance. In this process model, there is no iteration in the process. Although the waterfall model’s approach helps eliminate many difficulties previously encountered in software projects, the inherent limitations of this software process model are that the separation in phases is too strict and inflexible, and that it is often unrealistic to assume that the requirements are known before starting the software design phase. The emphasis on fully elaborated documents as completion criteria for early requirements and design phases creates a primary source of difficulty when the requirements continue to change during the entire software life cycle as in many cases. Moreover, in this process model, the maintenance phase is the final phase of a software system’s lifecycle. Only bug fixes and minor adjustments to the software are performed during this phase. Therefore, the maintenance stage needs to be expanded to represent broader activities, i.e. not only maintaining the originally designed functions, but also adding new functions, coping with changing environments and changing requirements.

4.3.2 Change Mini-Cycle Process Model

[Yau et al. 1978] proposes a process model with the so called change mini-cycle, in which change impact analysis and change propagation are identified to accommodate the fact that software changes are rarely isolated. In this process model, software evolution is described in terms of the change mini-cycle, which consists of several phases:

- *Change request*;
- *Change planning* includes:
- Software comprehension to understand what parts of the software will be affected by a requested change;
- Change impact analysis to predict the parts that are likely to be affected by a change.
- Change implementation includes:
  - Restructuring for change to improve the software structure or architecture without changing the behavior;
  - Change location;
  - Propagation of change due to the non-local impact nature of a change.
- Validation of change

The assumptions of the proposed process model are that the requirements continue to change during the entire lifetime of a software project, and that the knowledge gained during the later phases may become feedbacks to the earlier phases.

4.3.3 Evolutionary Development Model

Gilb proposed an “evolutionary development model”, in which the key word is incremental delivery, implying real deliveries to a real user. According to [Gilb 1981], “You must evolve in small steps towards your goals; large step failure kills the entire effort. And early frequent result delivery is politically and economically wise. 2% of total is a small step that you can afford to fail on.”

The assumption of this model is that the software engineering is, by nature, playing with the unknown [Gilb 2002]. One way to deal with these many unknowns is to tackle them in small increments, one at a time. These small increments are not mere development increments. It is important to note that they are incremental satisfaction of identified stakeholder requirements.

4.3.4 Spiral Model

The spiral model [Boehm 1988] proposed by Boehm is a risk-driven approach to the software process rather than a primarily document-driven approach such as the waterfall model or code-driven process such as the evolutionary development. A typical cycle of the spiral consists of the following steps:
- Identification of the objectives of the portion of the product being elaborated, alternative means of implementing this portion of the
product, and the constraints imposed on the application of the alternatives;
- Evaluation of the alternatives relative to the objectives and constraints to identify risks;
- Risk resolution;
- Development and verification of next level product.

In this process model, prototyping is incorporated as a risk reduction option at any stage of development. In addition, the model accommodates reworks or go-backs to earlier stages as new alternatives are identified or as new risk issues need resolution.

### 4.3.5 Staged Model

[Bennett and Rajlich 2000] explicitly takes into account the issue of software aging [Parnas 1994] and proposes the staged model which represents the software lifecycle as a sequence of the following stages:

- **Initial development** develops the first version of the software system to ensure that subsequent evolution can be achieved easily;
- **Evolution stage** implements any kind of modification to the software system;
- **Servicing stage** implements and tests tactical changes to the software through applying small patches to keep the software up and running;
- **Phase out and close down stages** manage the software towards the end of its life.

In this model, during the initial development, the main need is to ensure that the subsequent evolution can be achieved easily. During the evolution stage, the software architecture evolution is essential to respond to unexpected new user requirements. Meanwhile, we need to extend and adapt functional and nonfunctional behavior without destroying the integrity of the architecture.

### 4.3.6 Agile Software Development

Agile software development [Cockburn 2002; Martin 2003] is a lightweight iterative and incremental approach to software development, which is performed in a collaborative manner and explicitly needs to accommodate the changing needs of various stakeholders. The introduction of Extreme Programming [Beck 1999] is widely acknowledged as the starting point for
Various agile software development methods, such as Scrum [Schwaber and Beedle 2001], Feature Driven Development [Palmer and Felsing 2002], Dynamic Systems Development Method [Stapleton 1999], Adaptive Software Development [Highsmith 2000] and Open Source Software Development [O'Reilly 1999]. These methods attempt to produce working software at frequent intervals, minimize the comprehensive documentation at an appropriate level. A key aspect in these methods is responding to change, i.e. the development group, comprising both software developers and customer representatives, should consider possible adjustment needs that emerge during the development process lifecycle, and should be prepared to make changes. Changing environment in software business affects the software development processes [Highsmith and Cockburn 2001]. This requires better handling of inevitable changes throughout the project lifecycle, instead of trying to stop change early.

4.3.7 Evolution and Maintenance Management Model

SYSLAB, the Information Systems Laboratory (http://syslab.dsv.su.se/) is in the process of developing a comprehensive process model for industrial evolution and maintenance, and thus, not much data has been published yet. The model is called Evolution and Maintenance Management Model. It consists of the following models:

- Process Models within Corrective Maintenance (CM3)
  - Front-End Problem Management is a detailed problem management process model that is utilized at the front-end support level;
  - Back-End Problem Management is a detailed problem management process model that is utilized at the back-end support level;
  - Emergency Problem Management attends severe emergency problems that present immediate danger to people, environment, resource, general welfare or businesses.

- Process Models within Evolution (EM3)
  - Education and Training;
  - Pre-delivery/Prerelease Maintenance;
  - Release Management.
4.3.8 Relation to the Thesis

The objective of a software process model is to reduce cost, effort and time-to-market, to increase productivity and reliability, and to support better quality and more evolvable software [Mens and Demeyer 2008]. A good understanding of the existing software process models is necessary for us to obtain insights in how the software changes are integrated in the software development lifecycle.

In this thesis, we explore the pragmatic aspects of software evolution, i.e. the methods and tools that provide the means to analyze and control the software evolution, with focus on the existing software systems. For instance, the evolvability analysis method proposed in this thesis is applied on an existing software system. Considering the complete software lifecycle, there is also the need to apply the analysis method in the early design phase of a new development effort (refer to Chapter 5).

We acknowledge changes as an essential part of software development. We also adopt the iterative and incremental change support in, for instance, the product line migration process (refer to Chapter 2).

4.4 Software Architecture Evolution

Software architectures model the structure and behavior of a system; and present a high level view of a system, including the software elements and the relationships between them. Software architectures are inevitably subject to evolution and they can expose the dimensions along which a system is expected to evolve [Garlan 2000] and provide basis for software evolution [Medvidovic et al. 1998].

Software systems undergo two main kinds of evolution [Mens and Demeyer 2008], i.e. internal evolution and external evolution. The thesis deals with the external evolution.

- **Internal evolution** models the changes in the topology of the components and interactions as they are created or destroyed during execution. It captures the dynamics of the system.

- **External evolution** models the changes in the specification of the components and interactions that are required to cope with new stakeholder requirements. It entails adaptation of the software architecture.
There exist several approaches in describing and evolving software architecture. [Aoyama 2002] proposes cost metrics of change operation for software architecture evolution and discusses the proposed metrics in continuous and discontinuous software evolution, which are the evolution patterns observed from the evolution of several software systems. Discontinuous evolution emerges between certain periods of successive continuous evolution.

[Lung et al. 1997] describes a scenario-based approach which captures and assesses software architectures for evolution and reuse. The approach consists of a framework for modeling various types of relevant information and a set of architectural views for reengineering, analyzing, and comparing software architectures. This framework is used to model several types of information, i.e.

- **Stakeholder information** describes stakeholders’ objectives, which provide boundaries for analysis;
- **Architecture information** refers to design principles or architectural objectives;
- **Quality information** refers to non-functional attributes;
- **Scenarios** describe the use cases of the system to capture the system’s functionality. Scenarios that are not directly supported by the current system can be used to detect possible flaws or to assess the architecture’s support for potential enhancements. Scenarios are derived from the stakeholder objectives, architectural objectives, and desired system quality attributes or objectives.

The software architecture of an evolvable software system should allow changes in the software and evolve in a controlled way without compromising system integrity and invariants [Bennett and Rajlich 2000]. However, software architecture evolution often implies integrating crosscutting concerns. Therefore, architectural integrity is one aspect that needs to be taken into consideration. Otherwise, these crosscutting concerns might, if not handled with care, introduce inconsistencies and lead to evolvability degradation in the long run. To address this inconsistency issue, [Barais et al. 2004] describes a framework named TranSAT. The framework uses architectural aspect to describe new concerns and their integration into the existing architecture. The framework allows the software architect to design software architecture stepwise in terms of aspects at the design stage.

According to [Jansen and Bosch 2004], an architectural design decision is a key concept in software architecture evolution. Capturing design decisions
is therefore essential to address architectural knowledge [Lago et al. 2008] vaporation issue. Otherwise, the knowledge of the design decisions that lead to the architecture is lost. Moreover, changes to the software architecture might cause violation of earlier design decisions, resulting in increased design erosion [van Gurp and Bosch 2002].

4.4.1 Relation to the Thesis

Knowledge about the implications of the software architecture evolution ensures a good understanding of the research context, for instance, we focus on external evolution in this thesis. Understanding software architecture evolution also provides us the input and background to evolvability subcharacteristics identification. For example, the architectural integrity is one aspect that needs to be considered throughout the software architecture evolution.

4.5 Software Architecture Evaluation

The foundation for any software system is its architecture, which allows or precludes nearly all of the quality attributes of the system [Clements et al. 2002]. Accordingly, several architecture evaluation methods have emerged for various purposes, e.g. to compare and identify the strengths and weaknesses in different architecture alternatives, to identify any architectural drift and erosion. Experiences of using various assessment techniques for software architecture evaluation are presented in [Christian 2006], in which scenario-based assessment, software performance assessment and experience-based assessment are addressed. A general description of different architecture analysis methods can be found in [Babar et al. 2004; Dobrica and Niemela 2002].

The following subsections describe briefly four main categories of the software architecture evaluation methods [Mattsson et al. 2006].

4.5.1 Experience-Based

Experience-based architecture evaluation means that the evaluations are based on the previous experiences and domain knowledge of developers or consultants [Avritzer and Weyuker 1999]. Some examples are:

- Empirically-Based Architecture Evaluation (EBAE) [Lindvall et al. 2003] defines a process for defining and using a number of architectural metrics to evaluate and compare different versions of
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architectures in terms of maintainability. The main steps include (i) select a perspective for the evaluation; (ii) define and select metrics; (iii) collect metrics; and (iv) evaluate and compare the architectures.

- **Attribute-Based Architectural Style (ABAS)** [Klein et al. 1999] builds on architectural styles by explicitly associating with reasoning frameworks, which are based on quality-attribute-specific models. ABAS consists of four parts: (i) **problem description** explains the problem being solved by the software structure; (ii) **stimuli and response** correspond to the condition affecting the system and measurement of the activity as a result of the stimuli; (iii) **architectural styles** are descriptions of patterns of component interaction; and (iv) **analysis** constitutes a quality-attribute-specific model that provides a method for reasoning about the behavior of interacting components in the pattern. Examples of these quality-attribute-specific models are modifiability model, reliability model and performance model.

4.5.2 Simulation-Based

Simulation-based architecture evaluation means that the evaluations are based on a high-level implementation of some or all of the components in the software architecture [Mattsson et al. 2006]. Some examples are:

- **SAM** [Wang et al. 1999] is a formal systematic methodology for software architecture specification and analysis. It is mainly targeted for analyzing the correctness and performance of a software system.

- **Argus-I** [Vieira et al. 2000] is a specification-based evaluation method that evaluates performance, dependence and correctness of a software architecture. It is also used to evaluate an architecture design with respect to structural analysis, static and dynamic behavioral analysis, model checking and simulation of architecture.

4.5.3 Mathematical Modeling

Mathematical modeling means that mathematical proofs and methods are used to evaluate operational quality requirements such as performance and reliability [Reussner et al. 2003] of the components in the software architecture. Some examples are:

- **Software Performance Engineering (SPE)** [Williams and Smith 1998] is a method for building performance into software systems. It
can be used to evaluate various performance measures, e.g. response times, throughput, resource utilization and bottleneck identification.

- **Layered Queuing Networks (LQN)** [Petriu et al. 2000] is often used to evaluate the performance of a software architecture or a software system. The layered queuing network model describes the interactions between components in the architecture and required processing times for each interaction.

### 4.5.4 Scenario-Based

Scenario-based architecture evaluation means that quality attributes are evaluated by creating scenario profiles that force a concrete description of a quality requirement [Mattsson et al. 2006]. Some examples are:

- **Software Architecture Analysis Method (SAAM)** [Kazman et al. 1994] is originally created for evaluating modifiability of software architecture although it has been used for other set of quality attributes as well, such as portability and extensibility. The main outputs from a SAAM evaluation include a mapping between the architecture and the scenarios that represent possible future changes to the system, providing indications of potential future complexity parts in the software and estimated amount of work related to the changes.

- **Architecture Trade-off Analysis Method (ATAM)** [Clements et al. 2002] is a method for evaluating software architectures in terms of quality attribute requirements. It is used to expose the risks, non-risks, sensitivity points and trade-off points in the software architecture. It aims at different quality attributes and supports evaluation of new types of quality attributes.

- **Architecture Level Modifiability Analysis (ALMA)** [Bengtsson et al. 2004] is a method for analyzing modifiability based on scenarios. It consists of five steps: (i) set the analysis goal; (ii) describe the software architecture; (iii) elicit change scenarios; (iv) evaluate change scenarios; and (v) interpret the results. The outputs from an ALMA evaluation include: (i) maintenance prediction to estimate the required effort for system modification to accommodate future changes; (ii) risk assessment to identify the types of changes that the system shows inability to adapt to; and (iii) software architecture comparison for optimal candidate architecture.
4.5.5 Relation to the Thesis

A survey of architecture evaluation methods presented in [Mattsson et al. 2006] indicates that most evaluation methods only address one quality attribute, and very few can evaluate several quality attributes simultaneously in the same method. The survey indicates also that no specific methods evaluate testability or portability explicitly. These quality attributes can be addressed by the evaluation methods that are more general in their nature, e.g. ATAM, SAAM and EBAE. However, to analyze software evolvability which is a multifaceted quality attribute, the scenario-based methods such as ATAM would require quite a number of evolvability scenarios (to address and cover each of the seven evolvability subcharacteristics identified in our research); a more important limitation is that while scenarios are concrete anticipated events in the system lifetime, evolvability might concern high-level business requirements at an abstract level which calls for some more general type of analysis to identify the implications on software architecture and corresponding evolution path. This poses one of the motivations for our research to investigate the means to assess software architecture evolvability.

4.6 Component-Based and Service-Oriented Software Engineering

Component-based software engineering (CBSE) provides support for building systems through the composition and assembly of software components. It is an established approach in many engineering domains, such as distributed and web-based systems, desktop and graphical applications and recently in embedded systems domains. CBSE technologies facilitate effective management of complexity, significantly increase reusability and shorten time-to-market.

While CBSE is an established approach in many engineering domains, the growing demands for Internet computing and emerging network-based business applications and systems are the driving forces for the emergence of service-oriented software engineering (SOSE). SOSE has evolved from CBSE frameworks and object-oriented computing to face the challenges of open environments. SOSE utilizes services as fundamental elements for developing applications and software solutions. SOSE technologies offer feasibility in integrating distributed systems that are built on various
platforms and technologies, and further push focus on reusability and development efficiency.

Because of the diverse nature of software systems, it is unlikely that systems will be developed using a purely service-oriented or component-based approach [Kotonya et al. 2004]. Therefore, the ability to combine the strengths of CBSE and SOSE, and use them in a complementary manner becomes essential. So far, some research has been done in combining the strengths of CBSE and SOSE for improved quality attributes of software solutions. [Jiang and Willey 2005] proposes a multi-tiered architecture that offers flexible and scalable solutions to the design and integration of large and distributed systems. The architecture makes use of both services and components as architectural elements, offering flexibility and scalability in large distributed systems and meanwhile remaining the system performance. [Wang and Fung 2004] proposes an idea of organizing enterprise functions as services and implementing them as component-based systems in order to offer flexible, extensible and value-added services. [Cervantes and Hall 2004] introduces service-oriented concepts into component models to provide support for late binding and dynamic component availability in the component models. [O'Brien et al. 2007] explores how service oriented architecture impacts a number of quality attributes, identifies issues and tradeoffs related to them. The investigated quality attributes are interoperability, performance, security, reliability, availability, modifiability, testability, usability and scalability.

4.6.1 Relation to the Thesis
Designing and implementing a large scale and complex system is a challenging task. In this thesis, we focus on two of the most well recognized software engineering paradigms that cope with this challenge, i.e. component-based software engineering (CBSE) and service-oriented software engineering (SOSE). One of the detailed research questions that we intend to address in this thesis is, by taking CBSE and SOSE as an example, to analyze the technology-type of change stimulus.

4.7 Software Product Line Engineering
A software product line is defined as “a set of software-intensive systems sharing a common, managed set of features that satisfy the specific needs of a particular market segment or mission and that are developed from a
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common set of core assets in a prescribed way” [Clements and Northrop 2002]. Product line software engineering aims to reduce cost, time-to-market, increase productivity and quality through leveraging reuse of artifacts and processes for similar products in a particular domain [Pohl et al. 2005]. It has become one of the most established strategies for achieving large-scale software reuse [Estublier and Vega 2005].

4.7.1 Software Product Line Methods

Within the area of software product line evolution, [Bosch 2000] proposes methods for designing software architecture, in particular product line architecture. [Pohl et al. 2005] elaborates two key principles behind software product line engineering: (i) separation of software development in domain and application engineering, and (ii) explicit definition and management of variability of the product line across all development artifacts. A four-dimensional software product family engineering evaluation model is described in [van der Linden et al. 2004] to determine the status of software family engineering, concerning business, architecture, organization and process.

[Faust and Verhoef 2003] presents metrics for genericity relayering, and migrates multiple instances of a single information system to a product line. [Bayer et al. 1999] presents the RE_MODEL method to integrate reengineering and product line activities to achieve a transition into product line architecture. A key element in the method is the blackboard, a work space which is shared for both activities that are done in parallel. The PuLSE™ method [Schmid et al. 2005] addresses the different phases of product line development, and is used to systematically analyze a component and to improve its reusability as well as maintainability. The focus is on one component enabling reuse of that component. In order to evaluate the potential of creating a product line from existing products, MAP (Mining Architectures for Product Lines) [Stoermer and O'Brien 2001] focuses on the feasibility evaluation process of the organization’s decision to move towards a product line. Options Analysis for Reengineering [Smith et al. 2002] is another method for mining existing components for a product line. [Maccari and Riva 2002] describes combining reference architecture and configuration architecture to describe legacy product family architecture and manage its evolution.

Research is also done in domain analysis methods. Some examples of the widely used domain analysis techniques are Feature-Oriented Domain Analysis (FODA) [Kang et al. 1990] and Feature-Oriented Reuse Method
(FORM) [Kang et al. 1998] through using feature models, in which system features are organized into trees of nodes that represent the commonality and variability within a software product line. Another notation is the orthogonal variability model [Bachmann et al. 2004; Pohl et al. 2005], which is a graph of variation points and variants.

4.7.2 Software Product Line Evolution

The ever-changing customer requirements, technology advances and internal enhancements lead to the continuous evolution of a product line’s reusable assets. According to [Dhungana et al. 2008], product line evolution occurs in two dimensions as both the meta-model and the variability models can evolve independently:

- Meta-models evolve due to changes in the scope of the product line; e.g., new asset types are introduced or the product line itself is extended to support new business units.
- Variability models are subject to change whenever the product line changes; e.g., as a result of improving or extending functionality, changing technology or reorganization.

Explicit architectural knowledge is important in software evolution [Jansen 2008]. [Dhungana et al. 2006] confirms this and reports the experience of the necessity to capture architectural knowledge and make this knowledge available appropriately to various stakeholders in the product line environment. The authors argue that the architectural knowledge need to be captured by combining both top-down and bottom-up knowledge elicitation for a software product line infrastructure.

4.7.3 Product Line Engineering Process

According to [Pohl et al. 2005], the product line engineering process is composed of two sub-processes:

- Domain engineering: The goals of domain engineering are to define the commonality and the variability of the software product line, to define the scope of the software product line, define and construct reusable artefacts that accomplish the desired variability. The domain engineering process consists of the following five activities:

  - Product management defines the scope of the product line, i.e. a product roadmap that determines the major common and variable features of future products, as well as a schedule with their planned release dates. A list of the existing products and
the development artefacts that can be reused for establishing the common platform is also defined;

- **Domain requirement engineering** elicitates and documents the common and variable requirements for all foreseeable applications of the product line;
- **Domain design** defines the reference architecture and a refined variability model of the product line;
- **Domain realization** produces the detailed design and the implementation of reusable software components;
- **Domain testing** aims to validate and verify the reusable components.

- **Application engineering**: The goals of application engineering are to achieve reuse of the domain assets, to exploit the commonality and variability of the software product line during the development of a product line application, to document the application artefacts. The application engineering process consists of the following four activities:

  - **Application requirements engineering** develops requirements specification for the particular application;
  - **Application design** produces a specialization of reference architecture for the particular application;
  - **Application realization** creates a running application with detailed design artefacts;
  - **Application testing** aims to validate and verify an application against its specification.

4.7.4 Relation to the Thesis

Product line development seldom starts from scratch. Instead, it is very often based on the existing legacy implementations [Kotonya and Hutchinson 2008]. Accordingly, a specific type of software evolution is the adoption of a product line approach and migrate existing software systems towards product line architectures. Applying a software product line approach to legacy systems requires that care is taken to ensure that critical aspects are considered for a smooth and successful product line migration. In our research, observations are made with regard to business, organization, development process and technology perspectives when adopting a product line approach. This classification has similar dimensions as in [van der
Linden et al. 2004] though we compliment with more experiences and practices.

One of the research contributions in this thesis is the proposed product line migration method with focus on the migration process when the migration decision has been made. This differs with PuLSE™ method [Schmidt et al. 2005] which addresses the different phases of product line development. Additionally, instead of using FODA method [Kang et al. 1990] for domain engineering, we applied product modeling in our method. The idea of constructing a federated architecture to migrate multiple instances of a single information system to a product line described in [Faust and Verhoef 2003] is similar to the way that we have performed in our case studies.

### 4.8 Reverse Engineering and Reengineering

Reverse engineering [Chikofsky and Cross 1990] is an important activity within software evolution. It aims at understanding the architecture or behavior of a software system through recovering and recording high-level information of a software system. The information represents abstractions that include the system structure in terms of its components and their interrelationships, the dynamic behavior of the system, functionality, modules, documentation and test suites. Reverse engineering is a key to software reengineering [Arnold 1993], because it ensures to recover an abstract representation that can be used for subsequent reengineering of an existing software system.

The goal of reengineering is to reconstitute a software system in a new form that is more evolvable and possibly has more functionality than the original software system. The reengineering process is usually composed of three activities: reverse engineering [Chikofsky and Cross 1990], software restructuring [Arnold 1989] and forward engineering.

- **Reverse engineering** is necessary due to incomplete documentation and relevant references, unavailability of personnel with relevant knowledge, inconsistency between documentation and implementation, outdated technological platforms of a software system, e.g. programming languages, tools and operating systems.

- **Software restructuring** aims to improve certain aspects of a software system and it is “the transformation from one representation form to another at the same relative abstraction level, while preserving the
software system’s external behavior, i.e. functionality and semantics” [Yang and Ward 2003].

- **Forward engineering** implements and builds a software system from the restructured model.

This reengineering process is captured in the horseshoe process model for reengineering [Kazman et al. 1998], which consists of three related processes: (i) code and architecture recovery, and conformance evaluation; (ii) architecture transformation; and (iii) architecture-based development in which the new architecture is instantiated.

One approach that assists in software reengineering is refactoring [Fowler 1999], which is a technique for restructuring an existing body of code, altering and improving its internal structure without changing its external behavior. The refactoring process consists of a series of small behavior-preserving transformations. The system is kept fully working after each small refactoring, reducing the chances that a system becomes broken during the restructuring. Refactoring is one way to improve software quality as it helps to improve the design of software, make software easier to understand and help to find bugs [Fowler 1999]. As stated in [Opdyke 1992], while refactorings do not change the behavior of a program, they can support software design and evolution by restructuring a program in a way that allows other changes to be made more easily.

### 4.8.1 Relation to the Thesis

The software systems that we work with throughout this research are legacy systems that represent valuable software assets. They usually have a long lifetime and most likely have gone through many changes such as technological platform changes and turnover of the original developers. Thus they show signs of many modifications and adaptations. They also have the typical characteristics of legacy systems as described in [Demeyer et al. 2003], e.g. increasing complexity, poor documentation and lack of understanding by the current developers. Therefore, reverse engineering is necessary for understanding the architecture or behavior of a large software system when the source code is the main information. Additionally, as refactoring is one key to increase internal software quality during the whole software lifecycle [Simon et al. 2001], it is one technique that is used in our research when we identify components that need to be refactored and potential architectural improvement proposals to improve the software quality aspects.
4.9 Software Quality Metrics

Various techniques have emerged to qualitatively or quantitatively assess quality impact through specific quality metrics. They differ from each other in terms of principles, concepts and analysis capabilities. For instance, [Kataoka et al. 2002] proposes coupling metrics to measure the maintainability enhancement effect of a program refactoring. [Tahvildari and Kontogiannis 2002] proposes a reengineering transformation framework using soft goal graph to correlate non-functional requirements with design patterns to guide transformation process. The soft goals that are refined from maintainability include coupling, cohesion, modularity, encapsulation, complexity, consistency and reuse. [Tahvildari and Kontogiannis 2003] proposes also another framework which combines using metrics for quality estimation and performing transformation based on soft goal graphs.

To evaluate evolvability, [Ramil and Lehman 2000] proposes metrics based on implementation change logs. [Lehman et al. 1997] proposes computation of metrics using the number of modules in a software system. Another set of metrics is based on software life span and software size [Tamai and Torimitsu 1992]. [Nary and Chung 2003] proposes a framework of process-oriented metrics for software evolvability and traces the metrics back to the evolvability requirements based on the NFR framework [Chung 2000]. An ontological basis which allows for the formal definition of a system and its change at the architectural level is presented in [Rowe and Leaney 1997].

[Simon 1962] describes the link between modularity and evolution, and argues that nearly-decomposable systems facilitate experimentation and problem solving. [LaMantia et al. 2008] examines the design evolution of one open source software product and one company software product platform through the modelling lens of design rule theory and design structure matrices.

4.9.1 Relation to the Thesis

Software evolvability is a multifaceted quality attribute [Rowe et al. 1994], which is refined into a collection of subcharacteristics in our research. Each subcharacteristic is in turn refined into a collection of measuring attributes that we intend to qualitatively and/or quantitatively measure. One particular measuring attribute that we have further explored in our research is modularity. It affects the behavior of a design with respect to most of the evolvability subcharacteristics, as designing software for ease of extension and contraction depends on how well the software structure is organized and
modular designs are argued to be more evolvable [Maccormack et al. 2008]. The way that we perform in our case study is similar to the idea in [LaMantia et al. 2008], i.e. through using design rules and design structure matrix. We further enrich the data with experiences and reflections through our dependency analysis of a complex industrial software system.
The goal of the research presented in this thesis is to understand software architecture evolution and to investigate ways to analyze software evolvability to support this evolution. Establishing the evolvability model and systematically assessing the software evolvability at the architecture level are the first steps towards analyzing and quantifying evolvability, a base and check point for evolvability evaluation and improvement. Software architecture evolution is inevitably subject to various change stimuli from technological and business perspectives. Accordingly, comprehensive analysis needs to be performed to obtain knowledge of the potential implications of these change stimuli.

5.1 Contributions

The main contributions of the presented research are summarized as follows:

**Software evolvability model.** In this thesis, we outline a software evolvability model that provides a basis for analyzing and evaluating software evolvability. This model refines software evolvability into a collection of subcharacteristics that can be measured through a number of measuring attributes. In addition, we further explore one particular measuring attribute, i.e. modularity, which affects the behavior of a design with respect to most of the evolvability subcharacteristics. This is because designing software for ease of extension depends on how well the software structure is organized and modular designs are argued to be more evolvable, i.e. these designs facilitate making future adaptations.

**Architecture evolvability analysis method.** We introduce a structured method for analyzing evolvability at the architectural level, i.e. the ARchitecture Evolvability Analysis (AREA) method that focuses on improving the capability of being able to on beforehand understand and
analyze systematically the impact of a change stimulus. The method is studied in an industrial setting.

**Comparison analysis framework of CBSE and SOSE.** We take component-based and service-oriented software engineering paradigms as an example to analyze a technology-type of change stimulus, i.e. the introduction of SOSE to CBSE. We exemplify the necessity of making analysis and exploration of both the existing and emerging technologies for better understanding of the implications.

**Practices in product line migration.** We take the adoption of a product line approach as an example to analyze the impacts of a business-type of change stimulus. We focus on managing the migration of legacy systems towards product lines due to the need for differentiation in the marketplace, with short time-to-market as part of the need. Two industrial cases are studied in details. Observations are made with respect to business, organization, development process and technology when adopting a product line approach. The experiences from the case studies are also described to recommend practices that are particularly useful.

**Practices in using architecture-level dependency analysis to support software evolution.** We explore the links between evolvability, modularity, as well as inter-module dependency, and focus on visualizing static dependencies to identify hotspots in the architecture and implementation, and to provide direction for future improvement. We perform one industrial case study and describe a dependency analysis of a complex industrial power control and protection system, using the inter-module dependency model. Experiences and reflections are made through the analysis process.

### 5.2 Future Research Directions

A number of potential tracks for further PhD studies and future research are identified as follows:

**Further refinement and validation of evolvability model.** The initial establishment of the software evolvability model developed in this research has only been motivated and exemplified through one industrial case study. We need to continue working on the evolvability model by conducting more case studies or surveys to confirm and refine the model. A subject that also needs to be investigated is to identify metrics to quantify evolvability subcharacteristics in terms of the identified measuring attributes. In the
research presented so far, we have only looked into modularity which is one of the measuring attributes. Further we plan to analyze the correlations among the subcharacteristics with respect to constraints and tradeoffs.

**Further validation of evolvability analysis method.** The software evolvability analysis method developed in this research has only been exemplified and verified through one industrial case study. Future research includes additional validation of the method using multiple case studies. Another aspect that needs to be considered is to apply the method to address evolvability explicitly in the early design phase of a new development effort, since software architecture that is capable of accommodating change must be specifically designed for change [Isaac and McConaughy 1994].

**Further study of the impacts of change stimuli.** In this thesis, we have taken the introduction of SOSE to CBSE respective the adoption of product line engineering as examples of technology-type and business-type of change stimuli. Further studies remain to be done to broaden the question at issue and look at other representative change stimuli. An alternative is to enter deeply into the already-selected change stimuli:

- *Further investigation of the impacts of introducing SOSE to CBSE.* In this thesis, we have only partially answered the research question Q3.1 through providing an explicit clarification of the concepts, principles and characteristics of CBSE and SOSE. More work remains to be done to further investigate the impacts of the introduction of SOSE to CBSE.

- *Further study of the adoption of product line engineering.* As product line software engineering has become one of the most established strategies for achieving large-scale software reuse [Estublier and Vega 2005], its impact on software architecture evolution and software evolvability becomes a research area worth further research.

To summarize, future research comprises several tracks that are of different priorities. A top prioritized direction for further research is to further refine and validate the software evolvability model, as it lays a foundation for the rest of the research tracks. This model is a first step towards analyzing and quantifying evolvability, a base and check point for evolvability evaluation and improvement.
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