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Growing dependency on Internet-connected devices and increasing privacy 
risks prompted policymakers to protect individuals’ right to privacy. In Europe, 
the General Data Protection Regulation requires companies to provide users 
with adequate information about data collection and processing practices to 
increase privacy awareness and enable better decisions. Hence, multidisciplinary 
researchers aim at developing new privacy-enhancing solutions. However, 
to develop such solutions it is crucial to understand cognitive processes 
underpinning privacy decisions.

This thesis objective is to investigate privacy behaviours. We identify privacy 
concerns affecting perceptions of privacy and examine factors influencing 
information sharing. We show that simplified models of behaviour are insufficient 
predictors of privacy decisions, and that demographic characteristic, emotion 
and personality affect privacy attitudes and behaviours. Based on our findings 
we conclude that future models of privacy and designs of privacy user interfaces 
must incorporate such behavioural determinants.
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Abstract
People’s decisions do not happen in a vacuum; there are multiple factors that
may affect them. There are external determinants, such as cost/benefit calcu-
lation of decision outcomes. There are also internal factors, such as attitudes,
personality, emotions, age, and nationality. Frequently, the latter have a final
say on the decision at hand, and similar determinants are triggered during the
digital interaction when people make decisions about their privacy.

The current digital privacy landscape is filled with recurring security
breaches and leaks of personal information collected by online service pro-
viders. Growing dependency on Internet-connected devices and increasing
privacy risks prompted policy makers to protect individuals’ right to privacy.
In Europe, theGeneral Data Protection Regulation requires companies to pro-
vide adequate information about their data collection and processing practices
to users, to increase privacy awareness and enable better decision making. Re-
gardless, currently there is no sufficient, usable technology, which could help
people make improved privacy decisions, decreasing over-disclosure and over-
sharing. Hence, multidisciplinary researchers aim at developing new privacy-
enhancing solutions. To define such solutions and successfully convey data
provision and processing practices, potential risks, or harms resulting from
information disclosure, it is crucial to understand cognitive processes under-
pinning privacy decisions.

In this thesis, we examine privacy decisions and define factors that influ-
ence them. We investigate the attitude-behaviour relationship and identify
privacy concerns affecting perceptions of privacy. Additionally, we examine
factors influencing information sharing, such as emotional arousal and per-
sonality traits. Our results demonstrate that there is a relationship between
privacy concerns and behaviours, and that simplified models of behaviour are
insufficient to accurately predict privacy decisions. Our findings show that
internal factors, such as nationality and culture, emotional arousal, and in-
dividual characteristics, affect privacy decisions. Based on our findings, we
conclude that future models of privacy should incorporate such determinants.
Further, we postulate that privacy user interfaces must become more flexible
and personalised than the current solutions.

Keywords: Privacy, Attitudes & Behaviour, Modelling Behaviour, HCI, UI
Design.
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Introductory Summary

“A man’s mind may be likened to a garden, which may
be intelligently cultivated or allowed to run wild; but

whether cultivated or neglected, it must, and will,
bring forth. If no useful seeds are put into it, then an
abundance of useless weed seeds will fall therein, and

will continue to produce their kind.”

James Allen, "As a Man Thinketh" (1903)
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1 Introduction
The concept of privacy and issues it raises have a long history. As early as
in ancient Greece, philosophers made a distinction between inner and outer.
They defined borders and divided public from private, society from solitude
[40]. Over the centuries, the concept of privacy evolved, and the word private
was associated with ownership and wealth, possession of ordinary physical
objects.

With technological developments, privacy issues gained importance. Par-
ticularly, the advancement of photography and journalism brought to the day-
light questions of what is public or private. Warren and Brandeis in The Right
to Privacy from 1890 began an extensive discussion on the matter [72]. Not
only did they define privacy beyond the previously established concept of the
right to be let alone, they also drew a picture of why it is crucial to protect pri-
vacy, describing how "[i]nstantaneous photographs and newspaper enterprise
have invaded the sacred precincts of private and domestic life; and numerous
mechanical devices threaten to make good the prediction that ’what is whis-
pered in the closet shall be proclaimed from the house-top’" [72]. Further,
they talked about the unauthorised circulation of "private portraits" and "the
evil of the invasion of privacy by newspapers." As a consequence, privacy
gained attention from American lawyers and policymakers. For instance, the
20th-century courts encountered increased numbers of trials referring to the
violation of privacy [40]. Despite the nonexistence of a single legal defini-
tion of privacy, and the fact that privacy has not been recognised as a liberty,
privacy became an unwritten right. In Europe, privacy has been acknowl-
edged as a human right since shortly after 1950. Article 8 of the European
Convention for the Protection of Human Rights and Fundamental Freedoms
states, "[E]veryone has the right to respect for his private and family life, his
home and his correspondence", and it should not interfere with by any public
authority unless it is necessary [24].

Within the second half of the 20th century and the development of com-
puting technologies, policymakers recognised the necessity of data privacy.
In 1971 in Germany, the first data protection act took effect [40]. Soon af-
ter Germany, other countries acknowledged the significance of information
privacy. For instance, Sweden established the Data Protection Authority in
1973, and the United States created the Privacy Act in 1974 [40, 70]. Further
technological advancements and increasing availability and use of Internet-
connected devices resulted in extensive collection of digital information, such
as data gathered by online service providers. The collected information varies
in sensitivity andmay contain a wide range of personal data, such as health, lo-
cation, religion, political views, race, and behavioural data. This information
gained economic value and became a target for adversaries. Currently, media
frequently reports on privacy and security breaches, with personal data leaks
occurring in different areas such as social networks, finances, health care, or
even smart-toy companies.

This alarming privacy landscape prompted law and policy makers to fur-
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ther improve the protection of digital privacy. In Europe, the General Data
Protection Regulation (GDPR) came into effect in May 2018. The regulation
requires online companies to comply with its requirements. The GDPR aims
to ensure that people’s online privacy is adequately protected. It demands on-
line service providers to ensure that individuals understand their rights and are
presented with appropriate information about data collection and processing
procedures. Yet, current solutions applied by data collectors rarely fulfil the
GDPR’s obligations.

Hence, multidisciplinary researchers investigate the best ways to provide
the data processing information in a comprehensive, accessible manner. Their
work aims to improve how peoplemanage their personal information, because
at present they reveal, both knowingly and unwittingly, large amounts of their
personal information [1]. People’s interactions with technologies increased as
they use Internet-connected devices to perform their daily routines. And al-
most all of the digital interactions lead to information disclosure or sharing,
meaning that people continuously make decisions about their privacy. Vari-
ous privacy-preserving practices and Privacy Enhancing Technologies (PETs)
are subjects of research on improving the current privacy landscape. Some of
such research concentrates on the enhancement of User Interface (UI). As the
ambiguous, long, legal texts of consents, privacy policies, or terms and con-
ditions add to poor privacy decisions, researchers try to identify and develop
the most suitable visual displays. They try to create UIs that efficiently com-
municate the information collection and processing procedures, emphasising
potential risks resulting from privacy decisions.

Regardless of the legal requirements and researchers’ efforts, so far it re-
mains unknown how to improve people’s privacy decisions. Some statisti-
cal reports demonstrate that the awareness of privacy risks is growing, and
people express their concerns about online data collection. For instance, re-
ports showed that people worry about the secondary use of data, unautho-
rised access to their personal information, or unnecessary surveillance [18,
29, 75]. Despite the aforementioned concerns, people make uninformed pri-
vacy decisions and over-disclose or over-share personal information. This phe-
nomenon, called the privacy paradox is the subject of an investigation of many
studies. One could claim that the privacy paradox does not exist, that it is
only the lack of sufficient technology that discourages people from making
informed privacy choices. Nevertheless, there is a privacy problem, and even
if it is due to the absence of appropriate technological solutions, it remains un-
clear how to build technologies providing people with accurate, comprehen-
sive, and accessible information that may change behaviour, reducing risks to
privacy.

1.1 Objective
The overall objective of this research is further unravelling of the privacy para-
dox by investigating factors playing a crucial role in privacy behaviours. Such
knowledge is essential for future research and privacy designers because it pro-
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vides insight into mental processes of privacy decision making. Also, it may
be applied to the design of privacy UIs to improve the information display.

Specifically, in this work, we drew on findings from different fields such
as Human Computer Interaction (HCI) and social sciences, to create and test
models of privacy behaviour. The first objective of this research, addressed
in Papers I, II, and IV, is to investigate the role of attitudes, such as privacy
concerns, and their relation to self-reported behaviours. Examination of such
privacy attitudes enables understanding of what people are concerned about
and how they perceive privacy harms. The second goal of this work, discussed
in Paper III, is investigation of factors beyond privacy concerns that impact
the decision-making process, and identification of whether they can be used
to explain privacy behaviours.

1.2 Structure
The four papers appended in this thesis are preceded with an introductory
summary. The remainder of this introduction is divided into the following
sections. Section 2 provides the background information for this research,
explaining the essential problems and concepts that motivated it. Section 3
introduces the research question this thesis seeks to answer. Section 4 pro-
vides an overview of the research methods used in the appended articles. The
research contributions are outlined in Section 5, followed by Section 6 that re-
views the findings against past research. Lastly, we conclude by summarising
this thesis and discussing the future work in Section 7.

2 Background
To explain our motivation and provide information necessary to understand
the selection of research methods used in the study, this section presents an
overview of the theoretical background that prompted our work. It explains
fundamental concepts acquired from different fields, such as social sciences,
law, and computer science.

2.1 Legal requirements
Various reports show that the modern online environment increases people’s
concerns about data protection. For instance, the European Union reports
that only 15% of respondents feel they have control over personal data, and
67% are concerned about the lack of control over their online information
[29]. The same source shows that the majority of people considers online in-
formation disclosure an inevitable part of contemporary life, and they think
they have no choice but to trade personal data for use of online services. Ac-
cording to the report, almost 60% of participants think that providing per-
sonal information is a big issue. Similar views have been reported in the United
States, where 93% of Americans think it is important to know who can get
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the information about them, and 90% find it important to control what in-
formation about them is being collected [54].

Such raising of privacy concerns became a subject of interest among poli-
cymakers. In Europe, the GDPR enforced the new rules and requirements on
online service providers regarding information collection and processing prac-
tices [31]. The regulation introduced extended jurisdiction, applicable beyond
Europe, as long as the data-collection subjects reside within the EU borders,
and it imposed high financial sanctions for lack of compliance. Furthermore,
the regulation enhances end-users’ rights, such as breach notifications, right
to access, right to erasure, and data portability. The GDPR increases trans-
parency, meaning that "any information and communication relating to the
processing of [...] personal data be easily accessible and easy to understand,
and that clear and plain language be used" [31]. Every online service provider
must ensure that users are fully aware of data collection and processing prac-
tices, which demands changes in current representations of informed consent,
privacy policies, or terms and conditions. Theoretically, the GDPR require-
ments seem to be reasonably easy to fulfil; however, the current technological
solutions fail to do so.

The legal requirements are in place enhancing the protection of the in-
dividual against potential privacy violations. But their efficiency is yet un-
clear. So far, the technology implemented some methods to comply with legal
requirements, such as presenting information as structured text, or interac-
tive warning messages. For instance, many online services show information
about data practices in the cookie banner. In such a solution, every time peo-
ple use the new online service, theymust agree to the data processing practices,
and occasionally they have an option to manually opt out from some of the
data processing. So far, there is no proof that such design is successful, or that
the users actually read agreement messages or manually change their settings.
Additionally, past research has demonstrated that cookie banners are not re-
ally effective [7]. Considering the existing displays of privacy information,
more work has to be done to identify appropriate ways of communicating the
data practices, increasing people’s privacy risk awareness while fulfilling the
legal requirements.

2.2 Privacy paradox
Previous research demonstrated a dichotomy between privacy attitudes and
behaviours, the so-called information privacy paradox [58]. Regardless of broad
research about this phenomenon performed by interdisciplinary teams, causes
of the privacy paradox are unclear, and ways of diminishing its results re-
main undefined. However, it has been shown that the phenomenon must
be thought through as an effect of cognitive processes at the time of the digital
interaction [48,66,73]. Therefore, to further unravel the paradox, it is crucial
to understand the basics of decision-making processes.
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2.3 Decision making
There are three major trends in the decision-making research: classical eco-
nomic, Naturalistic Decision Making (NDM), and psychological [35]. The
first is concerned with economic tradition, such as rational calculus of judge-
ment. This approach is often studied through the lens of theories such a utility
maximization, reasoned action, cost/benefit calculus, or expectancy [51]. The
second approach, NDM, concentrates on gaining an in-depth understanding
of people’s decisions in meaningful and familiar real-world contexts [15, 35].
Its goal is to identify novel perspectives on people’s choices by focusing on
more than just the decision itself - NDM includes issues of recognition and
intuition. The last approach originates from psychology and focuses on sim-
ple heuristics, unconsciously or consciously used during cognitive process-
ing. This trend concentrates on psychological constraints accompanying ra-
tional calculations. Hence, it considers factors external to the rationale, such
as emotions, contexts, and social norms, as well as limitations of human cog-
nition [35, 45].

In this thesis we investigate privacy attitudes and their role in decision
making. Section 2.3.1 provides a brief overview of attitude-behaviour mod-
els defined in past research. The explanation of decision-making with a sole
economic approach has been proven insufficient, and this work builds on con-
cepts acquired from psychology [43, 67]. Hence, in section 2.3.2 we present
the most common approaches used to examine overall decision making, as
well as privacy decision making, and in section 2.3.3 we illustrate the role of
psychological biases and heuristics in cognitive processes.

2.3.1 Attitudes and behaviours; Relationships and models

To build a model of behaviour and attempt an understanding of cognitive
processes accompanying decision making, one must consider the relationship
between attitude and behaviour. Various models of this relationship were cre-
ated, such as the Fishbein-Ajzen models, looking at the indirect impacts of
attitudes on behaviour [5]; roles of different antecedents of behaviour such as
previous experiences; or models considering the causal influence of attitude
on behaviour [9]. In the past, models of behaviour, such as the one proposed
by Bentler and Speckart, claimed a causal relationship between attitude and
behaviour [10]. Initially, attitudes were considered to be direct influencers of
behaviour, while modern psychology recognised that this relationship is less
straightforward [5]. Themodern approaches to decisionmaking explain it as a
matter of routinised choice. Additionally, contemporary research applied fac-
tors such as emotions and stress into themodels of decisionmaking [12,50,53].
This resulted in more complex models, such as Triandis’s incorporating fac-
tors such as habit, facilitating conditions, and intentions [19].
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2.3.2 Decision making and Privacy

One of themost common approaches used to explain privacy decision-making
processes has roots in economics; it has been fundamental formany researchers
[2, 11, 58]. The majority of studies using the economic approach focused on
information disclosure, emphasising transactional dimensions of online be-
haviours. This concept was applied in studies about the monetary value of
information protection [36], or even price-tagging of different types of infor-
mation [17]. Similarly, privacy calculus studies have aimed to explain that
responsibility for privacy decisions lies in the calculation of expected benefits
and losses of information disclosure, implying that users’ decisions result from
estimated privacy trade-off. The privacy calculus models have been developed
to improve understanding of privacy concerns and their potential implications
for behaviour [28]. Additionally, privacy calculus was fundamental in stud-
ies related to risk/benefit analysis [27,37]. Some such research applied utility
maximisation expectation theory [74] and expectancy value theory [28, 55].
The research demonstrated that rational decision models and the cost/benefit
calculus on their own, cannot adequately account for privacy decisions [2,4].
There are other factors that must be included in the models of privacy be-
haviour, such as different psychological aspects crucial during judgement and
decision making.

2.3.3 Psychological distortions, biases and affect heuristics

The rational decisions are often influenced by cognitive biases and heuris-
tics [36, 43]. Some studies demonstrated how the optimism bias affects risky
decisions [6,20]. Users tend to perceive themselves as less vulnerable than oth-
ers when confronted with risky decisions. This frequently results in under-
protected privacy behaviours. In addition to the optimism bias, people seem
to be overconfident about their knowledge and skills [42]. This may result
in disclosure of more data and increased risk exposure. Similarly, the con-
trol paradox affects people’s decisions. Previous research had indicated that
paradoxically, people perceiving more control over limited aspects of privacy
reveal more information, making themselves more vulnerable; people with
lower perceived control disclose less, even when the risks associated with dis-
closure are lower [13].

Affect heuristics add to the complexity of privacy decision-making re-
search. In short, according to affect heuristics, during the judgement process
people are looking for mental short-cuts, allowing for quick decision making.
Sometimes such quick decisions are based on the affect [47]. Studies showed
that affect heuristics influences people’s judgements of risks and benefits, cre-
ating an inverse relationship between the two [33]. This may confirmZajonc’s
theory claiming that people’s choices rely on emotions and likes (i.e., people
buy a product because they like it) [76]. Similarly, Epstein andMower demon-
strated that affect is fundamental for behaviour motivation, and Damasio’s
study demonstrated a crucial role of feelings, resulting from people’s mental
images somatically marked with positive or negative emotions [62].
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One possible way to understand this is to assume the existence of two
systems responsible for cognitive operations: System 1 (S1) and System 2 (S2)
[69]. S1 is automatic, effortless, intuitive, and perception based, while S2 is
analytic, effortful, and consciously controlled. The affect heuristic is one of
the outcomes of S1 [44]. Psychological studies not only demonstrated the
existence of both systems but also provided evidence that S1 can dominate
decision making [26], even when people are aware of the irrationality of their
decisions. Thus, it can be concluded that affect heuristics are responsive to
people’s preferences both conscious and unconscious, and that they can be
independent of cognition [62].

3 Research Question
Motivated by the legal requirements, studies of privacy decision making and
the existence of the privacy paradox, we recognised the demand for better un-
derstanding of people’s privacy perceptions and improved models of privacy
behaviour. Hence, this thesis focuses on the relationship between attitude and
behaviour, and on factors that influence this relationship. Therefore, the over-
all research question the thesis attempts to answer is:

How can we improve models of privacy decision making to advance the un-
derstanding of people’s behaviours and enhance privacy designs?

To address the research question, this work concentrated on three aspects
of privacy decision making. First, it aimed to investigate the attitudes. Hence,
in Papers I and II we looked at the function of privacy concerns. We examined
whether privacy concerns relate to people’s privacy expectations, and we in-
vestigated the relationship between privacy harms concerns and behaviours.
Second, in Papers I, III, and IVwe investigated and discussed how demographic
characteristics influence privacy decisions. Lastly, in Paper III we examined
emotions and personality characteristics to identify their effect on disclosure
and sharing behaviours.

4 Research Methods
To answer the research question, this work applied empirical quantitative
methods. We chose quantitative methods because they are the most appro-
priate to investigate both attitudes and behaviours. Such methods enabled the
collection of numerical data that can be statistically analysed and generalised
to explain phenomena across larger samples.

The methods used in the study target correlations and causal relationships
between dependent and independent variables in question. The overview of
the conceptual design for this work is presented in Figure 1. It illustrates, at the
high level, which variables and relationships were examined in the appended
papers.
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PRIVACY ATTITUDES

 

Privacy harms concerns

Mobile privacy concerns

PRIVACY BEHAVIOURS

Information disclosure

Protection behaviour

Information Sharing

DEMOGRAPHICS

Nationality

Age

EMOTIONAL AROUSAL

PERSONALITY TRAITS

(The Big Five)

Figure 1: Conceptual design of the relationships investigated in this thesis.

When possible, we used prestructured research instruments acquired from
the past work. This adds to the validity and reliability of our findings. The
use of pretested questionnaires increases confidence that the instrument works
and measures the concept of interest [41].

In the majority of studies on which this research is based, we applied de-
tailed null hypotheses (stating that there is no difference between groups)
containing dependent and independent variables. Hypotheses were suitable
because they aim to resolve a precise problem statement with an empirical in-
vestigation. Compared to a research question, a hypothesis is narrower and
can be examined in a single study or experiment [49].

Overall, the methods used in this thesis can be divided according to the
study designs: nonexperimental, quasiexperimental and experimental.

4.1 Nonexperimental design
To investigate attitudes, we used the nonexperimental design. Such design
enables identification of correlations between variables and leads to the pre-
sumed identification of cause and effect [21]. However, due to the lack of
structural elements of real experiments, it cannot be used to establish the
cause-effect relation. Often nonexperimental design can be used in cross-
sectional studies when all data are measured at the same time, and the re-
searcher has no control over variables.

In this research, the nonexperimental design enabled establishment of cor-
relational relationships between the variables in question. Additionally, as we
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sampled the data from different demographics (Paper I and Paper III), we were
able to unravel attitudinal patterns and trends in the population samples.

Online survey

To measure attitudes and self-reported behaviours, we used an online survey.
An online survey is a convenient method of gathering opinions from large
samples in an efficient and cost-effective manner. The purpose of a survey
is to produce statistics, or quantitative or numerical descriptions, about the
sampled population [34].

When designing the survey, it is important to ensure that the variables of
interest are measured with appropriate instruments. Hence, when possible
(Papers I and III) we used the instruments validated in previous research. In
instances when we wanted to measure a new concept (such as Privacy Harms
Concerns (PHC)) or created new measuring scales, we ensured instruments’
validity and reliability (Papers I, II and III) [16]. Additionally, when the new
psychometric was created, we used pilot studies or expert reviews to ensure
that the items correctly assessed the desired concept.

4.2 Quasiexperimental design
We applied quasiexperimental methods when seeking to establish a potential
cause-effect relationship (Paper II). Quasiexperiments are similar to experi-
ments in the sense that they also look at causal relations, and they may include
control groups or pretest-posttest designs [21]. However, quasiexperiments
lack a control group, and that makes it cumbersome to rule out alternative
explanations for the phenomena in question.

User study

In Paper II, we used a within-group design. Such a design requires a smaller
sample size than between-group design. The approach is beneficial for HCI
studies, reducing the costs of experiment and enabling recruitment of qualified
participants [49].

The pretest-posttest design used in Paper II aimed to measure whether
the tool displaying privacy information is capable of changing participants’
attitudes. In general, the pretest-posttest method consists of three steps. First,
the pretest measures the level of the dependent variable. Second, the treatment
(in Paper II: Use of the tool) is applied. Third, the same dependent variable is
measured. As a result, it is possible to compare the differences in this variable,
which are attributed to the experimental treatment [25].

4.3 Experimental design
We used an experimental design to investigate causal relationships between
variables (Paper III). It is common that experiments contain the treatment
variable controlled by the researcher [21]. In this work, we used a randomised
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experiment, in which subjects were randomly assigned to one of the three
groups exposed to different emotion-eliciting stimuli: positive, negative, and
neutral (control).

Online experiment

To reach the desired sample and enable greater generalisation of the results,
we created an online experiment (Paper III). We used a between-group design
with clearly predefined null hypotheses. To create groups, we manipulated
the independent variable with three conditions. The manipulation was later
checked statistically. To decrease potential errors, we applied questionnaires
and used the emotion-elicitation stimuli validated in past research.

The online experiment was built as a factorial design, with two indepen-
dent variables and two dependent variables. We adopted a between-group de-
sign (applied also in Paper I), which is suitable to examine larger samples. Ad-
ditionally, the between-group design is cleaner, prevents the effects of learning,
and it reduces confounding effects such as tiredness [49].

Ethical review

The experiment from Paper III aimed to elicit emotional arousal. According
to the Swedish Ethical Review Act, any research that "is performed accord-
ing to a method with the purpose of affecting a research person physically or
mentally" must apply for an ethical approval [68]. Because in Paper III we
elicited emotional states and used a minor form of deception regarding the
collection of personal sensitive information, we applied for ethical approval.
In May 2018 our application received approval from the Swedish Regional
Ethical Review Board in Uppsala.

4.4 Participants
In all studies, participants were gathered online. In Papers I and III we used
online crowd-sourcing platforms, such as Microworkers, mTurk, and Click-
workers. When possible, to enhance data quality we hired respondents with
high worker ratings. The main reason for using the crowd-sourcing platforms
was the interest in demographical differences, such as different age groups and
countries of origin, factors we wanted to add to the statistical models. Addi-
tionally, we aimed to collect data from a large sample in a time-efficient man-
ner. Hence, the crowd-sourcing platforms seemed to be the most suitable.

In Paper II, participants were gathered online over social networks. This
snowballing method was used because it was suitable for the design in which
participants are required to meet the researcher in charge and install the ap-
plication on their own devices. The downside of snowballing was that there
was a large amount of time (over two months) spent on gathering the small
sample of respondents.
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4.5 Analysis methods
The data collected in the three studies forming this thesis were analysed sta-
tistically, with the use of methods ranging from descriptive statistics to more
complex statistical models. We used significance testing that allowed us to
determine whether the observed data were truly different, with α threshold
p < .05.

The statistical method selection depended on the study design and types
of variables. Apart from using descriptive statistics, we employed correla-
tion analyses to investigate attitudes. To investigate causal relationships be-
tween different factors and privacy behaviours, we applied statistics such as
nonparametric Wilcoxon tests or parametric tests such as means comparison
(ANOVA) and general linear models (ANCOVA).

Additionally, to create the PHC scale, we applied Exploratory FactorAnal-
ysis (EFA), following the best practices defined in the literature to develop a
new measurement scale [23, 32, 34]. The scale was built on the theoretical
concept acquired from legal literature [64]. We created the scale to examine
whether there is a relation between the legally defined privacy harms and peo-
ple’s perceptions.

5 Contribution
The contribution of this thesis is two-fold: privacy research and privacy de-
sign.

Contributions to the research on privacy

Firstly, we propose the new instrument measuring privacy concerns, the Pri-
vacy Harms Concerns (Paper I). Our work demonstrates that people are con-
cerned about seven dimensions of privacy harms. They do not consider harms
at the individual level defined in Solove’s framework [64]. Instead, people have
simplified and generic harms perceptions, perhaps because it is easier for cog-
nitive processing. The PHC scale can be used in future research to measure
concerns. Because the scale is universal in form, its items can be modified
according to the research question.

Secondly, our findings confirm that there is a relationship between pri-
vacy attitudes and behaviours. Also, we demonstrate correlations between
trust, concerns and privacy behaviours. These findings add to the body of
knowledge on privacy decisions.

Lastly, we identify causal relationships between factors such as emotional
arousal and personality, information disclosure, and sharing. We postulate
that these factors should be incorporated into future models of privacy be-
haviour, to enable better prediction of decision outcomes. Additionally, our
findings add to enhanced understanding of mental processes underlying pri-
vacy decisions.
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Contributions to the privacy design

This research findings can be used by privacy UI designers and developers. We
show that it is possible to change people’s privacy attitudes by providing them
with certain privacy information (in the context of a mobile environment).
On the other hand, we demonstrate that influencing emotions and account-
ing for individual characteristics has the potential to change behaviour. Such
knowledge might be incorporated in the UI designs, for instance, to develop
new, affective ways of nudging people toward better privacy decisions. Fur-
ther, our findings can help online companies fulfil the legal requirement of
transparency, ensuring that people are provided with necessary information
that is easy to comprehend.

Our results show that privacy behaviour differ among demographically
diverse people. This suggests that the privacy UI should be dynamic and flex-
ible, taking into account individual characteristics, such as age, nationality, or
culture. Our results imply that designers should not try to develop one-size-
fits-all privacy solutions. On the contrary, it seems that privacy notions differ
among groups and should become personalised.

6 Related Work
The detailed description of the related work can be found in each appended
paper. This section provides a very brief overview of the main findings of this
thesis and briefly discusses them compared to past work.

6.1 Scales measuring privacy concerns
The past research established quite a few scales measuring privacy concerns. It
produced scales determining Concern for Information Privacy (CFIP), where
concerns are measured as a latent variable emerging from other worries about
personal information, mostly in the organisational context [63]. Other scales
are more specific, investigating concerns raising from certain privacy-invasive
practices [60]. Some researchers focus on the individual items that may con-
struct privacy concerns, while others address the issues from the perspective of
a person, such as someone finding out information about themselves (Privacy
Concerns of Information Finding (PCIF)) or someone abusing the informa-
tion about others (Privacy Concerns of Information Abuse (PCIA)) [14,27].

As much as all of these scales are valid and applied in the research, most
of them were created in the context of an e-commerce consumer or organisa-
tion. Also, instruments seem to be outdated, and they do not consider today’s
extensive data collection and increased privacy awareness. When developing
the PHC scale, we aimed to include modern risks related to data collection
and processing. Additionally, as per recommendation from the past litera-
ture, the scale’s goal is to investigate concerns about the diversity of privacy
harms [48]. Our research examines whether people’s mental models of pri-
vacy harms align with harms defined from court cases, the real-life examples
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of digital privacy breaches.

6.2 Emotional arousal and personality
Past privacy research did not dedicate a lot of attention to the role of emotions
and personality. Some researchers show that the S1 overrides the assessment
of privacy concern, enabling heuristic-based decisions [59, 71]. This leads to
the privacy paradox because rational behaviour such as cost/benefit calculus is
blurred, and it is not used to assess potential risks. On the other hand, some
research demonstrates that the pre-existing moods or emotional experiences
that are unrelated to the decision at hand influence privacy-related risks [46].
Affective states may trigger sharing or privacy attitudes, depending on the
type of emotion experienced by the user [22]. The claims that the emotional
state is a strong influencer of decisionmaking are supported by the research on
changes of risk perception that result from the affective representation of in-
formation and the cognitive evaluations mediated by affective responses [62].
Unfortunately, sometimes affective states were placed in a negative light, as a
factor leading to uninformed decisions and resulting in a greater privacy para-
dox [1].

Because the past research is inconsistent in regard to the role of emotions
in privacy decision making, in this thesis we focus on a model acquired from
the field of decision making [50]. Unlike the majority of past research, we
do not investigate moods or discrete emotions. Instead, we examine imme-
diate emotions, specifically various levels of emotional arousal. Following the
conceptual model of Loewenstein and Lerner, we incorporate individual char-
acteristics such as personality traits, to demonstrate their causal effects on in-
formation sharing.

Our results show that the level of emotional arousal, together with person-
ality, are important factors shaping privacy decisions. Following the findings
from psychology and HCI, we postulate that the affective design applied in
the privacy UIs has a potential to improve privacy awareness and people’s
decisions [3, 38, 39, 52, 57].

6.3 Geographical differences
The inclusion of factors such as demographic characteristics in studies of pri-
vacy decisions is difficult. This is mainly due to the fact that such research
should include samples representative to whole nations. And as much as it is
true, the fact is that some studies performed on multiple occasions on smaller
samples consistently demonstrated that nationality indeed affects privacy at-
titudes [8, 56, 61, 65]. Additionally, some of the national and international
surveys confirm such differences - for instance, the EU barometers about data
protection or data security [29, 30].

This thesis adds to the previous research, showing national differences in
privacy concerns and information disclosure. According to our results, the
most prominent differences are among participants from Northern Europe,
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the United States, and the UK. What makes our results more valuable is the
fact that we identified similar differences across two studies (discussed in three
papers: I, III, and IV). Therefore, we postulate that the cultural and geograph-
ical factors must be considered when building models of privacy behaviour.
Similarly, individual differences should be incorporated into design of privacy
UI to provide better-suited solutions.

Paper I – Is it Harmful? Re-Examining Privacy Concerns

This research aimed to examine the relationship between privacy attitudes
and self-reported behaviour. To assess the attitudes, we developed a new in-
strument measuring privacy harms concerns.

The novelty of this work was the use of a legal framework acquired from
Daniel Solove. We aimed to check whether people’s perceptions of privacy
correspond to the individual privacy harms identified in court cases. Solove’s
framework is based on user-centered information flow. To simplify, the infor-
mation is first disclosed by the data subject, and next it is collected and dissem-
inated by online service providers, eventually returning to the user. Within
such an information cycle, Solove recognised 16 individual privacy harms, and
those underpinned the development of the PHC scale.

The results of this study showed that people do not consider privacy harms
at the individual level. Instead, they perceive them as more generic and sim-
plified concepts. Additionally, the results demonstrated correlations between
the identified dimensions of privacy concerns and self-reported protection be-
haviours. Further, the study identified potential demographic differences, em-
phasising the need to consider characteristics such as age, culture, or national-
ity when designing privacy.

Paper II – "It’s shocking!": Analysing the Impact and Reactions to the A3:
Android Apps Behaviour Analyser

The study aimed to identify whether it is possible to increase privacy risk
awareness and change participants’ privacy concerns, measured before and
after using the tool analysing Android apps behaviour. The user study was
applied to investigate the tool’s effectiveness and examine how people react to
the information about mobile apps accessing phone resources.

First, our results showed that the A3 tool successfully detects the privacy-
violating activities of smartphone apps. Additionally, we found that the in-
formation provided to 52 participants in the user study affected their privacy
concerns and has the potential to change privacy awareness.

Paper III – Emotional Privacy: Explaining Privacy Behaviours with Af-
fect and Personality Traits

The main goal of this work was to establish whether additional factors, such
as affect and individual characteristics, could be applied in models of privacy
behaviour. An online experiment was created to investigate a possible causal
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relationship between emotional arousal, personality traits, and information
disclosure and sharing.

The results gathered from the sample of 483 participants confirmed that
the above-mentioned factors indeed influence privacy behaviours. Further,
our study confirmed differences in information disclosure among people from
different geographic areas. We postulate that our findings should be imple-
mented in the future models of privacy behaviour. Additionally, such results
can be applied in the design of privacy UIs.

Paper IV – Reaching Beyond Borders: Investigating Differences in Pri-
vacy Harms Concerns

This paper is a workshop position paper, which is not based on the new em-
pirical research. Hence, it is established on the findings presented in Paper I
and the knowledge acquired from the past research on privacy attitudes and
behaviours.

The main purpose of this paper was to discuss the issues of individual
characteristics, culture, and demographic differences as factors impacting an
individual’s privacy decisions. The paper aimed to begin a workshop discus-
sion about the role of such factors in privacy design, emphasising the need
for flexibility and personalisation of privacy that are missing in the current
solutions.

7 Conclusion and future work
Themodern ecosystems of Internet-connected devices increase data collection
and processing. Taking a historical view over privacy, we can only expect that
with development in technology, preservation of privacy might become even
more important than it is today. Currently, legal directives such as the Eu-
ropean GDPR restrain how online service providers deal with personal infor-
mation. The strictly defined requirements oblige online companies to provide
the user with comprehensive but easy-to-understand information about data
collection and practices. However, the current solutions, such as long pri-
vacy policies, terms and conditions, or cookie banners seem to be ineffective.
Hence, the multidisciplinary researchers attempt to improve designs of pri-
vacy UIs, to make them compliant with legal requirements, and ensure that
people are fully aware of privacy risks and harms, which may result from
digital interactions.

To develop sufficient solutions such as appropriate privacy UIs, it is nec-
essary to gain in-depth knowledge about mental processes accompanying pri-
vacy decisions, to understandwhat and how people think about privacy. With-
out knowledge about privacy concerns or worries, it is impossible to produce
interfaces diminishing the privacy paradox. Researchers and designers must
determine factors that influence people’s online decisions, such as disclosing
or sharing personal and sensitive information. To acquire such knowledge,
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in this thesis we investigate the relationships between privacy attitudes and
behaviours.

First, we identify that people’s attitudes toward privacy harms do not dif-
fer from their self-reported behaviour. Our findings imply that privacy harms
concerns are suitable determinants of information disclosure and privacy pro-
tection practices and could be adopted in UIs (i.e., information on harms em-
phasised at the points of interaction) to diminish the effects of the privacy para-
dox. Second, we show that privacy perceptions differ cross-culturally. Yet, we
demonstrate that regardless of such differences, emotions and personal char-
acteristics have a strong influence on privacy decisions. The results indicate
that privacy decision making is influenced by immediate emotions and individ-
ual characteristics. Thus, the modern models of decision making, considering
factors beyond classical economics such as cost/benefit analysis, should be
applied to predictive models of privacy behaviour. In addition, our findings
suggest that people’s privacy behaviours might change if privacy UIs become
flexible, personalised, or trigger emotional arousal.

In the next phase of our work, we plan to use findings from this thesis
to design, develop, and empirically evaluate what we call affective nudges. We
aim to build privacy UI elements that trigger emotional responses and draw
users’ attention toward issues of privacy, and make them stop and reflect be-
fore disclosing their personal information. The goal is to examine usability
and effectiveness of such affective nudges in different conditions, for instance
in the lab and in online experiments with international participants. We be-
lieve that applying the results from this thesis to visual designs will help us to
develop the new nudges, and to change behaviour, to decrease risks to privacy.
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