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Abstract

Although there has long been a call for a holistic systems perspective to better understand real work in the complex domain
of railway traffic, prior research has not strongly emphasised the socio-technical perspective. In operational railway traffic,
the successful planning and execution of the traffic are the product of the socio-technical system comprised by both train
drivers and traffic controllers. This paper presents a study inspired by cognitive ethnography with the aim to characterise
the coordinating activities that are conducted by train traffic controllers and train drivers in the work practices of the socio-
technical system of Swedish railway. The theoretical framework of distributed cognition (DCog) is used as a conceptual and
analytical tool to make sense of the complex railway domain and the best practices as they are developed and performed “in
the wild”. The analysis reveals a pattern of collaboration and coordination of actions among the workers and we introduce
the concept of enacted actionable practices as a key concern for understanding how a successfully executed railway traffic

emerges as a property of the socio-technical system. The implications for future railway research are briefly discussed.

Keywords Distributed cognition - DCog - Railway - Rail human factors

1 Introduction

Research relating to aspects of human factors in the railway
domain is a relatively understudied area of inquiry, espe-
cially if compared to aviation and road traffic. It is, how-
ever, a highly dynamic domain with a plenitude of research
challenges yet to be investigated. Due to the ever-increasing
traffic demands, the transportation domain in large is pres-
sured to increase the capacity and handle a greater number
of transportations while maintaining high levels of safety
and efficiency. This has led to frequent changes and updates
in technical equipment as well as increased levels of auto-
mation. These changes are often accompanied by changes
to the organisation of work and work processes (Woods and
Branlat 2010).

When it comes to human—technology interaction, much
attention has been paid to the technology and too little to
the “human capital”, i.e., the humans using the technology
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(e.g., Norman 1993; Sandblad et al. 2003). Three histori-
cal reasons for that situation, among others, are the follow-
ing. First, the user in human—technology interaction has
generally been viewed as factors, a passive element of the
information-processing. This has lately started to shift to a
view of the users as human actors with their own agendas
(Andreasson et al. 2015; Bannon 1991, 2011). Second, much
emphasis has been focused on the technological aspects of
human—technology interaction; technology was considered
as the hard component and humans’ interpretation of the
technology, tools, and cognitive artefacts was considered
as the easy part (Norman 1993; Rogers 2012). Third, more
easily computerised activities are already automated, and
the time has arrived when the more demanding cognitive
tasks have to be dealt with in automation (Sandblad et al.
2003). These lines of reasoning also apply to the railway
domain, due to the increasing development of information
and communications’ technology that should support the
work practices to enhance safety and efficiency.

Prior railway research is multifaceted and conducted
across scientific disciplines, for example, focusing on
improvements of the mobility and transport networks, the
development of lighter trains with higher performance pos-
sibilities, and aspects related to the business, economics,
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and social parts of rail transport (Wilson et al. 2007b). Much
of the research relating to the planning and execution of
railway traffic belongs to the field of human factors and
ergonomics (HF&E), which has long played an important
role when it comes to optimising human performance in
a variety of complex work domains. Savioja et al. (2014)
stress that the common practice in safety—critical domains
is to focus on performance-related issues, which are highly
influenced by HF&E research. Due to the prevailing orien-
tation towards HF&E, railway research runs the risk of not
considering the modern understandings of human cognition
and technology-mediated activity, as situated action (Such-
man 1987), embodiment (Lindblom 2015), and distributed
cognition (Hutchins 1995a), in which humans are considered
as meaning-making actors (not factors) in a socio-cultural
and material context. Work carried out within complex set-
tings are often by their nature ill-defined and challenging
to study in laboratory settings (Wilson et al. 2003) or in
simulators (Farrington-Darby et al. 2006). It is, therefore,
essential that work within complex socio-technical systems
are studied as it unfolds naturally. Hence, there is a need for
field studies that take the social variables, the complexity
of the environment, and the effects these have on behav-
iour and performance into account (Farrington-Darby et al.
2006). Wilson and Norris (2005) especially emphasise the
need for field research with the aim to understand distributed
groups working with multiple interfaces. To increase the
understanding of how activities are coordinated and exe-
cuted in operational railway traffic from a systems perspec-
tive, the unit of analysis needs to be broadened beyond the
individual and even beyond the separate work roles. For this
purpose, we suggest that the theoretical framework of dis-
tributed cognition (DCog) (Hutchins 1995a) is a convenient
way forward. With this view on railway traffic as a complex
socio-technical system, the need to study both cognitive and
social activities in practice becomes evident, and also the
need for incorporation of external resources that are availa-
ble to execute operational railway traffic and coordination in
practice. The DCog framework (Hutchins 1995a, b) is one of
the most prominent research-in-the-wild (RITW) approaches
that were introduced nearly three decades ago (Rogers 2012;
Rogers and Marshall 2017). Hutchins (1995a) started to
write about cognition being-in-the-wild, stressing that, e.g.,
communication and problem solving when observed as it
unfolds in practice, is distributed and embodied in the social
and material sphere and situated in the moment. This means
that the researcher gets first-hand experience of the current
workspace. A key concern in RITW studies is to reveal what
actually happens in the real world, how do humans act and
behave in situ, what kind of material and social resources do
they use, when, and in what ways?

In this paper, we apply the DCog perspective to the struc-
ture of cognitive activity in the distributed socio-cultural
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and technical system of railway traffic. More specifically,
the research problem addressed in this study is the limited
understanding of how activities are coordinated and exe-
cuted in operational railway traffic. Accordingly, the aim
of this study is to investigate and analyse the coordination
activities in play in operational railway traffic, conducted
by train traffic controllers and train drivers working within
the socio-technical system of Swedish railway from a DCog
perspective.

We report on a workplace study (c.f. Luff et al. 2000),
inspired by cognitive ethnography (Hollan et al. 2000), aim-
ing at an increased understanding of how system resources
are organised and used in operational railway traffic by traf-
fic controllers and train drivers in their task to accomplish
a successful traffic flow, safe, and comfortable rides for the
passengers with infrequent delays and optimised energy con-
sumption. Cognitive ethnography is rooted in traditional eth-
nography, but differs from it in a fundamental way. Whereas
traditional ethnography is concerned with the meanings that
members of a cultural group create, cognitive ethnography
is concerned with how members create those meanings and
applies the DCog lens to describe this process (Hollan et al
2000; Williams 2006). Hence, cognitive ethnography is a
tool for studying situated activity, and it is particularly apt
for investigating the nature of real-world contexts by con-
ducting “research in the wild” from a DCog perspective. The
real-world context in this study is the railway. The primary
unit of analysis is the cognitive system of Swedish railway
traffic, which is comprised by several actors, tools, and cog-
nitive artefacts—i.e., artificial things that aid or enhance the
human’s cognitive abilities such as, for example, calendars
or computers (Norman 1991).! Together with strategies,
rules, and understandings, these guide the interactions in
the structure of the shared and distributed workspace. In the
context of railway traffic, we consider the functional system
to include train traffic controllers and train drivers as well as
the multiple tools and cognitive artefacts they use to support
and coordinate their work.

By studying successful work (Hollnagel 2009), it is possi-
ble to understand the skills of the railway workforce and how
these skills and experiences can be integrated with new tech-
nical and organisational systems, which Wilson and Norris
(2005) stress as a major requirement for the future of railway
traffic. It is our belief that an RITW study with DCog as its
theoretical framework will provide an increased understand-
ing and a systems perspective of how operational railway
traffic is successfully performed “in the wild”.

! In this paper, we do not explicitly distinguish between tools and
artefacts, but recommend the interested reader to see the work by Susi
(2006) regarding different characterisations of tools and artefacts.
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The remainder of this paper is structured as follows:
Sect. 2 provides a description of prior railway research
mostly carried out within HF&E, focusing on train traffic
control and train driving to motivate and frame the work
presented in this paper. This section also motivates the need
for a systems perspective in railway research in large, and
introduces the theoretical framework of DCog. Subsequent
sections outline the chosen empirical approach and the
findings, including the introduction of the new concept of
enacted actionable practices as a theoretical contribution to
the DCog community. The paper ends with a discussion,
some conclusions and a list of implications for future railway
research.

2 Background

Section 2 first introduces an overview of general character-
istics of railway research. The categorisation of the research
presented is neither completely fixed nor does it provide
an exhaustive review of the literature. The purpose of this
review is rather to illustrate the diversity to be found in the
scientific literature on railway traffic and to display the com-
plexity of this safety—critical environment with emphasis
on the two work roles: train driver and train traffic control-
ler. This leads to an argumentation concerning the role a
systems’ perspective may play in railway research. Finally,
Sect. 2 ends with a description of the theoretical framework
of DCog.

2.1 Railway research

For many years, the railway was a slowly evolving busi-
ness, and despite a few disruptions and accidents, things
appeared to run without difficulties. In accordance with
this, we have seen a general lack of interest for research on
issues relating to rail human factors, especially when com-
pared to other transport industries such as aviation and road
transport. However, since the mid-1990s, this has changed
and the interest in railway operations has never been greater
amongst the public, governments, media, academics, and
practitioners (Wilson and Norris 2006). This change was
highly influenced by the Chief Engineer of Network Rail
who in an opening talk at the First European Conference
on Rail Human Factors highlighted a change in public and
government perceptions along with technical developments,
and the influences this brought to an industry, where nothing
much had changed for 150 years (McNaughton 2003, in Wil-
son and Norris 2006). He described the railway industry as
a complex engineering system with the human at the centre
and elucidated that HF&E research could greatly contribute
to this domain.

Looking back at the last 30 years, we see an increased
number of passengers, more trains running in the same
envelope of time, and constant changes and developments
in the technology used for identifying the locations of the
trains on the tracks and for communication between train
and control functions. This also causes difficulties when it
comes to creating and maintaining a timetable and the infra-
structure requires more frequent maintenance, inspections,
and repairs.

Given the many challenges of the railway domain, the
contributions of railway research cover a broad range of dif-
ferent aspects regarding the realisation and maintenance of a
safe, reliable, and efficient use of the capacity of the railway.
The investigated aspects include human and organisational
issues on the railway, driving behaviour and design of loco-
motives, signalling and control, passengers and security
issues, maintenance and engineering work, and much more
(see Dadashi et al. 2013; Wilson et al. 2012 for an overview).

There are complex underlying structures, separate organi-
sations, and roles with different tasks involved in the many
phases of railway traffic. Some processes are active ahead
of time, such as timetabling and resource planning, while
others are operational and related to the actual operation
of the traffic. This paper focuses on the operational railway
traffic and the work processes with immediate connection to
the actual train operation. This work could be said to involve
several work roles, but in this paper, we focus on the roles
of train traffic controller and train driver. Thus, other work
roles and work processes (e.g. different types of maintenance
work and customer information) fall out of the scope of this

paper.
2.1.1 Research on train traffic control

Train traffic controllers (sometimes also called traffic plan-
ners, train dispatchers or signallers) are engaged in a remote
control process, monitoring and manually executing actions
that control train paths, points, and signals. When necessary,
the traffic controller reschedules the traffic plan with respect
to the current traffic situation. Prior research when it comes
to train traffic control has paid attention to the introduction
and use of automation. Electro-mechanical technologies
enable remote control and running of the railway services,
and the trend to centralize traffic control enables increased
support of different kinds of automation to regulate train
settings. One practical issue with railway automation is
that the traffic controller rarely has knowledge about how
the automation is selecting routes and, therefore, tends to
distrust the automation (Balfe et al. 2012; Golightly et al.
2013). In fact, when the timetable moves into an unpredicted
state and the traffic controller needs to solve traffic conflicts
and make time critical decisions, it has been shown that the
controller often turns off the automatic functions (Golightly
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et al. 2013). This should be considered as an example of
the “irony of automation” (cf. Bainbridge 1983), indicating
that the potential support from automatic functions often is
unwanted and turned off in situations when they would be
needed the most.

One impending risk with increased automation and the
lack of transparency is that the traffic controller’s situation
awareness (SA) for the ongoing traffic situation might be
negatively affected if they do not understand what the auto-
matic system is doing. Situation awareness is a theoretical
concept that originates from human factors studies on air
traffic control and aviation, and it refers to the gathering and
understanding of information (Endsley 1995). The concept
is debated, but well established in safety—critical domains by
both researchers and practitioners (e.g. Millot 2015; Salmon
et al. 2008). However, it has been argued that SA is more
about coordinating activities between team members and
social and material resources than something an individual
can possess (Artman and Garbis 1998; Hazlehurst et al.
2007). A similar line of thought is presented by Golightly
et al. (2012) in a study of how well-experienced train traf-
fic controllers can answer questions related to current and
future states of elements in a simulated traffic situation. The
authors concluded that “information is shared between the
‘head’ and the ‘world’ and that signallers may leave infor-
mation in the display until it is needed” (Golightly et al.
2012, p. 368). They also suggest that the notion of constantly
“maintaining SA” is likely to be about strategies for acquir-
ing and using information on a timely basis (SA as a “pro-
cess”) rather than maintaining an internal representation of
the system’s status (Golightly et al. 2012).

Another aspect of automation that has received inter-
est in railway research is the inclusion of decision support
for operational planning and control. The issue has been
addressed from different perspectives, for example, with
the use of algorithms to calculate an optimal solution for
how to recover from disturbances (Corman and Meng 2013),
and the development of decision-support systems to help
the controllers identifies and solves traffic conflicts (Kauppi
et al. 2006). The latter example is a human-centred perspec-
tive of decision support and the authors describe how the
traffic controllers lack adequate support to perform efficient
traffic control during severe disturbances. They identify sev-
eral problems of today’s way of working in relation with the
design of the traffic control systems used. These problems
include: lack of overview, fragmented information from a
handful separate information systems, difficulty to obtain
necessary information, lack of precision in data (e.g., regard-
ing the exact position and speed of a train), and sometimes
outdated information. The dynamic nature of railway traffic
results in frequent changes and improvements of the traf-
fic plan and Kauppi et al. (2006) propose a new decision-
support system with a dynamic planning view that helps the
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controller identify and handle disturbances and conflicts via
direct manipulation of a time—distance graph in the interface.
The authors argue that this solution provides the necessary
support for the controllers to reach a continuous awareness
of the dynamic development of the traffic process.

Yet another relevant aspect when it comes to prior
research in relation with the role of being a train traffic con-
troller concerns the psycho-social factors of experiences of
stress, workload, and fatigue. As a traffic controller, you may
perceive pressure of making correct, timely decisions and to
take effective actions, which has resulted in the development
and evaluation of methods and tools for assessing the mental
workload imposed on train traffic controllers (e.g. Pretorius
2012; Shanahan et al. 2012).

2.1.2 Research on train driving

When it comes to train driving, prior research has focused
on, for example, the work environment, and when studying
the drivers’ use of information and how this affects driver
behaviour, two different driving styles were identified: reac-
tive or proactive driving (Jansson et al. 2005). It was also
revealed that the drivers experienced a lack of information
and that they considered it highly challenging to obtain rel-
evant information, which naturally makes it problematic to
adopt a proactive driving style. In fact, Jansson et al. (2005,
p. 40) concluded that “...the drivers sometimes found
themselves driving in an informational vacuum”. The driv-
ers needed to use and integrate information from several
information channels such as the trackside signals, the route
book, and surroundings near the track, and still much rele-
vant information were absent. A later study revealed that the
need for information differs along the route (Jansson et al.
2006). Especially, three different phases were identified: (1)
on the route; (2) approaching a station; and (3) leaving a
station. On the route, the driver is focusing on the speed
limit and adjusting the speed as they go along to meet the
timetable. When approaching a station, the driver’s attention
shifts towards the surrounding environment, e.g., weather
conditions might affect the braking capacity of the train,
people on the platform, trains nearby, or signals expected to
show clear through the points. Finally, when leaving a sta-
tion, the driver wants to get away as quickly as possible to
keep up with the timetable (Jansson et al. 2006).

Another aspect related to the activity of leaving the sta-
tion on time is the behaviour of the passengers. The drivers’
possibility to communicate with others is highly limited and
they are often unable to see all that is happening on the plat-
forms. Based on these circumstances, it is difficult for the
drivers to know when the exchange of passengers entering
and exiting the carriages is finished and when they can close
the doors and leave the platform. Therefore, when the plat-
form is crowded, the drivers have to encourage passengers
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to behave in particular ways, and with the few resources
available. Heath et al. (1999) describe how train drivers in
the London underground have developed implicit strategies
to communicate with the people on the platforms, for exam-
ple, using the warning sound of closing doors to affect the
passengers conduct. Any accustomed traveller knows what
that sounds mean, and on hearing the sound, some people
will make a final attempt to get on board the carriage, while
others will step away from the train. The sound occurs just
as the doors are about to begin to close, which gives the
drivers the opportunity to press the button that (re)opens
the doors. The authors describe how the drivers sometimes
repeat this action several times in an attempt to engender
particular actions and activities of the passengers.

Working in shifts, often with long and uncertain work
hours, makes sleep loss and fatigue a serious issue for
train drivers. Fatigue has been shown to affect alertness
and psychomotor vigilance. In addition, driving param-
eters are affected, for example, with increased fuel use, less
use of throttle and dynamic brake, and more heavy brake
and maximum speed violations. Clearly, fatigued driving
becomes less well-planned and may cause reduced efficiency
(increased fuel use and economic cost) and reduced safety
through braking and speed violations (Dorrian et al. 2007a,
b).

Keeping track of the speed, taking note of the signals
along the railroad tracks, stopping at the right station within
a strict timetable, taking note of information coming from
the surroundings (for example, wildlife running close to the
tracks) and operating the train in an energy efficient and
economical way (so-called eco-driving) are examples of
activities between which the driver must divide his atten-
tion. Automatic train protection systems (ATP) support the
drivers to safely operate the train; however, until recently,
the drivers had minimal or non-existent support for handling
the different and constantly varying sources of information
(Albrecht 2013). Drivers were often running close to the
speed limit and when coming too close to a preceding train
or when they reached meeting points too early, they had to
decrease speed or even go to full stop. This resulted in high
operating and energy costs, which in turn initiated the devel-
opment of the Driver Advisory System (DAS) to support
economic driving (Tschirner et al. 2013). A DAS provides
real-time information regarding the position of trains and
gives advice on how to optimise traffic flow and energy effi-
ciency by constantly suggesting updated speed limits with
respect to time and distance to the next station (Yang et al.
2013). This enables the drivers to adjust their driving behav-
iour to the overall traffic situation, which leads to increased
quality of railway traffic in terms of safety, punctuality, com-
fort for the passengers, energy consumption etc. (Tschirner
et al. 2013). However, it has been suggested that the increase
in displayed information may cause information overload

(Kecklund et al. 2011) and a “heads up, heads down” type
of driving, indicating that the drivers are forced to constantly
shift their visual attention from monitoring the outside of the
train to attend to information presented inside the locomo-
tive (Naghiyev et al. 2014).

2.2 Railway research in need of a systems
perspective

Despite a substantial body of research related to the plan-
ning and execution of railway traffic, few studies have
attempted to focus on understanding the interactions tak-
ing place between the central roles (Wilson 2000, 2014)
and how they enable successful work performance. This is
addressed by Golightly et al. (2013) who put forward roles
and communication as examples of aspects important to
better understand in order for the research to keep up with
the dynamic structures of railway traffic. When it comes to
roles, Golightly and colleagues describe that it is important
to map out the structure and relations between different roles
and to understand the work processes for each role. In addi-
tion, communication patterns and channels between different
work roles, e.g., train drivers, railway undertakers etc., need
to be further investigated and understood. This is not the
first time that the need for a systems perspective has been
put forward as essential for the future of railway research
(e.g. Wilson and Norris 2005). However, as can be seen in
the previous sections, the attempts made in this direction
have not fully managed to expand the unit of analysis to
include more than one of the central actors. Furthermore,
when looking at the literature, the research rarely focuses on
interactive aspects such as communication and information
sharing activities and they rarely consider that the different
work roles are part of the same distributed socio-technical
system and dependent on each other in order for the railway
traffic to run according to plan.

One of the main advocates for adopting a systemic view
in railway research (as well as in HF&E in general) was
the late John Wilson who argued for humans to be studied
and understood within their own context of work (Wilson
2000, 2014). In domains, such as railway, where it is com-
mon with distributed groups working with multiple inter-
faces and sometimes even towards different goals, the need
for a holistic systems perspective could be argued to be
even larger (Wilson and Norris 2005). Wilson et al. (2007a)
stressed the need to study distributed cognition in railway
work, but failed to acknowledge Hutchins’s (1995a) already
existing theoretical framework of distributed cognition
(DCog). Based on this, the current study covers the opera-
tional organisation of train traffic control and train driving,
with the aim to characterise the coordination activities con-
ducted by train traffic controllers and train drivers working
within the socio-technical system of Swedish railway from
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Fig. 1 Traditional cognitive sci-
ence perspective is depicted to
the left, suggesting that the unit
of analysis is restricted to the
mind of the individual. From a
DCog perspective (depicted to

the right), the unit of analysis

is distributed across people and

artefacts within the cognitive

system, and cognitive processes Input
are the result of the interactions

between these entities of the

system (Lindblom and Thorvald

2017, p. 65)

Output

a distributed cognition (DCog) perspective. The Swed-
ish operational railway is well developed both technically
and when it comes to the organisation of work processes
for integration of collaboration between drivers and traf-
fic controllers. Therefore, we believe that highlighting the
current human factors challenges in the context of Swed-
ish railway will contribute also to international railway and
provide insights on how to support the individual workers
in the distributed work of creating a successful coordination
between traffic controllers and train drivers.

2.3 The theoretical framework of DCog

The most common view in traditional cognitive science
is that human cognition is internal to the individual. This
means that humans act on internal representations of the
world, i.e., mental representations that represent something
else. However, in response to these individual models for
theories of human cognition, Hutchins (1995a, b) introduced
the theoretical framework of distributed cognition (DCog)
and proposed that cognition should be studied “in the wild”
as it naturally unfolds. From a DCog perspective, the unit of
analysis is broadened and human cognition is considered to
go well beyond the boundary of the individual organism and
is instead fundamentally distributed in the socio-cultural and
technical environment that the human inhabits (see Fig. 1).

In accordance with the system perspective, DCog dis-
cards the idea that the human mind and environment can be
separated and suggest that cognition is not contained inside
the mind of the individual, but should instead be considered
a cultural process. Hence, DCog views cognition as distrib-
uted in a complex socio-cultural and technical environment
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and studies cognition in the form of the creation of repre-
sentational states, and the transformation and propagation of
these within the socio-technical system (Hutchins 1995a).
When cognition is considered an emergent phenomenon
resulting from the interactions between different entities in
the brain, body, and the social and material environment,
cognition is emphasised as a cultural process based on
interactions between different entities that together create
a whole that is more than the sum of the individual parts.
Accordingly, socio-technical environments, which include
people and their everyday actions, should be viewed as a
reservoir of resources for cognitive processes such as learn-
ing, decision-making, problem solving and reasoning (Hol-
lan et al. 2000). This provides one of the main benefits with
having DCog as the theoretical perspective, namely, the pos-
sibility to vary between different levels of granularity and
move between levels of analysis (Rogers 2012). Hence, the
boundary of what is analysed as the socio-technical system
can be anything from the individual level to the organisa-
tional one, and beyond. From the combined effort of the
individuals, an emergent phenomenon arises which allows
the system to be self-organising and to reach goals that the
sum of the individual efforts would not have been able to
achieve.

Two core principles make the DCog framework differ
from the traditional cognitive science models: The first
principle concerns the boundaries of the unit of analysis
for cognition. As mentioned above, DCog defines this by
the functional relationship between the different entities of
the cognitive system. The second principle concerns the
range of processes considered to be of cognitive nature.
From a DCog perspective, cognitive processes are viewed as
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interaction between internal processes and manipulation of
external objects as well as the propagation of representations
across the system’s entities (Hollan et al. 2000). When these
principles are applied to the observation of human activity
in situ, it is possible to observe three kinds of distributed
cognitive processes. These are: (1) across the member of a
social group, (2) between internal structures (e.g. decision-
making, memory) and external structures (e.g. material
artefacts, technical systems, social environment), and (3)
distributed over time (Hollan et al. 2000, p. 176).

Since its inception in the mid-1990s, the DCog approach
has gained increased interest and been used as an analytic
tool for better understanding the interactions between
humans and technology in various settings and contexts
(Rogers 2012). Since it is fundamental in DCog to focus
on cognitive artefacts and the way in which information is
propagated and transformed within the socio-technical sys-
tem, this is a natural development. It is, therefore, common
in DCog research to provide detailed analyses of tools and
cognitive artefacts and the way they function as coordination
mechanisms between external and internal structures. The
study of these material structures, i.e., tools and tool use,
reveal properties of cognitive structures and makes them
visible “beyond the skull” (Hutchins 1995a).

Cognitive artefacts and tools can also serve as mediators
in social interaction. It is, therefore, important to recognise
how information is transformed when mediated through
tools and artefacts (e.g. Clark 1997; Hutchins 1995a, b).
The use of strategies such as taking advantage of external
structures to coordinate cognitive activity might be con-
sidered a complementary way of explaining intelligent
action. Both internal and external structures are central to
the unit of analysis in DCog and Hollan et al. (2000) argue
that representations not only refer to something other than
themselves, but are also manipulated as physical properties.
This means that humans shift from attending to the repre-
sentation, to attending to the thing that is being represented.
Hutchins’s classical example of this is the navigational chart
used for offloading cognitive efforts (e.g. memory, decision-
making) to the environment. When studying cognition with
this extended unit of analysis, it is clear that the functional
cognitive system has cognitive properties that cannot be
limited to the cognitive abilities of the individual(s). In a
general sense, the human brain and body plus these external
resources result in the “mind” and cognition is distributed
across the agent, the “in the wild” situation and its resources.

DCog has received some critique regarding the frame-
work’s view of the nature of cognitive phenomena and its
utility as an analytic tool (Rogers 2012). Nardi (1996),
among others, has criticised the need for extensive fieldwork
to reach a proper analysis of the cognitive work in a certain
setting, and Rogers (2012) as well as Berndt et al. (2014),
pointed out the skill necessary for a DCog analyst to be

able to move between the different levels of analysis in the
accomplishment of a proper DCog analysis. Also the lack of
interlinked concepts to be used to identify specific aspects
from the collected data (Nardi 1996) and the few theoreti-
cal constructs (except at the basic level of representational
states) (Halverson 2002) has been put forward as challenges
for the DCog analyst. Considering the challenges associ-
ated with the application of DCog, the theoretical framework
should not be considered a “quick and dirty” approach.

Although Hutchins himself developed cognitive ethnog-
raphy as a tool for collecting data that could be analysed via
the DCog lens (Hollan et al 2000; Williams 2006), some
researchers still argue that DCog lacks a proper tool or
method for proper data collection. Consequently, DCog has
been used as a base for developing several methods, includ-
ing the Resources model (Wright et al. 2000), DIB method
(Galliers et al. 2007), CASADEMA (Nilsson et al. 2012)
and DiCoT (Blandford and Furniss 2005). Although these
methods have their foundation in DCog, some aspects that
are of importance for a detailed DCog analysis are omit-
ted and the methods sometimes seem oversimplified (Sell-
berg and Lindblom 2014). One of these issues regards the
changes between repres