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Abstract

This thesis investigates different means of introducing autonomy into designing spacecraft trajectories by surveying four different adaptive trajectories. This is done using established algorithms within path planning and robotics, implementing trajectories based on splines and greedy algorithms. The survey is based on real planetary data letting the spacecraft fly through the water plumes on Enceladus. These plumes are constructed using analytical models of the water plumes that have been fitted to measurements made by Cassini during flybys over the last decade. A mission designed to probe these plumes at an altitude as low as 5 km is studied as a test scenario for the adaptive trajectories. It is found that the adaptive trajectories increase the science return at lower altitudes, both in exploring the terrain and sampling the plume material.
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Chapter 1

Introduction

When Cassini-Huygens was launched in 1997, it was originally planned to be a four year mission. Expectations of what might be discovered were likely high, but it is safe to say that the results far surpassed what could have been anticipated. When the mission ended with Cassini crashing into Saturn in 2017, it did so after nearly two decades of exploring the Saturnian system and left behind a legacy of extraordinary results. From the Huygens probe’s discovery of seas of liquid methane on Titan to Cassini imaging exotic storms on Saturn. One of the most significant discoveries is the giant water plume on Enceladus, Saturn’s 6th largest moon [15]. The discoveries made by Cassini has elevated Enceladus alongside Mars and Jupiter’s moon Europa, another icy moon, as one of the most promising locations of finding life in the solar system.

Despite the huge success of the mission, the instruments on Cassini were not designed to detect life and the primary objective was never to investigate the plume on Enceladus. There are still questions left to be answered, mainly concerning if the moon harbors life or not. This has generated support in the scientific community for a follow up mission going back to Enceladus with proper instrumentation and the primary objective of detecting life [12]. This has not been done since Viking was sent to Mars, over four decades ago.

The main goal of this thesis is to survey different means of incorporating autonomy in designing trajectories and have the spacecraft adapt to the environment it is flying through. A mission going back to Enceladus would likely orbit Saturn which leads to a limited number of flybys, the adaptive trajectories proposed in here are designed to
increase the science return of every flyby.

The work of this thesis has been done at the Intelligent Robotics Group at the NASA Ames Research Center in Mountain View, California.

1.1 Motivation

With the retirement of the ISS just a few years away, NASA has decided to shift their focus toward interplanetary space missions [13]. With this focus come a necessity to develop autonomous capabilities which enables spacecraft that cannot communicate with Earth to work independently of input from mission control. There has been a tremendous wave of innovation in automation in other industries such as self-driving cars and UAVs but so far we have not seen this leap in space exploration.

NASA wants to investigate areas where autonomy can be introduced and this thesis aims to survey ways of including autonomy in designing trajectories. The plume sources on Enceladus offer an interesting backdrop to perform this study for a couple of reasons. The individual jet sources have been studied thoroughly but there are still some questions left to be answered regarding their exact location and behaviour. The motivation behind this survey is to study a spacecraft probing the plume at a much lower altitude than previously attempted. For a spacecraft flying at lower altitudes, autonomy will be helpful since the exact location of the sources is not fully known. If the spacecraft is autonomous, the planning of the orbit does not have to be as exact in pinpointing the plume sources. Secondly, the spacecraft will travel very quickly through the plume and utilizing autonomy to steer the trajectory should increase the science return of a Cassini-like mission.
1.2 Problem statement

The problem statement this thesis aims to answer is:

- How to utilize autonomous capabilities to increase the science return of each flyby, and by which metrics should these trajectories be evaluated?

1.3 Contribution

The contributions of this thesis are:

- Surveyed adaptive trajectories: looking at existing, simple algorithms and how they can be used to introduce autonomy in spacecraft trajectory design.

- Created a framework to simulate adaptive trajectories.

- Conceived an archetype mission to explore plumes. This will enable future missions based on real planetary data.

1.4 Limitations

Ideally this thesis would not only investigate different ways of flying over the terrain but also design an algorithm that can outperform traditional algorithms that were not designed with this endgoal in mind. Because of time constraints this has not been looked at but will hopefully be an area of interest for future interns at NASA.

Another limitation is the generality of the study. The scene that has been studied, the south pole of Enceladus, is very biased and algorithms that are successful in this survey might perform worse in another setting.

Except for basic constraints, the actual kinematics of a spacecraft are not used when considering if the trajectories are possible to perform or not.
1.5 Outline

The outline of this thesis is as follows: Chapter 2 introduces the necessary background behind designing the adaptive trajectories and the autonomous capabilities for the spacecraft. It also sets into context the discoveries of Cassini to understand the value of revisiting Enceladus and what environment the spacecraft would find itself in. Chapter 3 discusses the plume model used to create the environment of water plumes as they exist on Enceladus. It also describes how each trajectory was designed and how the plume model and trajectories were represented in the simulation. Chapter 4 will present the results of the survey, and Chapter 5 will discuss these result and compare the different trajectories with each other.
Chapter 2

Background

In this section Saturn’s moon Enceladus, which is used as an environment for the survey, is presented together with the discoveries made by Cassini during the past two decades. Cassini is the most recent mission to have visited Saturn and Enceladus so the discoveries and lessons learned from that mission is crucial for any future planning. After that, the necessary background for designing the trajectories analyzed in this thesis is presented.

![Enceladus Diagram](image)

Figure 2.1: Enceladus. Source: NASA-JPL
2.1 Enceladus

Enceladus was discovered in 1789 by William Herschel and before Cassini little was known about the moon [9]. Images sent back by Voyager in the 1980s revealed a small body with a remarkably reflective surface, the brightest in the solar system. Enceladus was initially thought to be located outside the habitable zone but during the first flyby of the moon, Cassini’s magnetometer picked up a disturbance and it was decided to further investigate the moon. What they found was an active moon with a global subsurface ocean. Since the first discovery of cryovolcanic activity in 2006, subsequent flybys have confirmed the existence of a global ocean underneath the icy crust and hydrothermal vents similar to the ones on Earth. This makes Enceladus one of the most likely locations of finding life in our solar system. Furthermore, what makes Enceladus an attractive target for a mission is that the plume sources offer a unique opportunity of making in-situ measurements of the ocean without having to drill through the surface or crashing into it like other missions such as NASA’s InSight or LCROSS.

2.1.1 Cryovolcanic activity

The plume on the south polar terrain of Enceladus has been shown to be made up of individual jets of water vapour and icy particles [6, 15]. On the south pole, four linear fractures dubbed the 'tiger stripes' are located. These features are named Alexandria, Cairo, Baghdad, and Damascus. It is from these fractures that the water geysers originate from. These features have also shown to emit a surprisingly large amount of heat. These stripes together with the heat emitted is shown in Fig 2.2. Years before Cassini was able to confirm the existence of volcanic activity, it was hypothesized to exist. It was believed that volcanic activity was the source of the E ring of Saturn, similar to the ring formation around Jupiter at Io’s orbit [14].

Despite the plume looking like one giant cloud from afar, it has been found to be made up of smaller individual sources that all connect to the same global ocean beneath the surface. It was first believed that the plume originated from 8 different sources [21]. A 6.5 year survey of Cassini images of the south polar terrain have since revealed 98 separate jets erupting from the tiger stripes to form the giant plume
Figure 2.2: Heat emitted from the Tiger Stripes which are 150km long fractures on Enceladus’ south pole. Source: NASA/JPL/GSFC/SwRI/SSI

[17]. Spitale et al. [22] have proposed the plumes being a continuous curtain of jets instead of discretized sources but this has since been disregarded [16].

While everything is not yet fully understood about the nature of these individual jet sources, it is clear that they vary in strength over time [20, 25]. This does not necessarily mean that individual sources are turning on and off completely but the strength of each source does vary. Most successful models to date have managed to capture this phenomenon by only having some of the sources active when trying to fit their results to data from Cassini flybys [20]. This is believed to be a result of tidal stresses on the surface of Enceladus. As the moon orbits around Saturn, the gravitational force of the planet exercises a varying amount of force that narrows or widen the sources [7, 17].

### 2.1.2 Indications of life

The ocean beneath Enceladus was first thought to be a regional subsurface sea of water. However when studying the librations of the fractures on the surface, it became clear that the model of the moon required a global subsurface ocean that completely separates the icy
crust from the rocky core [1]. Hydrothermal activity has been confirmed to take place at the bottom of the subsurface ocean [8]. After Cassini’s Cosmic Dust Analyzer (CDA) detected sodium-salt-rich grains in the plume material, these particles had to have been in contact with the rocky core. For them to be transported to the surface high temperatures, near the boiling point, are necessary which require hydrothermal vents at the bottom of the ocean. These appear on the bottom of the ocean here on Earth as well and enable microorganisms to live in areas that have never seen sunlight, a strong indication that they are able to support life on Enceladus just like they do on Earth [8]. In 2017 Waite et al. [26] reported that an abundance of hydrogen had been detected in the plume material. This could have important implications for the potential of detecting organic life on Enceladus as it signals a thermodynamic disequilibrium that favours the formation of methane from CO2 in Enceladus’ ocean.

2.1.3 Cassini flybys

Since the first flyby of Enceladus and the discovery of an active moon, the mission flight plan was changed to include more flybys of Enceladus and to investigate the plume phenomenon in particular. In total 23 flybys of Enceladus have been made, a significant increase from the three that was initially planned. A clear indication of the importance of Enceladus and the desire to investigate its potential of harbouring life. Seven of these were directly through the plume of Enceladus, listed in table 2.1. As the mission went on, the altitude was lowered to try to learn more about the plume and get more accurate measurements of the plume composition. The closest one was performed at an altitude of 49 km in October 2015. These flybys have generated valuable science and provided data that is still being studied today. The three key questions the Cassini team wanted to answer in the dive through the plume were:

1. Confirm presence of molecular hydrogen (H2)

2. Better understand the chemistry of material in the plume

3. Determine the nature of the plume sources
One significant flaw, however, is that the instruments on Cassini were never designed specifically to detect life or analyzing the material of Enceladus’ plumes.

Table 2.1: List of Cassini flybys of Enceladus’ plume

<table>
<thead>
<tr>
<th>Date</th>
<th>Flyby</th>
<th>Altitude (km)</th>
<th>Speed (km/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>October 24, 2007</td>
<td></td>
<td>636442</td>
<td>22.6</td>
</tr>
<tr>
<td>March 12, 2008</td>
<td>E3</td>
<td>50</td>
<td>14.4</td>
</tr>
<tr>
<td>October 9, 2008</td>
<td>E5</td>
<td>28</td>
<td>17.7</td>
</tr>
<tr>
<td>November 2, 2009</td>
<td>E7</td>
<td>91</td>
<td>7.7</td>
</tr>
<tr>
<td>May 18, 2010</td>
<td>E10</td>
<td>429</td>
<td>6.6</td>
</tr>
<tr>
<td>October 1, 2011</td>
<td>E14</td>
<td>90</td>
<td>7.4</td>
</tr>
<tr>
<td>March 27, 2012</td>
<td>E17</td>
<td>66</td>
<td>7.5</td>
</tr>
<tr>
<td>April 14, 2012</td>
<td>E18</td>
<td>66</td>
<td>7.5</td>
</tr>
<tr>
<td>October 28, 2015</td>
<td>E21</td>
<td>49</td>
<td>5.5</td>
</tr>
</tbody>
</table>

2.1.4 Plans for future missions to icy moons

This section is meant to highlight different means of exploring water plumes and what missions are being proposed. Some missions are using flybys while others propose using landers directly. After the success of Cassini and with the limitation of its instruments in mind, there is support for a new mission to directly explore the moon. One proposed mission is the Enceladus Life Finder (ELF) to assess the habitability of the subsurface ocean. ELF would orbit Saturn with the objective of performing multiple flybys through the plumes [12]. Another idea is a lander that would catch the plume particles falling back to the surface [18].

In 2014 scientists studying Hubble Telescope Data found signs of plume activity on Jupiter’s moon Europa similar to Enceladus [19]. This is also an icy moon and given the similar plume phenomenon, there are a lot of parallels to missions planned for Europa. One such mission is the Europa Lander that would be a follow-on mission to Europa Clipper mission and would be targeted for launch in 2024 [5]. One of the objectives of this mission would be to confirm the water plumes on Europa.


2.2 Trajectory Planning

The planning of a trajectory can be looked at from two criteria: feasibility and optimality. In [10], LaValle states that feasibility is a matter of simply arriving at the goal no matter how efficient the path to get there. In contrast, optimality deals not only with arriving at this goal, but also optimizes the trajectory in a desired way. As an example consider finding the shortest path or to follow a fuel efficient trajectory. Regardless of which of the two criteria is followed, this plan will be the overall strategy of how the robot gets from the initial state to the endgoal. How it gets there can be either a series of pre-determined decisions to take in each state or, by sensing its environment, specifying an appropriate action as a function of the current state [10].

![Open vs closed feedback loops](image)

Figure 2.3: Open vs closed feedback loops

2.2.1 Open vs closed feedback

If certain about the environment the robot will traverse, an open-loop feedback system can be used to control the vehicle. This is less complex but a pre-planned trajectory that the robot will follow is sufficient both with regards to feasibility and optimality. However, if not absolute certain about the environment it is preferable to use a closed-
loop feedback system. This means that the robot can sense its environment and send this feedback to the control system, allowing it to adapt based on the information in each state. This is because the unpredictability of future states makes it necessary to introduce a feedback system that enables the robot to follow the planned path as closely as possible.

2.2.2 Exploitation vs exploration

For any mission were resources are scarce, there is a constant trade-off between exploration and exploitation. In probability theory this is often referred to as the K-armed bandit problem: Given a limited amount of resources, how should these resources be allocated between different choices to maximize the utility gain when the outcome is not fully known and can only be better understood by allocating the resource to the different choices? [3] As an example, imagine a rover on the surface of Mars as illustrated in Fig 2.4 and 2.5. The dilemma facing the operators back on Earth is the following: Do you study known promising locations in hope of finding water as Fig 2.5 or do you cover as much ground as you can in hope of finding new promising locations? This method is shown in Fig 2.4. While covering more ground can lead to an interesting find, it can also lead to the rover driving aimlessly around finding no interesting locations at all. A large sunk cost and something that could potentially jeopardize the success of the
mission. This trade-off becomes even more important for a spacecraft with a very limited amount of passes or a lander that only has one chance to increase the science return for the mission. The trajectories studied in this thesis have been picked to thoroughly study the entire spectrum in between these two extremes.

2.2.3 Spline trajectories

When referring to a spline in this thesis it means a piecewise polynomial parametric curve. Splines are advantageous since they produce a smooth trajectory that a robot can follow without demanding too much of the kinematics of the robot. Sharp turns necessitate large acceleration that might not be feasible for a given vehicle. This is even more important for a spacecraft with a large forward velocity that cannot be changed to maintain its orbital velocity. They are easy to construct and given a few selected points, or knots, a desired trajectory can be constructed.

Important desired properties of splines are localism, continuity, and correlation between shape and input parameters [23]. Continuity with regards to both the first and second derivative are desired to maintain a smooth trajectory and ensure that the vehicle can follow along the planned path. With localism, the desired property allows a change of one separate segment of the entire trajectory without changing the following segments. Lastly, the trajectory should follow the desired knot points closely. This enables the use of the trajectory by specifying important points that will be visited by the vehicle.

Choosing the type of spline to be used introduces a trade-off between different properties. Example of popular splines are Hermite, Cubic Bezier, Catmull-Rom, and B-Splines [23]. All these are examples of third degree polynomial splines. B-splines for example ensure C2 continuity along the entire trajectory but will not go through the points selected by the user. Cubic Bezier splines on the other hand will go through these knots but are not C2 continuous. The reason for this compromise is that both of these are constructed using 3rd degree polynomials. To include more properties, we need to increase the degree of freedom which requires the order of the polynomial used to be increased. This is not completely without any drawbacks however. When using higher-order splines a phenomenon occurs where the curve starts to oscillate at the beginning and end points of the tra-
jectory. This undesired effect is referred to as Runge’s phenomenon and is common for higher-order splines.

2.2.4 Adaptive trajectories

Adaptive trajectories have been studied in detail ranging from wheeled robots, airplanes, UAVs and even spacecraft. For airplanes and UAVs this has dealt with hazard avoidance, avoiding certain areas perceived as dangerous, encountering strong crosswinds or performing unexpected emergency landings [27, 2]. For spacecraft this has been limited to trajectory optimization during atmospheric entry. This is a highly constrained phase of any mission and has dealt mostly with the pose of the spacecraft and the velocity-drag plane. The survey in this thesis is believed to be the first of its kind, studying how adaptive trajectories can be used to optimize the orbital trajectory of a spacecraft.
Chapter 3

Method

In this section the mission parameters for what would be a concept mission using the methods in this thesis are described. Secondly, the plume model that the spacecraft will traverse is presented together with the different trajectories that have been analyzed. In the end there is an outline of the testing procedure that have been used to evaluate these trajectories and compare them with each other.

3.1 Orbital parameters

The proximity of Enceladus to Saturn prevents the spacecraft from entering the unstable polar orbit around the moon [24]. An orbit that is traditionally used for reconnaissance missions and would let the spacecraft fly over the poles, letting the moon spin underneath it and cover most of the area over the poles. This means that the spacecraft would have to, just like Cassini, orbit around Saturn in a highly eccentric orbit. This also means that the spacecraft is likely to only have a few limited passes though the water plume.

The reason for using the adaptive trajectories proposed in this thesis is to make the most out of these limited opportunities to investigate the plume. There is also a desire to probe the plume at an even lower altitude where the discretization of the jet sources are more apparent. While Cassini only flew by at an altitude of 50 km, the idea is to design a mission going as low as 5 km. The altitudes that are investigated start at 25 km and then the altitude is lowered in increments to 20, 15, 10, and 5 km. A baseline altitude of 50 km is also included. This is the lowest altitude at which Cassini flew through the plume.
3.2 Plume model

3.2.1 Model selection

Since the first flyby of Enceladus, there have been a number of models that describe the nature of the plumes on Enceladus, regarding both location and activity [20]. Modelling these plumes is a significant undertaking that is worthy of a thesis in itself so for this thesis, where the interest is mostly in creating a realistic environment for the spacecraft, an existing model will be used. While conducting this investigation, a model is needed that can accurately represent a multiple-source plume. In addition, the model has to be able to incorporate the tidal stresses causing a varying activity in the density field. Therefore it is desirable to be able to control the number of active sources being used. An analytic model was chosen that have been compared with data from flybys that satisfies these requirements. More detail on this model is presented in the next section. There are other plume models that have been produced that use more advanced fluid simulations that more accurately represent the density field. Examples are Direct Simulation Monte Carlo methods that have been used to model the plumes on both Enceladus and Europa [28, 11]. While these models provide a more accurate description, they are more complex and not as flexible. Given this and the requirement to have a model that can easily turn on and off sources, the added complexity outweigh the increased accuracy.

3.2.2 Analytical model used in this work

The plume model used in this thesis is based on the multiple-source model described in Dong et al. [4]. The model was created by fitting the results to data from Enceladus flybys E3, E5, and E7. This is a linear superposition of individual sources that assume a radially flowing Maxwellian velocity distribution at the source:

\[ f_s(v) = \frac{n_s}{\pi^{3/2}v_{th}^3} \exp\left\{ -\frac{\left[ v_x^2 + v_y^2 + (v_z^2 - v_0^2)/v_{th}^2 \right]}{v_{th}^2} \right\} \]

(3.1)

where \( n_s \) is the number density at the source, \( v_0 \) is the flow speed, and \( v_{th} = \sqrt{2kT/m} \) is the thermal speed. The model neglects both collisions and Enceladus’ gravity. The authors conclude that this approximation
contribute to an error of roughly 10% for the flow velocity and source rate compared to taking this into account. They deem this an acceptable error that still yields an accurate density field for their model.

For the multiple-source model, the density away from the source can be described by the equation:

\[ n = \sum_{n=1}^{98} n_i(r_i) \]  

(3.2)

where the density of each plume source, \( n_i \), can be modeled by:

\[ n_i(r, \theta) = \frac{n_s r_s^2}{\pi r^2} \left\{ \frac{2M \cos \theta}{\sqrt{\pi}} e^{-M^2} + e^{-M^2} \sin^2 \theta \left[ 1 + 2M^2 \cos^2 \theta \right] \left[ 1 + erf(M \cos \theta) \right] \right\} \]  

(3.3)

where \( M = v_0/v_{\text{th}} \) is the thermal Mach number. A source parameter \( S \) is defined as \( S = n_s r_s^2 \) cm\(^{-1} \) where \( n_s \) is the particle density at the source and \( r_s \) is the diameter of the source. These parameters are chosen after one of the Cassini flybys as \( S = 1.2 \cdot 10^{22} \) cm\(^{-1} \) with \( M = 1.8 \). Other studies that have compared this particular model to Cassini data have grouped sources by four different Mach numbers to give a better representation of the plume field [25]. For the study conducted in this paper, all sources are assumed to be identical. This is because there is currently no detailed documentation of the individual strength for each of the sources.

The locations of the plume sources are taken from Porco, DiNino, and Nimmo [17]. This is shown on the tiger stripes in Fig. 3.1. In their modelling of each individual jet [17] they had the sources angled as can be seen in Fig 3.2. For the sake of simplicity, in this analysis the jet sources are assumed to always be perpendicular to the surface.

As discussed in the background section, a significant challenge for planning a mission to Enceladus is the uncertainty of the exact location and nature of these plume sources for any spacecraft wanting to make in-situ measurements by flying directly through them. To accurately represent the uncertainty of the jet sources in this study, two maps are used for each flyby. The density field is generated by assuming that each plume source is located according to a distribution
$N(\mu, \sigma)$. This means that every time a map of the terrain is generated, each source have moved slightly to where it is expected to be found, $\mu$. The spacecraft approaching the south polar terrain has one map of how it believes the plume field to look like a priori. Another map is then generated from the same distribution $N(\mu, \sigma)$ and represents how the plume field actually looks like. The difference between these two maps is small but not negligible for a spacecraft flying through them. The spacecraft can choose to compare its a priori map to what it is measuring and after each flyby the spacecraft’s own map will be updated with the data it sampled of the actual density field. It combines the value in each pixel using 60% from the old map and 40% from what it sampled. These values were picked after running a few trials. The reason for this conservative approach, keeping more from the old map than is updated, is to avoid letting any noise picked up dictate the spacecraft’s future planning. This could significantly disturb the spacecraft’s belief of the terrain.

The map of how the spacecraft believes the plume field to look like is updated from every state along the trajectory. The spacecraft will be equipped with a sensor with which it can measure the density in a close proximity in front of it. This sensing cone extends in front of the spacecraft and has an angle of 80° and all the density measurements within it is used to updated the a priori map.

The density field of the plume over the south pole is shown in Fig 3.3 and 3.4 that show the logarithm of the density at 10 and 50
km altitude, respectively. This also show the difference in the plume density field at lower altitudes, which is what is investigated in this thesis.

Figure 3.3: Plume field at 10 km
Figure 3.4: Plume field at 50 km

3.3 Trajectories

To investigate different means of traversing the south polar terrain of Enceladus, the spacecraft follows along a trajectory. The main goal of this study is to look at different ways of designing this trajectory and to do it in a way that span the spectrum between exploration and exploitation as discussed in Section 2.2.2. The trajectories are placed on this spectrum in Fig 3.8. In total, five different trajectories have been designed and are compared with each other and evaluated. One of these is a straight line, detailed in 3.3.1, which consist of a traditional flyby where no steering is required. This is state-of-the-art for NASA and to date no other method has been attempted. The four other algorithms are what will be referred to as adaptive trajectories. These are divided into two categories: trajectories based on splines and greedy algorithms. These are described in sections 3.3.2. and 3.3.3, respectively. These in turn consist of two algorithms each: the two splines are based on sampling a large amount of density and explore a wide area. The two greedy algorithms are greedy on sampled density and difference between the two maps.
3.3.1 Straight line

A trajectory consisting of a straight line is studied as a benchmark to compare the adaptive trajectories to the traditional way of performing flybys. This is visualized in Fig 3.5. This is what Cassini and all other NASA missions would use. This trajectory flies over the south pole of Enceladus without any maneuvers or steering at all.

3.3.2 Trajectories generated using splines

Every polynomial spline is generated as described in section 2.11. This is illustrated in Fig 3.6. The splines used are based on third degree polynomials to avoid Runge’s phenomenon as described in section 2.3.4. A total of 10,000 splines are generated for this step and the one
with the highest line integral density is chosen. After the spline with
the highest utility has been selected, a random walk is performed on
each knot point in order to try to increase the utility even further. The
idea behind this is that if a trajectory has found a certain area to yield
a high utility, by changing it slightly within that area a trajectory with
an even higher science return could be found nearby.

**A priori spline**

The utility for this spline is to gather as much density along its path
as possible. It does this by calculating the density based on the *a priori*
map. The density it samples along the actual density field could vary
from this, both positively and negatively. After each pass the *a priori*
map is updated with what the spacecraft sensed during its previous
pass at each altitude.

**Exploration**

The trajectory emphasizing exploration generates polynomial splines
similar to that of the pre-planned splines in the previous paragraph.
Instead of evaluating each spline by maximizing the sampled density,
however, it rewards trajectories covering areas not yet visited at that
altitude. This selection is not entirely random but prioritizes trajecto-
ries that visit new areas while keeping delta-v requirements low. The
main idea of this algorithm is that when performing several passes
at each altitude the trajectories should cover a large area of the south
pole.

### 3.3.3 Greedy trajectories

Greedy trajectories, while naive in their approach by design, can yield
good result under the correct circumstances. The naive characteristic
of greedy algorithms is that they chose the option that maximizes util-
ity locally in each state, which might not always agree with the global
maximum. When designing the greedy algorithms for this approach,
a utility function is used:

\[
utility = \alpha \cdot f(density) + \beta \cdot g(kinematic) - \gamma \cdot \|y_{curr} - y_{planned}\| \quad (3.4)
\]

The goal is to maximize the utility so the spacecraft takes the path
that gathers the maximum density measure, which we have two of
in this study, and minimizes the deviation from its original trajectory $y_{\text{planned}}$. $g(\text{kinematic})$ is a constraint on the possible movements of the spacecraft. Ideally these are taken by the actual dynamics of the vehicle, but since this is an early study, the sensing cone described in section 3.2.2. has been used to constrain the movement of the spacecraft. This is enough to ensure the spacecraft moves in a forward direction and avoid sharp turns. These trajectories are shown in Fig 3.7

**Greedy on density**

What separates the two greedy algorithms used in this study is the measure of utility, or the density measure. The trajectory that is greedy on density will in each state travel in the direction in which it senses the largest density. When presented with the same map, this algorithm always pursues the same path unless the density field has changed.

**Greedy on difference**

Similar to the previous algorithm but instead of pursuing the maximum density in each state, this method pursues differences between the *a priori map* and the actual plume field. Given enough passes this should combine covering many plume sources that yield a high sampled density with covering a larger area to pursue differences between the two maps. When calculating the differences between the two maps, the absolute value of the difference is used. The reason for this is that a large negative difference should be rewarded as highly as a positive
one. Consider for example a location where the spacecraft would ex-
pect a plume source but found none, this negative difference is also of 
value to learn more about the jets on Enceladus.

Figure 3.8: How the studied trajectories relate to each other on the 
exploration-exploitation spectrum.

### 3.4 Implementation/Test scheme

#### 3.4.1 Delta-v calculations

The $\Delta v$ calculations have been performed at every incremental change 
of the trajectory. Iterating through the trajectory the angle is calculated 
against the previous position. For the sake of simplicity, the spacecraft 
in this study will be assumed to follow a circular orbit around Saturn. 
For a circular orbit, the $\Delta v$ for an inclination change is calculated as:

$$
\Delta v = 2v \sin \left( \frac{\Delta \theta}{2} \right) 
$$  

(3.5)

this is summed up for each step of the trajectory as the cumulative $\Delta v$
for each trajectory.

#### 3.4.2 Number of passes and altitudes investigated

The goal of this study is to quantify the result to be able to evaluate 
and compare these trajectories with each other. In order to do that a 
test scheme was designed that looks as follows:

1. 5 passes at each altitude are performed. Intuitively, algorithms 
that favour exploration will need several passes to do so while
greedy algorithms that favours the trajectory along the largest collected density will chose the same path each pass.

2. The interest of this survey is to study low altitudes so the study starts at 50 km which is the lowest altitude Cassini passed through and then incrementally lower the altitude stepwise. The evaluation will be at 50, 25, 20, 15, 10, 5 km.

3. In order to get useful statistics to evaluate the result, this was run 50 times for each set of passes at every altitude.

The metrics that was analyzed are:

- Total sampled density along the trajectory
- $\Delta v$ to perform the desired trajectory
- How much area of the south polar terrain is covered
- Sum of Squared Error for the believed map

### 3.4.3 Representation in simulation

Using the plume model from Dong et al. [4] we were able to generate a slice of the plume field for each altitude based on the locations from Porco, DiNino, and Nimmo [17]. The representation in the simulation will be a discrete representation by a $256 \times 256$ matrix where each pixel represents 1 km. This is a sufficient spatial resolution for this survey given the sampling capability of previous spectrometers and the speed of the spacecraft which is a few kilometers per second. This area covers the entire south pole of Enceladus by starting just inside the 40 $^\circ$ latitude that is considered to contain the south polar terrain. The spacecraft begins its trajectory just inside this area and ends it close to 40 $^\circ$ latitude on the other side of the south pole. This is to leave some flexibility to the original trajectory design, as long as the spacecraft is aligned with those two points the adaptive trajectory segment is contained only to the south pole and does not need to be considered by the overall mission design.
Chapter 4

Results

This chapter presents the results from traversing the trajectories described in section 3.3. using the test framework and metrics outlined in section 3.4.

4.1 Sampled density at altitude

Figure 4.1 shows the average density across all 5 passes at each altitude. This has been collected for each pixel along the trajectory. There is a clear trend of increasing density toward the lower altitudes. The adaptive trajectories designed to sample more density outperform the traditional approach and the exploration focused trajectory.

4.2 Delta-v at altitude

Figure 4.2 shows the average delta-v across all 5 passes at each altitude. All trajectories show a significant cost in delta-v compared to a typical interplanetary mission that would use the straight line trajectory which has a cost of zero. The greedy trajectories have a large delta-v that would be expected given their naive approach. Both spline generated trajectories despite showing a large cost are both fairly consistent and given the large density sampled in the previous section, could be a promising alternative.
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4.3 Density sampled per delta-v

The density sampled and delta-v are by themselves interesting, but it is much more valuable to look at trajectories that maximize density while keeping fuel costs low. Figure 4.3 shows the sampled density divided by delta-v and here the spline based method perform better.
4.4 Coverage at altitude

Figure 4.4 shows the percentage of the map covered after all 5 passes at each altitude. As expected, the algorithm favoring exploration covers a large portion of the south polar terrain. The only other trajectory that manages to explore a larger portion of the map is the greedy algorithm using differences as a heuristic.

4.5 Sum of squared error at altitude

Figure 4.5 shows the sum of squared error between the map of what the spacecraft believes the terrain to look like vs the actual map. This is after the 5th pass at each altitude. It is expected for this to increase at lower altitudes as we know the discrete jet sources become more apparent. At larger altitudes the giant plume cloud is not as easy to distinguish between two different maps. The algorithms that cover the larger portion of the map also has a lower map error after the final pass.
Figure 4.4: Map coverage at each altitude

Figure 4.5: SSE at each altitude
Chapter 5

Discussion

5.1 Discussion

Overall, keeping in mind the trade-off between exploration and exploitation, the trajectories perform well in the areas they were designed to. Exploration covers the largest portion of the terrain and the greedy algorithms sample the most density.

One striking result is that the greedy algorithms perform so well in sampling density. Usually greedy algorithms pursue some local maximum that does not guarantee that they will arrive at the global maximum. In this study, greedy perform well using two different heuristics. The reason for this is likely the biased terrain the robot is traversing. The jet sources on the south pole are aligned in 4 tiger stripes where one of the stripes tend to have more sources. A spacecraft following a greedy trajectory that will enter the south pole near this middle stripe will follow it closely and thereby gather a significant amount of plume material. In hindsight, it would have been interesting to evaluate these trajectories in a more unbiased, randomized terrain where a given amount of plumes had been spread out over an area similar in size to the south pole of Enceladus. The results of the algorithms there could then be compared to testing them in ‘real-world terrains’ such as the south pole of Enceladus. The idea behind this is that an algorithm like greedy should not perform as well in a more randomized environment.

Worth discussing is also the significant delta-v costs of these trajectories. Out of plane changes are often avoided when designing spacecraft tours because they necessitate large delta-v and for all of these
trajectories there are many inclination changes that result in this high delta-v cost. Out of plane changes are a necessary step to being able to steer the spacecraft in orbit and will likely require significant steps of innovation within spacecraft propulsion before they are attempted in this fashion for an actual mission. It is also worth to consider that the way these trajectories were designed, large delta-v costs are not in any way penalized. The only one that had an heuristic which rewarded lower fuel consumption was the exploration algorithm. The other trajectories only rewarded a large sampled density, which they did achieve. There are two ways this can be implemented: firstly, the heuristic can reward trajectories with a lower delta-v cost. This would immediately lead to more low cost trajectories appearing among the high density ones. Secondly, the kinematic constraints on the greedy algorithms can be improved. Currently this is only limited to a steering radius of 40° but more severe constraints can preferably be used to make the spacecraft not jitter around as much, leading to a smoother trajectory and lower delta-v requirements.

5.2 Future work

Part of the work done during this thesis was to try and find an algorithm that could outperform the traditional trajectory algorithms surveyed already. One attempt to do this was to simulate the plume field after each pass in order to find one that closely matched what had been seen by the spacecraft during the previous pass. The idea is that the pre-planned spline trajectory would perform even better using a more accurate a priori map. Unfortunately all attempts at this yielded unsuccessful results. The overall science return did not improve: sampled density was not higher than when using the old a priori map and there was no noticeable difference in fuel consumption.

This work was done within a group simulating icy moons in Gazebo using ROS, Robotic Operating System, a robotics framework, with C++. This thesis was successful in developing a framework for performing these trajectories and the testing of them can be changed with ease to different scenarios. Hopefully future students can work on implementing these trajectories within Gazebo instead of using MATLAB.
5.3 Conclusion

The adaptive trajectories perform well in each respective area of what they were designed to do: increase the science return with a limited amount of flybys of Enceladus. This science return depend on the mission profile and can be either mapping the south pole of the moon or flying through the plumes, sampling a large amount of plume material. One concern for missions implementing this methodology is the fuel costs and lack of experience using autonomous capabilities in situations like the one presented in this study. Only time can tell but with innovation in the areas of spacecraft propulsion and autonomy, hopefully autonomy will become a natural part of any mission to space.
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Appendix A

Scatter plots of all trajectories

These scatter plots can be used to study the relationship between all the different metrics and compare them to each other for every altitude.

Figure A.1: Scatter plot of all trajectories at 5 km altitude
Figure A.2: Scatter plot of all trajectories at 10 km altitude
Figure A.3: Scatter plot of all trajectories at 15 km altitude
Figure A.4: Scatter plot of all trajectories at 20 km altitude
Figure A.5: Scatter plot of all trajectories at 25 km altitude
Figure A.6: Scatter plot of all trajectories at 50 km altitude