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Abstract 

Virtual Reality has until now seen limited actual use in society other than in the gaming industry. A 

reason for this could be its exclusively individual-viewpoint based nature and a lack of possible 

collaborative experiences together with people with no VR equipment. This study has investigated 

how joint visual reference points might help a VR and a non-VR user collaborate with each other 

using a repeated measures design with three conditions. In the experiment, where one user was 

equipped with a HTC Vive and the other stood in front of a large screen, the pair was presented 0, 4 or 

9 joint visual reference points from their own viewpoint. Results of the tasks performed by the 

participants indicates that 9 joint visual reference points increased a pair’s collaboration efficiency. 

However, the effect was not present once joint attention had been fully established. Furthermore, non-

VR users found it significantly harder giving instructions to the other user when there were no joint 

visual reference points available while the VR-users did not find it significantly harder to do so. 

Additionally, differences between VR users’ and non-VR users’ spatial orientation ability were found 

to predict different patterns over the three conditions. Judging from the results, it seems that for the 

VR-users, 4 reference points helped more than 0 and 9 helped more than 4. However, an interaction 

effect was found on the non-VR users between spatial orientation ability and visual reference points 

condition. 4 reference points had a counter-productive effect on task efficiency for the non-VR users 

with lower spatial orientation ability while 4 reference points did seem to help the higher spatial ability 

group. 9 joint visual reference points completely eliminated group differences between high and low 

spatial orientation ability groups for both VR users and non-VR users. 
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1 Introduction 
In a society where the boundaries between reality and virtuality is increasingly being faded away, 

questions arise in how we should handle new relationships that become apparent. Virtual Reality (VR) 

and nearby areas such as Augmented Reality (AR) and Mixed Reality (MR) intervenes with our visual 

field to offer alternative perceptual realities without having to be physically present in those 

environments. These new frameworks open up for a plethora of possibilities. Numerous universities 

and industrial institutions have tried to research and apply alternative reality environments to both 

enhance and substitute visual stimuli to that of a new world. A key component, however, is to 

understand aspects of interaction and communication in VR and its similar cousins. In case of multiple 

users where VR is included for at least one of the users, questions arise in how the VR-users should 

interact to the non-VR-users. Recent research suggest interactional difficulties using the current VR 

solution using Head Mounted Displays (HMD) such as the HTC Vive or Oculus Rift together with 

non-HMD users (Schubert, Anthes, Petzold, & Kranzlmüller, 2012; Smit, Grah, Murer, Rheden, & 

Tscheligi, 2018; Wang, 2007). These studies point out how both directional and spatial content of 

communication become obstructed with the HMD users inability to perceive their interlocutors’ bodily 

and facial expressions – despite being physically present. 

A reason for this could be a lack of common referential content to base joint attention and cultivate 

common ground on. Using directional gestures derived from “real world” relationships have so far 

been concluded to be unsuccessful to construct shared understanding between co-users of VR and non-

VR setups (Smit et al., 2018). Since an HMD user’s view would be obstructed to the “real world”, 

pointing and eye gazing among other gesticulating interaction methods therefore lose much of their 

power. Spatial relationship judgements are also intrinsic and will have to be transmitted to the other 

user(s) by communication only, which puts higher demand on the interlocutors to both comprehend 

and transmit their immersion and sensations to their partners. This study will investigate these topics 

using a laboratory experiment study with a repeated measures design. 

1.1 City Planning, Digitalisation and Virtual Reality 

Our society is always changing, transforming into different shapes and adapting to new conditions. 

This is a crucial part of modernisation. Particularly, what has changed in the last years is that man has 

continuously migrated from the countryside to the cities (Collyer, 2015). 

Today in Sweden, city planning is a democratic process. This means that a lot more people need to be 

able to access and take part in the development process. Responsible planners and authorities have to, 

and often do spend many resources on visualising their propositions to the general public. For the city 

planners and architects, it is important that their ideas can be clearly conveyed and understood even for 

laypeople who might not be as trained in city planning questions as they themselves are. Thus, any 

technology or solution that can help urban planners convey their ideas and help people immerse 
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themselves in their projects may be helpful for urban development. Their ideas are usually spread in 

various ways, such as exhibitions or visualisation centres. At these exhibitions or centres, visitors 

come interact with engaging exhibition items, not seldomly with an unusual character. A VR + non-

VR setup could be one of these. Utilising this setup could open up for engaging informational and 

educational experiences that could help exhibitionists and centres spread their ideas. A problem with 

HMD VR is that they are often an experience for one individual only, whereas the VR + non-VR setup 

is a collaborative and shared experience that could work as a spark for discussion. Therefore, better 

understanding of this setup could lead to better experiences, which in turn could lead to better 

understanding between stakeholders. 

1.2 Virtual Reality 

The history of Virtual Reality (VR) and its start date has been disputed, mainly because it is difficult 

to formulate definitions of alternative existences (Schnipper, 2017).The term, however, is often said to 

have been coined by Jaron Lanier when he founded the Virtual Programming Lab in the mid-1980s 

(The Franklin Institute, 2018). Since then, VR has seen many variants and iterations. 

Milovanovic et al. (2017) argue that the development of VR was slowed down due to technical issues 

and high cost which was not solved until recently with the release of the more affordable high-

immersive HMDs like the Oculus Rift, HTC Vive and Samsung Gear VR. An article search with the 

tag “VR” on the search engine Unisearch performed 11th of April 2018 gave 15,961 hits on articles 

between the years 2004-2010. Between the years 2011-2017, that number had risen to 25,295 hits. 

Thus, a clear sign that the interest for VR today is higher than a couple of years ago is apparent. 

1.3 Virtual Reality and Collaboration 

Within the spectrum of VR, many areas are open for research that needs to be addressed. In 

Milovanovic, Moreau, Siret, & Miguet's (2017) meta study, they classified six different categories for 

virtual environments (VR and AR, separately) selected from 112 articles from the Cumincad database. 

These six categories were; representation, communication and collaboration; sense and cognition; 

education; design; and system (hardware/software). Out of all these categories, communication and 

collaboration was the least covered topic in the VR articles with only 15.4% of the articles being 

classified to fit the category. This stands in comparison to the most prevalent VR category, system 

(hardware/software), which accumulated a 62.8% prevalence score in the VR articles. In the AR 

studies however, articles about communication and collaboration was more common, scoring a 27.3% 

prevalence in the same corpus, being the third most common of the six categories. In the AR studies, 

participants would not necessarily need to wear a HMD, but could instead use for instance augmented 

table-top systems among other solutions (Schubert et al., 2012; Wang, 2007).  

Wang (2007) argues that many collaborative aspects are hindered with the HMD since it restricts the 

user’s ability to view and keep track of his or her physical surrounding, including co-participants. His 
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conclusion is echoed by other researchers who point out the HMDs blinding impact on simple 

naturalistic interaction and speaking abilities such as eye gazing, posture and face expression (Ibayashi 

et al., 2015; Milovanovic et al., 2017). Very recently this March, a group of researchers again 

addressed this issue, explaining that intuitive interaction methods are crucial in order to construct a 

shared understanding between users (Smit et al., 2018). In their experiment, they noted how 

participants using VR who had a hard time locating themselves in their medium were helped by their 

co-participants by them referencing objects in their vicinity, and asking if the VR-participants could 

see the objects, e.g. “can you see the blue car in the corner?” (Smit et al., 2018). This indicates that 

joint referencing of direct objects could be a successful technique when communicating between VR 

and non-VR-users. Further knowledge of how joint referencing between VR and non-VR interlocutors 

could affect collaborative experiences may lead to better VR + non-VR designed experiences, and 

consequently with regards to city planning, better understanding and immersion from the geographical 

area’s stakeholders. Another question to ask is whether joint referencing material has an impact over 

time throughout a collaborative task, or if it is mainly helpful in the commencement of a task 

establishing joint attention. 

1.4 RISE Interactive Norrköping 

This thesis work is done in collaboration with RISE Interactive Norrköping, Östergötland County.  

1.5 Urban Explorer 

Urban Explorer is a product that has been in development for several years by RISE Interactive in 

Norrköping and has been used as a tool for visualisation for city planning in several Swedish 

municipalities such as Norrköping, Gothenburg and Katrineholm. Its main function has been to 

showcase city planning changes to stakeholders for the geographical area. Currently, the usual way of 

presenting this is through a program shown on a large (52’’) touch-board, with a bird’s eye view of the 

target city (See Figure 1). The user can navigate using hand/finger gestures, zoom in and out and visit 

different places in the city. The software also has some minimal interfaces where the user(s) can open 

windows for more information and pictures about target destinations. 

 

Figure 1. A top-over view of the Urban Explorer Touch Board (Visualiseringscenter C, 2012) 
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Furthermore, there is an administrative interface for the program, where the administrator can add and 

edit buildings using a computer keyboard and mouse. Thus, the platform of the creator and the 

audience are rather different, where the creator would use a PC and the users use the Touch Board.  

1.6 Purpose 

The aim of this study is to investigate how joint referencing between VR and non-VR users may affect 

users in their interaction and collaboration of a task. And if so, whether more reference points implies 

better interaction and collaboration between the VR and non-VR user than few reference points. 

Another purpose is to investigate possible experiential differences between VR and non-VR users of 

the same virtual environment. Thirdly, to investigate the role of spatial orientation ability in regards to 

VR + non-VR collaboration. 

1.7 Research Questions 

Q1a: Can the level or amount of joint references between VR and non-VR-users help increase 

efficiency in a collaborative task? 

Q1b: Can the level or amount of joint references between VR and non-VR-users help increase 

efficiency in a collaborative task once joint attention is established? 

Q1c: Can Joint References between VR and non-VR-users help facilitate communication in a 

collaborative task?  

Q1d: Can Joint References between VR and non-VR-users help lower spatial workload in a 

collaborative task?  

Q2: Is collaboration with VR + non-VR-setups felt differently between the VR users and non-VR-

users? 

Q3a: Does the Spatial Orientation Ability of a VR-user affect a pair’s ability to complete a 

collaborative task with a VR-user + non-VR-user setup? 

Q3b: Does the Spatial Orientation Ability of a non-VR-user affect a pair’s ability to complete a 

collaborative task with a VR-user + non-VR-user setup? 
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2 Theoretical Background 

In this chapter, relevant prior research will be presented. 

2.1 Computer Supported Collaborative Work  
In much research about collaborative technology and software, Computer Supported Collaborative 

Work (CSCW) is a central term. CSCW is a framework that was developed from the concept of 

groupware that rose into use in the 1980’s (Grudin, 1994). A groupware is a type of software aimed to 

help groups of people to achieve a common goal together. It is explained by Baecker, Grudin, Buxton, 

and Greenberg (1995) to be a computer-assisted coordinated activity carried out by groups of 

collaborating individuals. A central model of the CSCW framework is the time/space matrix (See 

Figure 2) first presented by Robert Johansen in 1978 and later refined by Baecker et al. (1995). The 

matrix explains CSCW through two dimensions, time and space. According to the model, cooperative 

work can either be synchronous or asynchronous, and co-located or remote. 

Time/Space Matrix of CSCW 

 

Figure 2: Matrix derived from Baecker et al. (1995) 

 

Interestingly, the model could be argued to not fit the co-located VR + non-VR setup shown in for 

instance Schubert et al., (2017) and Ibayashi et al. (2015). One could argue that it fails to account for 

situations where participants are synchronously co-located, but where the situations does not allow 

them for natural interactive exchanges. A clear example of this is when participants are unable to track 

each other by one or more visual obstacles, such as with the VR + non-VR setup using HMDs. In a 

way, the participants are both co-located and remote at the same time. They are co-located because 
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they exist in time physically close to each other, but they are also remote from each other virtually 

since they each observe and see things differently. 

Noteworthy though, is that in Ibayashi et al. (2015) and Schubert et al. (2017) who both follow this 

pattern of being technically remote yet co-located, participants have struggled to keep the 

communication exchanges impactful and efficient. It could mean that the lack of visual references 

makes it hard for the interlocutors to maintain a stable conversation, and that the mixed setup of both 

co-located and remote qualities intervenes with each other, thus obstructing each line of type of 

communication. Furthermore, it could mean that for the VR + non-VR setup, designing for one of the 

location-based parameters (remote or co-located) could lead to easier interaction, leaving the remote 

design as the only plausible option due to the HMDs. In this way, the time/space matrix not only helps 

distinguishing different types of groupware, it could also to some extent help predicting which type of 

groupware could be more efficient given certain circumstances. 

2.2 Common Ground 

Common Ground is described by Enfield (2006) to be the stockpile of shared presumptions that fuels 

amplicative inference in communication between interlocutors. According to Clark (1996), common 

ground is accumulated based on the believed shared knowledge, beliefs, and suppositions during an 

activity between interlocutors. Clark (1996) also argues that it is an essential part of coordination in 

joint actions and joint activities. 

Enfield (2006) means that a canonical source of common ground is joint attention. In other words, our 

ability to recognise and jointly stay focused on a single external stimulus while also being conscious 

that the experience is being shared. On a societal level, it involves the informational imperative which 

is about us trying to maintain a common referential understanding during a conversation (Enfield, 

2006).  The greater our common ground is, the less effort we have to make with our interlocutor(s) to 

coordinate actions. Consequently when having higher levels of common ground, communicational 

aspects of interaction should be less burdened which should release for other cognitive capacities to be 

used. 

2.3 Joint Referencing and Joint Attention 

A key component to establish common ground is to refer to the same objects, and this can be done 

with the help of joint attention (Enfield, 2006). A prerequisite for this is that there must be a stimuli to 

focus on to begin with. Vertegaal (1999) points out three requirements for CSCW based synchronous 

remote conferencing systems with the use of screens: 1) the ability to, although relative positions of 

participants, base common reference points, 2) head orientation, and 3) eye-gazing. In a cooperative 

task with HMD wearing VR-users and non-VR-users, a pair would only be able to fulfil the first of 

these points with current technology. The non-VR-users could possibly see head orientation, but not 

eye gazing. But the non-VR would not see the direction the VR-user is facing in the virtual world 
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which would not necessarily correspond to the physical world, which in turn would render head 

orientation tracking useless. Based on these conclusions, these traits could be argued to not be adapted 

for setups of VR and non-VR environments. 

Argyle & Graham (1976) found that when a pair were asked to discuss travel plans around Europe 

with a map in front of them, eye gazing towards the other person decreased drastically and 

significantly in comparison to where they were asked to discuss freely but with the same map present 

(From 77 percent to 6.4 percent). In addition, they also found that higher detailed maps accumulated 

more eye gazing towards the map (Simpler map 69.9 percent, compared to detailed map 91.9 percent). 

A re-interpretation of Argyle & Graham’s (1976) results could be that for focused tasks such as travel 

plan making, a map works as a mediating artefact for participants to create joint referencing upon 

which joint attention could be established. Argyle and Graham (1967) proposes that even for the 

simpler map which only included country names, the map helped thinking processes. In other words, 

even less detailed maps could work as a tool to establish joint attention, which as proposed by Enfield 

(2006) is a canonical source for common ground.  

With above research and the VR + non-VR setup in mind, one could question if joint referencing 

between these two modalities could help improve cooperation between two users. Better 

understanding of these concepts could help improve cooperation between VR and non-VR artefacts.  

2.4 Spatial Ability 

Spatial ability can be defined as the “ability to judge and manipulate spatial information (i.e. the 

relative position of items in a space)” (Stuart-Hamilton, 1995, p.117). Today, the area has several sub-

categories such as spatial cognition, mental rotation, spatial orientation and more, each having 

similarities but also differences. They overlap in the way that they cover the area of spatiality.  

One clear distinction has been made by Hegarty and Waller (2004). According to the authors, spatial 

reasoning can be divided into an egocentric viewpoint and an object-centric viewpoint. The egocentric 

view involves spatial transformation much akin to mental rotation, where focus is to grasp spatial 

relationships from an egocentric angle. The object-centric view involves a perspective taking spatial 

reasoning to imagine a scene from different positions. 

In their article, the authors describe two types of spatial abilities: spatial visualisation and spatial 

orientation. Spatial visualisation is described as the “ability to make object-based spatial 

transformations in which the positions of objects are moved with respect to an environmental frame of 

reference, but one’s egocentric reference frame does not change” (Hegarty & Waller, 2004, p. 176). 

Spatial orientation is described as the “ability to make egocentric spatial transformations in which 

one’s egocentric reference changes with respect to the environment, but the relation between object-

based and environmental frames of references does not change” (Hegarty & Waller, 2004, p.176). In 
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other words, it is the ability to imagine one’s egocentric viewpoint to that of other viewpoints where 

the environment does not change.  

In cooperative tasks of shared environments, participants would need to consider their interlocutor’s 

viewpoints as well as their own. Therefore, it is possible that spatial orientation ability could play an 

important role for the performance tasks where visual viewpoints are exclusive for each participant. 

Examining the role of spatial orientation ability on VR + non-VR collaboration could help map 

possible patterns that could be used for designing cooperative VR + non-VR artefacts. 

2.5 Theoretical Conclusions 
Based on the research of common ground, joint attention and joint referencing, it is possible that 

increased levels of reference points might facilitate a VR + non-VR pair’s efficiency of a collaborative 

task. With Argyle and Graham’s (1976) study in mind, more details of references should lead to more 

concentrated communication and easier joint attention creation which could help lower mental 

workload, increasing efficiency. 

According to Enfield (2006), higher levels of common ground should facilitate a pair or group’s 

ability to coordinate actions and to communicate with each other. Enfield (2006) also means that joint 

attention is a canonical source for common ground. Thus, when a pair establishes joint attention, they 

should also be able to coordinate collaborative actions better. As a consequence of this, offering more 

referencing material should make an easier time to establish joint attention for VR + non-VR users 

which could result in better collaboration efficiency between the two of them. 

It is possible that these visual marks may help only in the commencement of a collaborative task, 

where joint attention has not yet been established. Once this has been done, offered reference stimuli 

may become less meaningful in favour of another material. There is a possibility, on the other hand, 

that for general purposes and large span areas, specific offered joint referencing stimuli could still help 

even though joint attention could already be said to having been established. Hence, it is possible that 

visual reference points might help in some cases but not for all cases. 

As implied by spatial ability research such as Hegarty and Waller (2004), better spatial orientation 

ability could predict easier navigation and manipulations in virtual environments, leading to better task 

efficiency. In the setting of a VR + non-VR setup, it could mean that participants with higher spatial 

orientation ability will find it somewhat easier to do a collaborative task in these virtual environments 

than other participants. 

Since VR + non-VR groupware will present participants with rather different viewpoints it is possible 

that differences between these users will become apparent in a collaborative experiment. More 

research on this matter might help designing research and VR + non-VR groupware products in the 

future.  
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Another similar question to this that arises is if the outcome of a collaborative VR + non-VR task is 

dependent on the VR user or the non-VR user. Possibly, one of the user types has a larger impact of 

the outcome of the experiment while the other one might have a lower impact. The role of each 

participant’s spatial ability and which user role they have might too uncover interesting and important 

considerations when designing for the VR + non-VR setup. 

An indirect consequence from this study will be to briefly discuss the validity of the time/space matrix 

of Baecker et. al (1995) when it comes to VR + non-VR setups. Since it was concluded that the 

time/space matrix of CSCW might not fit the VR + non-VR setup, this study should give some input 

for an upcoming discussion about the matrix and its validity of VR + non-VR setups. This study will 

give no definite answer but will simply demonstrate an example for a topic which could need more 

discussion and scientific input in the future. 
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3 Method 
In this chapter, the method of the study will be explained. 

A laboratory experiment design was adopted. All experiments were performed in the same room at 

Linköping University. To be eligible for the experiment, all participants had to have Swedish language 

as their native tongue, be able to read English and not be colour blind. 

3.1 Design 

All experiments were performed in pairs of two, where each participant having a different role from 

each other, being either a VR-user (Sometimes referred to as “the agent” beneath”) or a non-VR-user 

(Sometimes referred to as “the reader” beneath). The experiment used a repeated measures design. The 

three trial conditions differed in the amount of visual reference points in form of beams of different 

colours offered, 0, 4 or 9. Their task was to first locate the agent on the reader’s map. After completion 

of the first task, the pair’s next subtask was to lead the agent to a specified goal marked on the reader’s 

map. 

In-between each condition, 1-page questionnaires with Likert-scale questions were distributed to both 

participants to be answered individually. Prior to trials, basic background information was gathered 

and a spatial orientation test was performed on both co-participants. After all trials were completed, 

another questionnaire was distributed and answered. However, it was not used for analysis in this 

study. 

3.2 Participants 
A total of 34 Swedish university students aged 19-26 years were recruited to participate in the study 

using a mixture of opportunity sampling and snowball sampling. Out of these, 2 pairs were excluded 

from the analysis since it was later discovered that one participant did not have Swedish as a native 

language, and for another pair an instruction was not clearly understood which had a clear impact on 

the data collected. 30 students, or 15 pairs were used in the data analysis. (N = 30, Mean age = 22.52, 

SD = 1.768 ). 

3.3 Questionnaires 

Questionnaires are a cost-efficient tool that can be used in experiments to gather subjective 

experiences and data (Milne, 1999). Coupled with the use of the Likert scale, they can prove an 

efficient tool to quickly gather data from a large spectrum of areas (Likert, 1932). A Likert scale-

question contain a question that is to be answered in set intervals of 1 to a specified number, giving 

ordinal data (Mogey, 1999). It is often set to 1-5, but 1-7 range Likert scales are also rather common 

(Dawes, 2008). The following experiment adopted identical 1-page post-trial questionnaires to be 

answered in-between the conditions of the repeated measures design. The post-trial questionnaire used 

Likert scale-questions to improve experiment time efficiency and had 9 questions asking about 
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perceived communication, navigation easiness, spatial workload, trust, perceived joint attention, 

giving instructions, receiving instructions, cooperation and the overall perceived challenge of solving 

the trial (See Appendix C).  

3.4 Spatial Orientation Test 

To test for spatial orientation ability, the perspective taking test developed by Hegarty and Waller 

(2004) was used.  The test includes 12 items in which the participants are to imagine themselves 

standing on a specified object and staring on another specified object. From that viewpoint, the 

participants are to mark the direction to a third object using a standardised circle with a clear middle-

point, offering 360 degrees of space. The participants have 5 minutes to finish all the items. To get a 

participant’s score, each item are controlled for how many degrees off the key answer they are to give 

an average number. That number is then divided with how many items the participant managed to give 

an answer to. 

3.5 Material and Setup 
The experiment consisted of a physical world (See figure 3) and a virtual world (See figure 5-8). The 

agent wore a HMD in form of a HTC Vive with one controller, and the reader stood in front of a 32 

Flatfrog inch screen of model Frog Multitouch 3200. In-between the trials, both participants filled the 

1-page evaluation questionnaire (Appendix C) at each end of the room, where the agent would sit at 

the round table.  

The virtual world was made in Unity 5.5.1 using free assets from the Unity asset store. Most of the 

environment could be built solely using the assets, although some C# programming was required to 

make the beams transparent.  

To make the virtual world interactable for the VR-user, Virtual Reality ToolKit (VRTK) version 3.1.0 

was used. Movement between points were made possible using the Bezier-pointer script. Only the 

agent were able to manipulate his or her presence in the virtual world, whereas the non-VR-user would 

observe a static bird’s-view image of the city above. The non-VR-user did not see where the VR was 

on their image. A familiarisation environment was built for the pair to try out and get used to the 

setup, prior to performing the three trials (See figure 4).  



 

13 
 

 

Figure 3: Setup of the experiment. 

 

 

Figure 4: Familiarisation environment with goal marked as "mål". 
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Figure 5: A collage of different viewpoints from the VR-user. A) Standing on a road in the 9-beam condition looking forward. 
B) Standing on an intersection in the 9-beam condition looking upward. C) Activating the Bezier beam for movement in the 

4-beam condition. D) The white square with a letter on, which was placed at the goal for the agent to read loudly. 

 

 

Figure 6: The reader’s view in the 9-beam condition 
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Figure 7: Reader’s view in the 4-beam condition 

 

Figure 8: Reader’s view in the 0-beam condition 

3.6 Pilot Study 

A pilot study was performed with two pairs. Minor adjustments with the questionnaire was made. 

3.7 Ethics 

Thus study was made in line with the ethical guidelines by the Swedish Research Council 

(Vetenskapsrådet, 2002). All participants signed informed consent prior to participating in the study. 
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The participants were fully briefed and debriefed after participating in the study. They had the right of 

withdrawal throughout the full experiment and were able to discard their data collected after 

participating in the study if they wanted to. 

3.8 Procedure 

The pair was let into the testing room and were positioned at tables in separate ends of the room. They 

were given a short briefing of the experiment’s purpose after signing informed consent and 

background information. They were told that the focus of the experiment was about collaboration with 

a VR + non-VR setup, but were not told about its focus on reference points. They were then randomly 

divided into agent and reader using card drawing. Their roles were kept constant throughout the 

experiment. 

Following, the pair individually completed the spatial orientation test over 5 minutes. After this, the 

participants were offered another session for questions after which the experiment would continue to 

the next phase.  

The pair was allocated one of the trial-series of condition 0-4-9, 9-0-4 or 4-9-0. In all conditions, the 

reader stood in front of the screen faced towards the other direction. The agent was placed on an 

intersection of the virtual environment, after which the reader was allowed to turn toward the screen. 

The pair had been told before to as quickly as possible locate where the agent (subtask 1) was on the 

reader’s map. The reader used a marker to guess where on the map the agent could be. The experiment 

verified “no” or “yes, please continue with the next subtask”. The next subtask continued immediately, 

where the pair now had to move the agent from the starting location to a specified location on the 

reader’s map. Again, they were told to do this as quickly as possible. 

The pair did this three times, each being in a different condition. In the 9-beam condition, 9 differently 

coloured beams forming a grid was placed in the virtual environment. In the 4-beam condition, 4 

beams forming a square shape was offered. In the 0-beam condition, no beams were offered.  

After each trial, the participants answered the 1-page post-trial questionnaire. If they wanted, they 

could ask more questions. If the pair had not succeeded their subtask within 300 seconds, the 

experimenter would pause the trial and ask the participants to answer the post-trial questionnaire 

without having completed subtask 2. After this, the trial was resumed but the reader was given the 

exact location of the agent and the pair was asked to continue with subtask 2. 

After all trials, another questionnaire was given to the participants to answer individually. This 

questionnaire was however not used for analysis. Finally, the pair was fully debriefed and was offered 

a last session to ask questions after which they were thanked and let out of the testing area. 
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4 Results and Analysis 

In this chapter, the analysis method Analysis of Variance will be explained. All test results will be 

presented in the order of the research questions of section 1.7 

4.1 Analysis of Variance 
The Analysis of Variance (ANOVA) test is a parametric test used to compare several means (Field, 

2009). In this experiment, both one-way repeated measures ANOVA-tests and two-way repeated 

measures ANOVA-tests were used. Prior to analysing the data, assumptions should be checked for 

violations. The dependent variables should be measured in the interval or ratio level and the 

independent variables must consist of two or more categorical, independent groups. There should be 

no significant outliers and the data should be approximately normally distributed.  

Additionally, one-way ANOVA-test should check for sphericity and two-way ANOVA-test should 

check for homogeneity of variance for each group of the independent variables. Sphericity can be 

checked for using Maulchy’s test and homogeneity of variance can be checked for using Levene’s test. 

All assumptions were checked for in all tests and were met with the exception of normal distribution 

in some means. More specifically subtask 1 completion time and results from the spatial orientation 

task. Subtask 1 completion time was only non-normally-distributed in the 0/4 beams-conditions, 

possibly due to the time capping of 5 minutes. It has been argued that ANOVA-tests are robust against 

violations of this type (Donaldson, 1968; Field, 2009; Glass, Peck, & Sanders, 1972). Thus, it was 

decided that all analyses would still use ANOVA-tests. 

4.2 Results 
In this section, all results will be presented. 

4.2.1 Joint references and subtask 1 time completion. (Q1a) 

A one-way Analysis of Variance (ANOVA) test was performed to investigate the three conditions’ 

effect on subtask 1 completion time efficiency. If the pair reached 300 seconds, the trial was paused 

and the pair was given a set time of 360 seconds.   

Results from the one-way repeated measures ANOVA with a Green-Geisser correction showed that 

the amount of reference points in form of beams did have an effect on time to complete the first 

subtask (F(1.991, 28.870) = 6.674, p = .004). A post hoc test using the Bonferroni correction revealed 

that the 9-beam condition took significantly shorter time to complete compared to the 0-beam 

condition (p = .011) but not the 4-beam condition (p = .090). The 4-beam condition did not differ 

significantly with the 0-beam condition (p = .780). In other words, the only significant difference was 

found between the 9-beam condition and the 0-beam condition. Descriptive statistics and comparisons 

are presented in table 1 and figure 9. 
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Table 1 

Descriptive statistics of time to complete subtask 1 in each condition 

 Mean (s) SD N 

0-beam condition 284.6 91.7 15 

4-beam condition 243.2 113.2 15 

9-beam condition 154.1 89.4 15 

 

 

Figure 9: Average time to complete subtask 1 divided by condition. 

 

4.2.2 Joint references and subtask 2 time completion. (Q1b) 

Next, a one-way repeated measures ANOVA-test with a Green-Geisser correction was performed to 

investigate the three conditions’ effect on finishing the second subtask once joint attention was 

established. Results strongly indicated that once joint attention had been established, the amount of 

beams did not affect the pair’s ability to finish the task (p = .986). Descriptive statistics can be read in 

table 2. 

Table 2 

Descriptive statistics of time to complete subtask 2 in each condition 

 Mean (s) SD N 

0-beam condition 116.4 79.1 15 

4-beam condition 119.8 65.4 15 

9-beam condition 117.0 68.1 15 
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4.2.3 Joint references and communication. (Q1c) 

To test for research question Q1c, a one-way repeated measures ANOVA test with a Green-Geisser 

correction was again performed. The results indicate a similar pattern as Q1a, where visual common 

references seem to be affecting the participant’s report on communication (F(1.915, 55.536) = 6.762,  

p = .003). A Bonferroni post hoc test revealed that only the 0-beam and the 9-beam conditions differed 

significantly (p = .005), and that 0 beams was perceived to yield less good communication than 9 

beams. Descriptive statistics and mean comparisons between conditions can be read in table 3 and 

figure 10. 

Table 3 

Descriptive statistics of reported scores of communication over each condition.  

Communication: 1 = Worst, 7 = Best 

 Mean (Comm) SD N 

0-beam condition 4.80 1.52 30 

4-beam condition 5.40 1.33 30 

9-beam condition 5.97 1.07 30 

 

 

Figure 10: Average reported score of communication divided by each condition. 

Additionally, one-way repeated measures ANOVA-tests with Green-Geisser corrections were 

performed on the participants reports of both receiving and giving instructions over the three 

conditions. No significant difference between the conditions were found in the participant’s reports of 

receiving instructions (F(1.928, 55.904) = 6.409, p = .059). However, reports of giving instructions 

between both type of users gave significant differences (F(1.835, 150.911) = 10.458, p < .001). A 
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both the 4-beam condition (p = .006) and the 9-beam condition (p = .002). This observation can 

clearly be observable in the presentation of descriptive statistics in table 4 and figure 11. 

Table 4 

Descriptive statistics of reported scores of giving instructions over each condition.  

Giving instructions: 1 = Easiest, 7 = Hardest 

 Mean SD N 

0-beam condition 5.03 1.52 30 

4-beam condition 3.53 1.33 30 

9-beam condition 3.27 1.07 30 

 

 

Figure 11: Average reported score of giving instruction divided by each condition. 

4.2.4 Joint referencing and differences in estimated spatial workload depending on 

user role. (Q1d & Q2) 

Since the independent ANOVA-test performed in Q2 (See under) revealed significant differences for 

the non-VR-users in the 0-beam condition in terms of reported spatial workload but not for the VR-

users, the groups were analysed separately using a two-way ANOVA-test to look for possible 

discrepancies between the two groups and reported scores of spatial workload depending on condition. 

(research question Q1d). It tested how the participant’s role (VR or non-VR) as well as condition 

affected reported scores of spatial workload.  

The result of the ANOVA-test resulted in no interaction effect (F(1.72, 24.161) = 3.171, p > .05). A 

main effect was found in the amount of beams (F(1.710, 23,943) = 9.660, p = .001) present and which 

role they had (F(1, 14,000) = 9.853, p = .008). Further analysis with a post-hoc test using Bonferroni 

1

2

3

4

5

6

7

0 Beams 4 Beams 9 Beams

A
v
er

ag
e 

sc
o

re

Condition

Reported difficulty of giving instructions between conditions



 

21 
 

correction revealed that the non-VR users reported significantly higher workload than the VR-users (p 

= .008). Another post-hoc test revealed that the 0-beams condition was reportedly significantly harder 

than both the 4-beams condition (p = .035) and the 9-beams condition (p = .007) in terms of spatial 

workload. The reported scores of the 4-beams condition and the 9-beams condition did not differ 

significantly (p = .179). Visual comparisons and descriptive statistics can be found in table 5 and 

figure 12. 

Table 5 

Descriptive statistics of reported scores of spatial workload, divided by roles and condition. 

 Mean SD N 

VR-user, 0 beams 4.33 1.49 15 

VR-user, 4 beams 4.67 0.98 15 

VR-user, 9 beams 5.53 1.13 15 

Non-VR-user, 0 beams 2.8 1.78 15 

Non-VR-user, 4 beams 4.67 1.25 15 

Non-VR-user, 9 beams 5.13 1.30 15 

 

 

Figure 12: Line-chart of reported scores of spatial workload divided by roles and condition. 
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Several One-Way independent ANOVA tests were performed on the post-trial-questionnaire answers 

to look for any possible discrepancies between VR-user’s answers and non-VR-user’s answers 

(research question Q2). In two cases, trust in condition 0-beams and receiving instructions in condition 

4-beams, the assumption of homogeneity of variance was not met. For these two cases, Welch 

ANOVA tests were adopted. 

Out of all the questions on the post-trial-questionnaire, there was only one discrepancy found which 

was on the perceived spatial workload. On this question, non-VR-users reported it being significantly 

harder dealing with spatial workload in the 0-beams condition compared to the 4-beams condition (p 

= .016) and the 9-beams condition (p = .011). For a visual representation of mean comparisons 

between conditions and users, see figure 13. 

 

Figure 13: Reported spatial workload between users and conditions. 
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4.2.5 Joint referencing and the role of the VR-user or the non-VR-user’s spatial 

orientation ability on subtask 1 time completion. (Q3a & Q3b) 

A two-way repeated measures ANOVA with a Green-Geisser correction was conducted to examine 

the effects of joint reference points as well as the effect of spatial orientation ability from a VR-user on 

time to complete the first task in each condition. There was no significant interaction effect between 

the two independent variables, F(1.92, 11.52) = 1.151, p > .05. However, a significant main effect was 

found for both independent variables, beam-condition (F(1.57, 9.40) = 18.998, p = .001) and spatial 

orientation ability from the VR-user (F(1, 6) = 11.080, p = .016).A post hoc test of pairwise 

comparison with a Bonferroni correction showed that the mean difference between the three beam 

conditions was significant between the 9-beam condition and the 0-beam condition (p = .005), and the 

9-beam condition and the 4-beam condition (p = .034). The mean difference was not found to be 

significant between the 4-beam condition and the 0-beam condition (p = .075). Spatial orientation 

ability also seems to have an impact, where higher spatial orientation ability would predict lower 

average time to finish subtask 1 for the pair (p = .016). See table 6 and figure 14 for descriptive 

statistics and a line-chart of task completion time of subtask 1 for the VR-users between conditions. 

Table 6 

Descriptive statistics of average time to complete subtask 1 for the VR-users, divided by condition and 

spatial orientation group. 

 Average time, High spat (s) SD N Average time, Low spat (s) SD N 

VR-user, 0 beams 233 72.5 7 325 91.5 7 

VR-user, 4 beams 172 101.8 7 298 88.3 7 

VR-user, 9 beams 156 114.7 7 140 63.5 7 

 

 

Figure 14: Average time to complete subtask 1 for the VR-users, divided by spatial orientation group and condition. 
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Another two-way repeated measures ANOVA with a Green-Geisser correction was conducted to 

examine the effects of reference points in form of light beams as well as the effect of spatial 

orientation ability from a non-VR-user on time to complete subtask 1 each condition. A significant 

interaction effect was found between the two independent variables, F(1.12, 6.70) = 5.537, p = .05. 

From table 7 under, descriptive statistics is presented. The interaction effect with lines crossing is 

visually present in figure 15, which is a graph demonstrating subtask 1 completion time for the non-

VR users over the three conditions. 

Table 7 

Descriptive statistics of average time to complete subtask 1 for the non-VR-users, divided by condition 

and spatial orientation group. 

 Average time, High spat (s) SD N Average time, Low spat (s) SD N 

Non-VR-user, 

0 beams 

295 35.0 7 264 36.7 7 

Non-VR-user, 

4 beams 

200 38.5 7 309 33.9 7 

Non-VR-user, 

9 beams 

130 72.5 7 185 42.2 7 

‘ 

 

 

Figure 15: Average time to complete subtask 1 for the non-VR-users, divided by spatial orientation group and condition. 

 

  

50

100

150

200

250

300

350

400

0 Beams 4 Beams 9 Beams

Average time to complete subtask 1 for the Non-VR-

users, divided by spatial orientation group and condition

High Spatial Group

Low Spatial Group



 

25 
 

5 Discussion 

In this chapter, a discussion will be held about the results acquired from this study. Firstly, all results 

will be commented on with regards to the research questions of this study only. Secondly, connections 

to prior research will be made. Thirdly, a discussion about the study’s limitation will be held. Lastly, 

there will be some comments on how RISE Interactive Norrköping can use the results from this study 

in future work.  

5.1 Results discussion  
In this section, all results will be discussed in relation to the research questions presented in section 1.7 

Research Questions. 

5.1.1 Joint references and subtask 1 time completion. (Q1a) 

The results derived from this study implies that joint reference points do have an effect of a pair’s 

experience of a collaborative VR + non-VR environment. More specifically, higher amounts (9) of 

common reference points seems to positively affect a pair’s ability to establish joint attention. The 

effect of lower amount of reference points (4) can however, according to the results of this study, be 

deemed questionable. The parametric results of the ANOVA-tests of Q1a and Q3a indicates that time 

to complete subtask 1 was significantly lower with 9 beams compared to both 4 beams and 0 beams, 

but 4 beams compared to 0 beams did not differ significantly in neither of these tests. On the other 

hand, reported scores shows that the participants judged 4 beams and 9 beams more similarly on the 

post-trial questionnaires compared to 0 beams. There seems to be a mismatch here, in that the 

perceived opinion seems to be that in general, 4 beams is deemed closer to 9 beams while the 

measured results indicates that 4 beams is closer to 0 beams. On the other hand, the test results from 

Q3b gave an interaction effect of condition and spatial ability from the perspective of the non-VR-

users. This complicates the matter somewhat. Careful consideration of VR-user effects and non-VR-

user effects should be made when conducting future VR + non-VR studies. 

5.1.2 Joint references and subtask 2 time completion. (Q1b) 

Results from Q1b’s ANOVA test strongly indicated that once joint attention had been established, the 

beams did not have an effect of the pair’s time to complete subtask 2. This could be because the 

participants instead switched to other reference points rather than the beams. In subtask 1, a building 

or intersection could not be used as an object to discuss around due to visual stimuli overflow from the 

non-VR-user’s side. Once an agent’s whereabout and direction was exposed, these objects could be 

put into context and could more clearly be referenced to. For example, knowing the exact location of 

the agent and knowing the agent is looking northwards, the next intersection can clearly be 

distinguished and referenced to. Consequently, the role of the beams becomes much less meaningful. 
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5.1.3 Joint references and communication. (Q1c) 

Q1c was tested using three results, reported scores of overall communication, reported scores of 

difficulty of receiving instructions and reported scores of difficulty of giving instructions. 

Interestingly, they each differ in pattern somewhat. Communication was found significantly different 

only between the 9-beams condition and 0-beams condition, where 9 beams was regarded to be better. 

On the other hand, difficulty of giving instructions was divided between the 0-beams condition on one 

hand and the 4-beams and 9-beams condition on the other hand. Reported scores of difficulty of 

receiving instructions did not differ significantly at all. Again, this leaves the 4-beam condition 

disputable. Possibly, the effect of 4 beams is present, but the effect is not strong enough, which leaves 

the data to become unreliable. It could mean that there is a trend that needs a larger sample size in 

order to be able to get statistically ensured. Again, the 4-beams condition seems to be judged higher by 

the participants than what the results from Q1a shows. Perhaps the results can be interpreted that the 

level of cognitive dissonance is lowered when there is something to speak around to base joint 

attention on, but than 4 beams is not enough for the spatial spectrum of the task to accompany it. This 

could possibly explain why it was regarded harder to give spatial instructions in-between the 

conditions but not to receive them, since one’s egocentric experience would also have to be 

transmitted via communication. This relationship, however, needs to be further researched in future 

studies.  

5.1.4 Joint referencing and differences in estimated spatial workload depending on 

user role. (Q1d & Q2) 

Although the two roles at large did not seem to differ in their in their reported feelings toward the VR 

+ non-VR setup given in the post-trial questionnaires, non-VR users still found it harder with spatial 

orientation when there was no beams present while the difference was not significant for the VR-users. 

It might mean that the non-VR task was harder than the VR task. The results from Q1d seems to 

support this idea since the non-VR-users’ scores differed significantly from the VR-users’ scores in 

terms of special workload, where the non-VR-users answered that they found it harder than the VR-

users. In general, the reader needed to consider both his or her image of the situation but also try to 

understand the agent’s viewpoint from a 3D-perspective. Meanwhile, the agent mostly had to rely on 

comprehending the spatial directions offered in the virtual environment and via communication, and 

perhaps consider the reader’s map viewpoint from a 2D-perspective.  

Following the pattern from before, reported scores of spatial workload was significantly lower in the 

0-beams condition compared to the two other conditions which did not significantly differ from each 

other. Again, the mismatch between results of Q1a and in this case Q1d is apparent. A reason for this 

could be the use of questionnaires and Likert-scales for this study. For more discussion about this and 

other limitations, see Limitations.  
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5.1.5 Joint referencing and the role of the VR-user or the non-VR-user’s spatial 

orientation ability on subtask 1 time completion. (Q3a & Q3b) 

The findings from Q3a and Q3b yielded different outcomes from each other, again opening up for the 

interpretation of task differences between the VR and non-VR users. Especially interesting is that 

depending on if the VR user or the non-VR user is looked at, a different pattern is showed between the 

beams conditions. Also, different patterns of the high spatial and low spatial orientation groups were 

also found. Non-VR-users gave an interaction effect while VR-users gave main effects. It perhaps 

becomes less surprising if one clearly distinguishes the individual task differences between both 

participants’ in the experiment. They both cooperate for a greater objective, but ultimately they each 

perform different tasks individually. In that case, it should be important to clearly divide each 

participant’s contribution to a CSCW task in a VR + non-VR setup, and not only look towards the 

combined efforts and results – even though that too might be of interest. 

The result of Q3a indicates that for the VR-users, it was the 9-beam condition which stood out in 

comparison to the two other conditions. Judging from figure 14, it seems like more beams (9) 

eliminated group differences of the high and low spatial groups that were present in the other beam 

conditions. This could mean that fewer (4) beams, although feelingly better, were not enough in terms 

of subtask 1 efficiency. The beams’ positions were static in the virtual environment, and the distances 

between them were larger in the 4-beams condition than in the 9-beams condition. The fewer, and 

larger distances between items could have meant that the items in the 4-beams condition required more 

spatial considerations for the VR-users to process. Once 9 beams were offered, more referential and 

spatial reference points were present within the same visual field which could have facilitated spatial 

workload since the degrees of orientation would potentially be lower. In other words, the task could 

have become decreasingly spatial orientation dependent when VR-participants were offered more 

items to focus on. The VR-users were on the other hand freely able to adjust their position so that their 

view would face a beam directly. Still, the next item in the 4-beams condition would degree-wise be 

higher compared to the 9-beams condition. This raises a question if it really is the amount of reference 

points itself that predicts higher subtask 1 efficiency, or if it is the locational degrees offset of the 

items that is more deterministic for the outcome. For future studies, this could be of interest to 

investigate further. 

Contrary to Q3a, the results from Q3b gave significant values of interaction effects. If one looks 

towards the actual task of the non-VR user of this experiment, it can be said to be quite different from 

that of the VR-user. Key concepts of the non-VR-user was to take in the offered visual stimuli from 

the large screen, communicate and understand the descriptions from the VR-user and also translate the 

information traded to make sense on the map. A reverse relationship could perhaps be argued to exist 

for the VR-user, where the VR-user would need to do the same with his or her visual view. However, 

the VR-user was worked mainly by response and did not have to give as many instructions back to the 
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non-VR-user, which may have made the task less demanding, as implied in Q2. In the case with Q3b, 

the results indicates that for the non-VR users in the low spatial group, subtask 1 completion 

efficiency was reduced when there was 4 beams present compared to when there were not any beams 

present. This trend cannot be seen with the VR users in the high spatial group, where 4 beams did 

seem to help. Given this information, it is possible that lower amounts of reference points can have a 

negative impact for users with lower spatial orientation ability. A reason for this could be that when 

some but not sufficiently enough reference points are offered, time is still consumed trying to utilize 

them. This in turn could have led to confusion among these users since the 4-beams solution did not 

benefit them enough. From the results it seems that more reference points (9), both groups benefited 

from the solution. Judging by this, it could be concluded that especially for the non-VR-users sake, 

adding plenty of reference points can facilitate collaboration with a VR + non-VR setup – while 

adding insufficiently amount of reference points could instead be counterproductive. 

Another topic to discuss is that while the groups of spatial orientation ability was significantly 

different in the 0-beams condition for the VR-users, this was not the case for the non-VR-users. Like 

proposed before, this implies task differences between VR and non-VR-users. The two spatial groups 

did not differ from each other in this condition among the non-VR users, but an interaction effect was 

found eventually. This could imply that something has not been accounted for in the experiment. It is 

possible, on the other hand, that the task with a map of a large area present is exponentially hard for all 

users in the 0-beams condition, and that the high spatial group among the non-VR-users require less 

reference points before the solution becomes useful, while the lower spatial group require more 

reference points. Like before, one could also question if it in fact is the number of reference points 

itself that predicts results of this study, or if it is the amount of possible offset degrees to spatially 

navigate around. Being any of these two does not necessarily exclude the possibility of the other, but 

further investigating this area could be of great interest. 

5.1.6 Results conclusion 

To conclude the overall research question of this study, it seems that reference points can have an 

effect on a pair’s ability to collaborate using a VR + non-VR setup. Some unclear relationships remain 

to be investigated further. Especially the differences between the VR user(s) and the non-VR user(s) 

needs more attention, as well as a deeper understanding about the discussion about number of 

reference points contra their required degrees of orientation needed. Participants also seems to judge 

the 4-beams condition beams to be sufficient while the measured data may object if this really is the 

case. In general, it seems like joint referencing is helpful in VR + non-VR collaborative tasks, but that 

there still are many questions that remain to be answered. 

5.2 Connections to prior research 
Research on the area today is limited, and as pointed out by Milovanovic et al., (2017), most of VR 

research has been focused on hardware/software questions. At the very least, the results of this study 
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goes in line with previous studies performed by Smit et al., (2018) and Ibayashi et al., (2015) in the 

way that communicational aspects of VR + non-VR setups are raised. These studies, however, did not 

propose solutions for these issues, something this study has tried to address. By no means should this 

study be regarded absolute, rather it should be regarded as a study in the beginning of a field where 

much more research is needed. 

With regards to the time/space matrix of CSCW proposed by Baecker et al. (1975), this study mainly 

focused on designing with the VR-user in mind. It was discussed above that the matrix might be 

insufficient in describing the relationships of  VR + non-VR setup. Key issues were raised to be that 

the matrix fails to account for setups where the users are technically present to some extent while also 

being technically remote to some extent. It was then proposed that perhaps, designing for non-overlaps 

of the matrix could be beneficiary, and that the matrix should be used to roughly determine what type 

of solution should be aimed for. This might be true, but it might also be oversimplifying. As seen by 

the results, non-VR users found their task harder than the VR users. It is possible that gestures, 

pointing, and body posture from the VR-user still might be of use for the non-VR-user. Head 

orientation could be used as a modality to transfer enhanced or amplified information. For instance, 

lights of different colour might be placed in the physical world around the VR-user to light up when 

different directions are faced or looked at. Walls may also be projected or augmented with additional 

information of various sorts. In this regard, one might find it interesting to go in the other direction and 

find possibilities of VR + non-VR setups where semi-remote and semi-present qualities are 

accentuated instead of being minimised. Next should be to clarify the boundaries of this kind of setup 

in terms of CSCW. There needs to be a discussion to base consensus of whether the VR + non-VR 

setup should be regarded as exclusively belonging to one of the time/space matrix of CSCW’s boxes, 

or if it in fact is overlapping. And if so, what that should imply for the Time/Space Matrix of CSCW 

proposed by Baecker et al. (1975). 

Spatial Orientation Ability strongly predicted subtask 1 efficiency. This goes in line with much prior 

research. The results goes in line with Hegarty and Waller’s (2004) research on the topic. Especially 

interesting in this experiment was the apparent differences between VR and non-VR users in terms of 

spatial orientation ability and its effect on the end result. More research of spatial orientation ability of 

VR and non-VR users in collaborative tasks could lead to better shaped collaborative experience 

between users. An experiment investigating joint visual stimuli on a larger level than this experiment 

could determine if there is a maximum level of joint references that should be used, and if more than 

that amount could have a negative impact. Another topic that could be looked into is joint visual 

stimuli and noise stimuli and their impact on workload and communication or collaboration. 

More reference points was reportedly regarded as facilitating communication among the participants. 

As with Argyle and Graham (1976), participants, when offered a visual stimuli they both could attend 
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to, focus could be made and talked around. Additionally, Argyle and Graham (1976) found that higher 

detailed maps lead to more focus on the visual stimuli rather than the interlocutor. In above 

experiment, more visual reference points lead to better reports of communication. In other words, 

higher detailed visual stimuli could help base joint attention, which as Enfield (2006) proposed a 

canonical source of common ground. An issue with this experiment however, is that all participants 

already knew each other rather or very well. This could be a result of the opportunity sampling method 

which recruited participants in pairs. It is possible that the participants’ prior relations with each other 

could make the results ungeneralizable to strangers or less acquainted pairs. In the future, comparing 

strangers to friends in a similar VR + non-VR-setup could be of interest. 

5.3 Limitations 
The above experiment brings a number of limitations. First, the sample was rather homogenous, being 

Swedish university students between 19-26 years old. A question that could be raised is if the results 

of the study are generalisable for other demographics. A solution for this could be to perform similar 

experiments in different cultures and age groups.  

Another major point is the use of opportunity sampling which recruited all participants in pairs. This 

led all participants to know each other either rather well or very well. Consequently, this might have 

skewed the results in one direction. A more structured experiment, recruiting strangers, could yield 

some different results.  

Running an experiment with the experimenter overtly present always puts a risk for a Hawthorne 

effect (McCarney et al., 2007). Though the tasks were rather performance based, this should always be 

considered. Especially with the use of questionnaires where the participants might have answered 

accordingly to how they though the experimenter wanted them to answer. Additionally, the use of 

Likert scales might have caused a central tendency bias. In future studies, other measures of workload, 

communication and other questions from the post-trial questionnaire could be used to control for this. 

There should also be a discussion about the use of equipment and the virtual environment itself. 

Firstly, the HTC Vive comes with some technical limitations. Perhaps the most important one to 

mention is the field of view of the HTC Vive HMD being 110 degrees. It is possible that a different 

field of view could alter the results somewhat. For instance, a larger field of view would allow for 

more visual stimuli to be presented simultaneously which in turn could lower spatial workload. Thus, 

a question that could be further investigated is whether the field of view of a VR-participant has an 

effect on VR + non-VR collaboration.  

Some VR participants appeared to have a hard time with distance judging in the virtual environment. 

This issue with the HTC Vive has been found before (Kelly, Cherep, & Siegel, 2017). This could have 

impacted some trials where instructions or information traded between users could mismatch the 

actual proportions of the virtual environment, confusing both users and missing a chance to progress. 
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Future technology could possibly fix this, but until then, this issue should be considered when 

performing experiments using the HTC Vive.  

5.4 Implications for RISE Interactive 
The findings of this study touches an area in its early phase, but the results might still be used to 

further develop Urban Explorer and for RISE Interactive in general. Up until now, Urban Explorer has 

followed the same format throughout the years but this and more collaborative VR research opens up 

for new possibilities where the city view and its changes can be explored. One way to further develop 

it is for closed door use in meetings where architects and city planners showcase their ideas. Letting 

stakeholders and responsible authorities take part of ideas in VR might help them immerse themselves 

in the solutions for better understanding and comprehension. For the city planners, better 

understanding of how non-VR users might interact with VR-users could facilitate their showcasing by 

allowing them greater control of the environment. Funnily, the visual obstruction of the “real world” 

would also allow for easier implementation of Wizard of Oz solutions since the HMD wearers will not 

be able to see outside the virtual environment.  

Moreover, the findings of this study might be used for better designed experiences with VR + non-VR 

setup in museums, exhibitions and similar places. In a City planner – Stakeholder situation, at least 

one of the users should have an idea of how the procedure might come to be. In a museum, exhibition 

or visualisation centre, this would many times have to be acquired by the visitors themselves. Better 

understanding of how to base joint attention between VR and non-VR users with little or no 

experience of the environment might be a first step to create engaging group based experiences for 

visitors to come. To date, exhibitors have expressed reluctancy to incorporate HMD based VR 

technology since that would often imply individual experiences, which is not fit for visitors who come 

in groups. With this setup, however, this boundary could be reduced or possibly even eliminated.  

5.5 Future Research 
The results from this study adds some layers that could be further investigated in the future about 

collaborative VR + non-VR setups. One such layer would be to further investigate possible 

discrepancies between how the VR and non-VR users judge the situation, other than the discrepancy 

between VR and non-VR users found in the 0-beams condition of this experiment. Perhaps under more 

stressful conditions, differences between user type could become more apparent. Better knowledge of 

user type discrepancies in judgement could lead to better adapted groupware for each participant(s) to 

better suit their needs.  

Since the experiment consisted only of 19-26 years old Swedish university students, it would be 

interesting to see a similar study performed on other demographic such as elderly, children and other 

cultures. It is possible that the rather young sample of this sample is more technologically adept than 

the elderly, who could have a harder time embracing for instance VR HMDs such as the HTC Vive. 
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With regards to the CSCW time/space model, it was mentioned above that instead of using the model 

to design exclusively for one of the boxes, one could perhaps go towards the other direction and try to 

utilize the cross-spatial present-yet-remote relationship created with a VR + non-VR setup with 

participants in the same room. In this experiment, all stimuli offered was added to the virtual 

environment which did seem to help both users, but the VR-users seems to have gotten more out of it 

that the non-VR users. Since the non-VR-users are present and can sense stimuli outside the virtual 

environment, it is possible that information that could be presented outside for the virtual environment 

for the non-VR-users to see could be beneficial for collaborative tasks. The VR-users’ 

north/east/south/west directional gazing could possibly be amplified using a set of fluorescent lamps 

surrounding the VR-users and the non-VR-user’s screen in a suitable way. Experiments investigating 

similar patterns to this to see if it could be helpful should be important in a coming discussion over the 

time/space model of CSCW and its relation to VR + non-VR setups. 

Furthermore, the role of visual joint reference points should be quantifiably considered to see if there 

is a better number of reference points that should be offered to the users. This experiment utilized 0, 4 

and 9 light beams but it is possible that a number between 4 and 9 could yield other results. In the case 

of this experiment, 9 beams seemed to be the most helpful for all types of participants. One could go 

further with the experiment and investigate if even more joint reference points could help, and see if 

there should be a maximum amount somewhere where simply too many could lead to cognitive 

overload among other things. Another topic that could be of interest for future research could be to 

control for different distances between the stimuli of joint referencing. In this experiment, distance 

between the light beams was more or less arbitrary. Perhaps a closer distance between the beams could 

have been beneficial for the pairs of this experiment. In other words, visual joint referencing stimuli 

density could be one topic that could help with understanding of collaborative VR + non-VR 

groupware. 

It was discussed above if it in fact was the number of possible reference points per se that could be 

said to help the participants in their collaboration, or if it is the amount of possible stimuli with 

satisfyingly low degrees of spatial rotation needed to be able to utilize them that is a better predictor of 

collaboration efficiency. It could be so that it so happened automatically with more beams in this 

experiment that they were spread out in a manner that offered more points that could be more easily 

spatially oriented around. A study more rigidly investigating this topic should be very interesting and 

helpful in future research of VR + non-VR groupware. 

According to the results of this study, participants judged 4 beams to feel better than what the 

measured data implies. This mismatch needs to be addressed. A hypothesis brought in from above 

proposed that the mismatch could be because 4 beams is enough in order to base joint attention on, but 
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not enough to help with the spatial part of the task. A study specifically designed to address this 

should be able to shed light on a very interesting topic.  

Lastly, the role of spatial orientation ability was found to affect the outcome of the collaborative task 

differently depending on user type which suggest meaningful task differences. More research of how 

individual qualities, not only spatial orientation abilities, from each participant and how it affects 

groupware collaboration could lead to better designed products. In some cases, certain groupware 

systems might need to be specifically catered towards one type of user while the other might not need 

just as much help. For instance, with the case of Urban Explorer with VR, it is more important that the 

guest and the stakeholder gets a good experience than the city planner. One could also mean that the 

city planner in this case should be regarded as an expert that can easier mentally manipulate virtual 

city environments. Less interference from software that might not be helpful for the experts could 

mean more control for them instead, leading to better products. Better knowledge of how to design 

around different user types could therefore lead to better experiences for all users. More research of 

how to design around different groupware user types such as VR-users or non-VR users might 

therefore be of very much interest for some. 
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6 Conclusion 

This thesis has investigated the relationship between joint referencing in form of visual light beams 

and their effect on collaborative aspects of VR and non-VR setups. Spatial ability among VR users 

and non-VR users has also been investigated. Largely, it seems like visual reference points do help 

collaboration in VR + non-VR environments to base joint attention – which in turn increase positive 

feelings and experiences for the users of the setup. However, among other things, the amount of joint 

reference points remains to be further researched. In the condition with four joint reference points, 

there were some mismatch between data reported from scales and the measured data. There were also 

differences found between VR-users and non-VR-users and their impact on their task. Nine joint 

reference points eliminated group differences between groups with higher spatial workload and lower 

spatial workload, which should be good knowledge when designing VR artefacts for general use.  

The findings from this study might be used for development of collaborative VR + non-VR artefacts. 

A lot of questions still remain to be further investigated. Better understanding of joint referencing 

between VR and non-VR users could further help create applications that are ready for use large scale. 

Hopefully in a not so far future, this may become the case either directly via VR or via its cousin AR. 

This way, the gap between VR-users and non-VR users might become bridged.  



 

36 
 

  



 

37 
 

7 References 
Argyle, M., & Graham, J. A. (1976). The central Europe experiment: Looking at persons and looking 

at objects. Environmental Psychology and Nonverbal Behavior, 1(1), 6–16. 

https://doi.org/10.1007/BF01115461 

Baecker, R. M., Grudin, J., Buxton, W. A. S., & Greenberg, S. (1995). Groupware and Computer-

Supported Cooperative Work. In Human-Computer Interaction: Toward the year 2000 (pp. 741–

753). San Fransisco: Morgan Kaufmann Publishers. 

Clark, H. H. (1996). Using Language. Cambridge: Cambridge University Press. 

Collyer, M. (2015). The world’s urban population is growing – so how can cities plan for migrants? 

Retrieved from http://theconversation.com/the-worlds-urban-population-is-growing-so-how-can-

cities-plan-for-migrants-49931 

Dawes, J. (2008). Do Data Characteristics Change According to the Number of Scale Points Used? An 

Experiment Using 5-Point, 7-Point and 10-Point Scales. International Journal of Market 

Research, 50(1), 61–104. https://doi.org/10.1177/147078530805000106 

Donaldson, T. S. (1968). Robustness of the F-Test to Errors of Both Kinds and the Correlation 

Between the Numerator and Denominator of the F-Ratio. Journal Of The American Statistical 

Association, 63(322), 660–676. 

Enfield, N. J. (2006). Social Consequences of Common Ground. In Roots of Human Sociality: 

Culture, Cognition and Interaction (pp. 399–430). Oxford: Berg. 

Field, A. (2009). Discovering Statistics Using SPSS (3rd ed.). London: SAGE Publications Ltd. 

Glass, G. V, Peck, P. D., & Sanders, J. R. (1972). Consequences of Failure to Meet Assumptions 

Underlying the Fixed Effects Analyses of Variance and Covariance Author ( s ): Gene V . Glass , 

Percy D . Peckham , James R . Sanders Published by : American Educational Research 

Association Stable URL : http://. Educational Research, 42(3), 237–288. 

Grudin, J. (1994). Computer-supported cooperative work: History and focus. Computer, 27(5), 19–26. 

https://doi.org/10.1109/2.291294 

Hegarty, M., & Waller, D. (2004). A dissociation between mental rotation and perspective-taking 

spatial abilities. Intelligence, 32(2), 175–191. https://doi.org/10.1016/j.intell.2003.12.001 

Ibayashi, H., Sugiura, Y., Sakamoto, D., Miyata, N., Tada, M., Okuma, T., … Igarashi, T. (2015). 

Dollhouse VR: A multi-view, multi-user collaborative design workspace with VR technology. 

SIGGRAPH Asia 2015 Posters, SA 2015, 2–3. https://doi.org/10.1145/2820926.2820948 

 



 

38 
 

Kelly, J. W., Cherep, L. A., & Siegel, Z. D. (2017). Perceived Space in the HTC Vive. ACM 

Transactions on Applied Perception, 15(1), 1–16. https://doi.org/10.1145/3106155 

Likert, R. (1932). A technique for the measurement of attitudes. Archives of Psychology, 22 140, 55. 

https://doi.org/2731047 

McCarney, R., Warner, J., Iliffe, S., Van Haselen, R., Griffin, M., & Fisher, P. (2007). The Hawthorne 

Effect: A randomised, controlled trial. BMC Medical Research Methodology, 7, 1–8. 

https://doi.org/10.1186/1471-2288-7-30 

Milne, J. (1999). Questionnaires: Advantages and Disadvantages. Retrieved from 

http://www.icbl.hw.ac.uk/ltdi/cookbook/info_questionnaires/index.html 

Milovanovic, J., Moreau, G., Siret, D., & Miguet, F. (2017). Virtual and Augmented Reality in 

Architectural Design and Education: An Immersive Multimodal Platform to Support 

Architectural Pedagogy. 17th International Conference, CAAD Futures, 513–532. 

Mogey, N. (1999). So You Want To Use a Likert Scale? Learning Technology Dissemination 

Initiative, 25. Retrieved from 

http://www.icbl.hw.ac.uk/ltdi/cookbook/info_likert_scale/printable.pdf 

Schnipper, M. (2017). Seeing is Believing: The State of Virtual Reality. Retrieved from 

https://www.theverge.com/a/virtual-reality/intro 

Schubert, G., Anthes, C., Petzold, F., & Kranzlmüller, D. (2012). From Physical to Virtual: Real-Time 

Immersive Visualisations from an Architect’s Working Model. 12th International Conference on 

Construction Applications of Virtual Reality (CONVR ’12), (January), 417–426. 

Smit, D., Grah, T., Murer, M., Rheden, V. Van, & Tscheligi, M. (2018). MacroScope : First-Person 

Perspective in Physical Scale Models, 253–259. 

Stuart-Hamilton, I. (1995). Dictionary of Cognitive Psychology. London: Kingsley. 

The Franklin Institute. (2018). History of Virtual Reality. Retrieved from https://www.fi.edu/virtual-

reality/history-of-virtual-reality 

Vertegaal, R. (1999). The GAZE Groupware System: Mediating Joint Attention in Multiparty 

Communication and Collaboration. Proceedings of the SIGCHI Conference on Human Factors 

in Computing Systems, 294–301. https://doi.org/10.1145/302979.303065 

Vetenskapsrådet. (2002). Forskningsetiska principer, 1–17. https://doi.org/91-7307-008-4 

Visualiseringscenter C. (2012). Urban Explorer Table. Retrieved from https://vimeo.com/37306107 

 



 

39 
 

Wang, X. (2007). Agent-Based Augmented Reality System for Urban Design: Framework and 

Experimentation. CAADRIA 2007-The Association for Computer-Aided Architectural Design 

Research in Asis: Digiitization and Globalization, 561–568. Retrieved from 

http://papers.cumincad.org/data/works/att/caadria2007_561.content.pdf 

 

 

  



 

40 
 

Appendix A 

Informerat samtyckesformulär. 

Hej! 

Du är på väg att delta i ett experiment om interaktion mellan Virtual Reality (VR) och icke VR-

användare. Innan experimentet kan starta är det viktigt att du läser igenom detta papper och signerar 

samtycke. Ditt modersmål ska vara svenska, du ska kunna läsa engelska och du får inte vara färgblind. 

Datat framställt från experimentet kommer användas som underlag till en kandidatuppsats inom 

området kognitionsvetenskap och kommer endast hanteras i Linköping. Dina uppgifter kommer 

hanteras anonymt och konfidentiellt och du har själv rätt att bestämma din medverkan i experimentet 

och kan välja att hoppa av när som helst utan att behöva uppge orsak. 

Proceduren kommer se ut som så att ni först kommer göra en spatial uppgift under fem minuter. Efter 

detta kommer ni i ert par slumpvis delas upp i en VR-användare, och en icke-VR-användare som 

kommer stå framför en liggande skärm. Ni ska samarbeta för att lösa specifika uppgifter som kommer 

förklaras senare. Dessa uppgifter görs i tre testomgångar. 

Ifall du vill dra tillbaks din data efter utförande experiment kan du kontakta mig för att få detta skett. 

Som deltagare har du också rätt att ställa frågor när som helst, men under testomgångarna har 

experimentledaren en limiterad möjlighet att svara på alla frågor. Det går dock bra att ställa frågor 

mellan varje testomgång. 

Tack för ditt deltagande! 

 

 

 

Jag har tagit del av den skriftliga informationen gällande studien, och jag har fått möjlighet att ställa 

frågor kring min medverkan i studien samt fått dessa besvarade. Jag ger härmed mitt samtycke till 

att vara med i experimentet. 

 

_____________________ 

Signatur 

 

_____________________ 

Namnförtydligande 

 

_____________________ 

Datum 
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Appendix B 

Bakgrundsinformation 

Deltagare: ___ 

Ålder: ___ 

 

Fråga 1. Hur mycket vana har du av datorspel eller Tv-spel? Ringa in ditt svar. 

Ingen vana    (1)       (2)       (3)       (4)       (5)       (6)       (7)     Mycket vana 

   (Aldrig)          (Varje dag) 

 

Fråga 2. Hur mycket vana har du av FPS-spel? (T.ex. Counter Strike, Call of Duty, Overwatch) 

Ingen vana    (1)       (2)       (3)       (4)       (5)       (6)       (7)     Mycket vana 

   (Aldrig)          (Varje dag) 

 

Fråga 3. Hur mycket vana har du av Virtual Reality? Ringa in ditt svar. 

Ingen vana    (1)       (2)       (3)       (4)       (5)       (6)       (7)     Mycket vana 

   (Aldrig)          (Varje dag) 

 

Fråga 4. Hur väl känner du din partner i experimentet? Ringa in ditt svar. 

¶ Aldrig träffat 

¶ Inte så väl 

¶ Ganska väl 

¶ Mycket väl 
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Appendix C 

Utvärderingsformulär 1 

¶ Hur tyckte du att kommunikationen gick med din partner under denna specifika testomgång? Ringa in ditt 

svar.  

Mycket dåligt  (1)       (2)       (3)       (4)       (5)       (6)       (7)     Mycket bra 

 

 

 

¶ Hur krävande var det att navigera i den virtuella miljön under denna specifika testomgång?  

 

Minst krävande    (1)       (2)       (3)       (4)       (5)       (6)       (7)     Mest krävande 

 

 

 

¶ Till hur stor del hade du koll på den rumsliga ytan i denna virtuella värld för denna specifika testomgång?  

 

Inte alls  (1)       (2)       (3)       (4)       (5)       (6)       (7)     Helt och hållet 

 

 

 

¶ Till hur stor del kände du att du kunde lita på din partner för denna specifika testomgång?  

 

Inte alls    (1)       (2)       (3)       (4)       (5)       (6)       (7)     Helt och hållet  

 

 

 

¶ Till hur stor del tror du att du och din partner delade en gemensam uppfattning av den rumsliga ytan i denna 

virtuella värld för denna specifika testomgång? 

Inte alls    (1)       (2)       (3)       (4)       (5)       (6)       (7)     Helt och hållet 

 

 

 

¶ Hur var det att ge instruktioner till din partner för denna specifika testomgång?  

            Mycket lätt   (1)       (2)       (3)       (4)       (5)       (6)       (7)     Mycket svårt 

 

 

 

¶ Hur var det att ta emot instruktioner från din partner för denna specifika testomgång? 

      Mycket lätt   (1)       (2)       (3)       (4)       (5)       (6)       (7)     Mycket svårt 

 

 

¶ Hur fungerade samarbetet för att lösa uppgiften med din partner för denna specifika testomgång? 

 

          Mycket dåligt    (1)       (2)       (3)       (4)       (5)       (6)       (7)     Mycket bra 

 

¶ Hur var det att lösa uppgiften? 

 

          Mycket lätt    (1)       (2)       (3)       (4)       (5)       (6)       (7)     Mycket svårt 
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Appendix D 

Utvärderingsformulär 2  

 

¶ Hur upplevde du att det gick att samarbeta med din partner med detta upplägg, där en person 

använder VR och en annan står framför en skärm? Ringa in ditt svar. 

Mycket dåligt   (1)     (2)     (3)     (4)     (5)     (6)     (7)   Mycket bra 

 

 

¶ Hur närvarande kände du dig i den virtuella värld som agerades i? 

Inte alls närvarande   (1)     (2)     (3)     (4)     (5)     (6)     (7)   Mycket närvarande 

 

 

¶ Hur väl tyckte du att lösningen med 4 färgade strålar från marken i kvadratform hjälpte utförandet 

av uppgiften? 

Mycket dåligt    (1)     (2)     (3)     (4)     (5)     (6)     (7)   Mycket bra 

 

 

¶ Hur väl tyckte du att lösningen med 9 färgade strålar från marken i ett rutnät-system hjälpte 

utförandet av uppgiften? 

Mycket dåligt    (1)     (2)     (3)     (4)     (5)     (6)     (7)   Mycket bra 

 

 

¶ Tyckte du att lösningen med strålar från marken gav tillräckligt stöd för uppgiften (4 och 9 

respektive)? Har du några förslag på ändringar eller förbättringar som skulle kunnat ha underlättat 

uppgiften? 

 

 

 

 

 

 

¶ Har du några andra eventuella kommentarer om testet du nyss utfört? (Fritext) 

 

 

 

 


