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ABSTRACT. We present a two dimensional model describing the elastic behaviour of the wall of a curved pipe to model blood vessels in particular. The wall has a laminate structure consisting of several anisotropic layers of varying thickness and is assumed to be much smaller in thickness than the radius of the vessel which itself is allowed to vary. Our two-dimensional model takes the interaction of the wall with the surrounding material and the fluid flowing inside into account and is obtained via a dimension reduction procedure. The curvature and twist of the vessel axis as well as the anisotropy of the laminate wall present the main challenges in applying the dimension reduction procedure so plenty of examples of canonical shapes of vessels and their walls are supplied with explicit systems of differential equations at the end.

1. Introduction

Pipes carrying fluids are ubiquitous in our surroundings and hence have been the subject of significant research. Fluid-flow through rigid pipes has been studied quite extensively, although, much of the literature is about straight pipes. In comparison, research on elastic pipes is not as abundant. The study of flow through elastic pipes is quite significant due to the numerous areas of application. Elastic tubes are found in various artificial mechanisms such as fuel or water transmission, vehicular systems, fire extinguishers etc. With the development of new strong and light materials, the study of flexible tubes with thin, laminar walls acquire more importance. Moreover, elastic tubes also occur naturally in biological systems such as the respiratory system, the digestive system, the renal system, the cardiovascular system etc, see [5]. In particular, various one-dimensional models of flow through thin elastic pipes have been used to model blood flow.

There are a few ways to model the elastic properties of the walls of pipes having a cylindrical reference geometry by introducing some simplifying assumptions on the wall structure. For example, assuming a thin shell model for the wall results in the models presented in [14]. Another shell model called the Koiter shell model along with the Kelvin-Voigt model for viscoelastic materials has been used in [18]. Navier equations are also used in modeling the elastic walls by assuming the wall to be an elastic, incompressible membrane, see [4,15,17]. However, all these models, and even more elementary versions of the model presented here [7,8], only deal with walls of straight sections of pipes despite the obvious existence of their curvilinear counterparts in many areas.
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Figure 1. A section of a vessel along with a magnified cross-section showing the layered structure of the vessel wall. The region $\Gamma$ constitutes of $\Gamma_{\text{out}}, \Gamma_1, \Gamma_2, \Gamma_{\text{in}}$ and the space enclosed between these layers. The hollow interior of the vessel is denoted by $\Omega$.

Our aim with this article is to derive a two dimensional model describing the elastic behaviour of the wall of a curved pipe, a blood vessel in particular (allowing reasonably high curvature and torsion). Apart from the general geometry considered in this article, the novelty of our work lies in the fact that we derive the model taking into account the laminate structure of the wall as well as the anisotropic structure of each layer. We have also included the mechanical influence of the material surrounding the vessel as this can also play a vital role in blood flow, see [12]. Furthermore, we have an extra term in our model representing other external influences such as those produced by the movement of limbs. Assuming that the thickness of the wall is small compared to the diameter of the blood flow channel, we perform dimension reduction following the classical scheme of asymptotic analysis, cf. [2, 3, 13, 16] and others, but we modify it and, as is important to ensure the calculations are tractable, adapt the convenient Voigt-Mandel notation to the curvilinear non-orthogonal coordinate system used. We build on the work for the case of a straight cylinder in [7, 8] and develop the model for a very general vessel geometry. We provide examples of some simple cases with explicit equations for these cases in (4.1), (4.2), (4.3), (4.4) and (4.5).

1.1. Formulation of the problem. We consider a segment of a blood vessel and denote the hollow interior, which is also known as lumen, by $\Omega$, as shown in figure 1. Let $\Gamma$ denote the part of the blood vessel wall surrounding the region $\Omega$ except at the two open ends. In other words, $\Gamma$ is a deformed hollow cylindrical pipe enveloping the region $\Omega$. $\Gamma$ has a layered structure with the layers separated by deformed cylindrical surfaces $\Gamma_{\text{in}}, \Gamma_1, \ldots, \Gamma_m, \Gamma_{\text{out}}$ where $\Gamma_{\text{in}}$ denotes the interior boundary of $\Gamma$ closest to $\Omega$ and hence in direct contact with the blood flow and $\Gamma_{\text{out}}$ denotes the exterior boundary of $\Gamma$ that is adjacent to the surrounding muscle tissue. For a blood vessel, these layers are typically made of anisotropic elastic materials such as collagen or smooth elastic tissues which contribute to their elastic properties. We assume that a central curve through the interior of the vessel is given and has a general geometry allowing non-zero curvature and torsion. We use this central curve as a reference to describe the surrounding regions $\Omega$ and $\Gamma$ in suitable coordinates. We
also assume that along the given central curve, the vessel has a circular cross-section with slightly varying radius along the length of the vessel. This assumption is based on a result in [8] where an optimal property of the cross-section was verified. It should be noted here that the calculations are largely the same even for non circular cross-section, although the resulting expressions are more complicated.

We assume that we have a fixed Cartesian coordinate system for the ambient three dimensional space and we use it to describe other suitable curvilinear coordinate systems.

In order to formulate the problem at hand, we introduce a few notations. For some time interval $[0, T]$, let the velocity field of the blood flowing through the lumen of the vessel be denoted by $v : \Omega \times [0, T] \rightarrow \mathbb{R}^3$. This provides us the velocity of the blood particles at any given location in $\Omega$ at any particular instance in time. The displacement field in the vessel wall is denoted by $u : \Gamma \times [0, T] \rightarrow \mathbb{R}^3$, $u = (u_1, u_2, u_3)$. This describes the displacement of any point of the vessel wall after deformation with respect to its position in the undeformed vessel wall. Let $p : \Omega \times [0, T] \rightarrow \mathbb{R}$ denote the ratio of pressure within the blood in the vessel and the blood density which is assumed to be constant in our case.

We further assume that the deformations in the vessel wall are sufficiently small, allowing us to employ the linearized theory of elasticity. In order to describe the stresses present in the material, we use the Cauchy stress tensor, denoted by $\sigma = \{\sigma_{ij}\}_{i,j=1}^3$. On the other hand, we use the linear strain tensor, denoted by $\varepsilon = \{\varepsilon_{ij}\}_{i,j=1}^3$, to quantify the infinitesimal deformations in the vessel wall. See [9,10] for a detailed description of the stress and strain tensors.

Now we are in a position to introduce the governing equations of elasticity theory in our case of the elastic vessel wall. We start with the relation between the stress tensor and the linear strain tensor in the vessel wall. According to Hooke’s law for linear elasticity, the stress tensor is linearly dependent on the strain tensor. Hence,

$$\sigma_{ij} = \sum_{k,l=1}^{3} A_{ij}^{kl} \varepsilon_{kl} \quad (1.1)$$

with $A_{ij}^{kl}$ being the components of the stiffness tensor $A$ having the symmetries $A_{ij}^{kl} = A_{ji}^{kl} = A_{lk}^{ji}$. It is also coercive so that $\sum_{i,j,k,l=1}^{3} A_{ij}^{kl} \xi_{kl} \xi_{ij} \geq C_A \sum_{k,l=1}^{3} |\xi_{kl}|^2$ for some constant $C_A > 0$ and any rank 2 symmetric tensor $\{\xi_{kl}\}_{k,l=1}^{3}$. It is the stiffness tensor that contains the information about the elastic qualities of the material in question. We assume that $A_{ij}^{kl}$ are constant across a layer, although they can be different for different layers.

The strain tensor and the displacement vector have the relation

$$\varepsilon_{kl} = \frac{1}{2} \left( \frac{\partial u_k}{\partial x_l} + \frac{\partial u_l}{\partial x_k} \right). \quad (1.2)$$

Newton’s second law of motion gives us the final set of equations for the vessel wall.

$$\nabla \cdot \sigma = \rho \frac{\partial^2 \mathbf{u}}{\partial t^2} \quad \text{in} \, \Gamma, \quad (1.3)$$
where $\rho$ is the vessel wall mass density which is assumed to be piecewise continuous across the layers.

We supplement the stated set of equations with the following boundary conditions. On the inner boundary $\Gamma_{in}$, we have an equilibrium condition due to traction in the wall, given as $\sigma n$ for the outward unit normal $n$, balancing out the hydrodynamic force from the fluid motion. We also have a dynamic no-slip condition equating the velocities of the wall surface and that of the fluid at the surface. So, with $h$ being a small parameter denoting the ratio of the average thickness of the wall to a chosen reference radius of the vessel, we have

$$\sigma n = h\rho_b F$$

and

$$\partial_t u = v$$
on $\Gamma_{in}$,

(1.4)

where $\rho_b$ is the blood density and $F$ is the normalized $^1$ hydrodynamic force in the blood given by

$$F = -\rho n + 2\nu \text{def}(v)n$$

where def is the symmetrized gradient operator and $\nu$ is the dynamic viscosity of blood.

On the outer boundary $\Gamma_{out}$, we again have a balance of forces exerted by the surrounding muscle material, external forces and traction. Hence, again with the same small parameter $h$, we get

$$\sigma n + hKu = hf$$
on $\Gamma_{out}$,

(1.5)

where $hK$ is the tensor corresponding to the elastic response of the surrounding muscle tissue so that $Ku = k(u \cdot n)n$ for some given constant $k$ and $f$ is the normalized force exerted on the vessel by external factors. In most cases, $f = 0$ as the effect of external factors are negligible compared to the forces exerted by the surrounding muscle material. The tensor $K$ is described in the Appendix A.

2. Geometric setup and notations

2.1. Setting up a curvilinear coordinate system. In many modeling problems, the choice of a coordinate system proves to be crucial as it greatly affects the ease with which we can carry out computations. Having this in mind, we begin modeling by choosing a suitable coordinate system that simplifies the computations even in the case of the most general geometry of the vessel. We assume a centre curve of the vessel to be known and given by an arc-length parameterized curve $c \in C^2([0, L], \mathbb{R}^3)$ for some positive real $L$ that represents the total length of the considered vessel. We may assume the initial conditions

$$c(0) = (0, 0, 0)^T$$

and

$$c'(0) = (0, 0, 1)^T.$$

(2.1)

Henceforth, if a function, say $f$, depends only on one variable, we denote its derivative by $f'$. The arc-length parameter is denoted by $s$. We use this centre curve to develop the required coordinate frames.

$^1$With the introduction of the small parameter $h$ representing the thinness of the wall, the forces acting on the wall need to be appropriately adjusted in accordance with $h$ in order to get reasonable orders of magnitudes that facilitate correct asymptotic analysis. One can expect for example that a very thin wall can withstand only forces having small orders of magnitude. Hence we normalize the forces to have the factor $h$ with them.
At first, we need to build a right handed coordinate frame at each point \(c(s)\). It is natural to take one of the coordinate directions to be \(c'(s)\) and the other two to be perpendicular to it. Let \(e_1\) be one such unit vector perpendicular to \(c'\) at each \(s\).

We could use the Frenet frame to define \(e_1(\theta, s) = \cos \theta N(s) - \sin \theta B(s)\) where \(N\) and \(B\) are the unit normal and the unit binormal of the curve \(c\), if we assume that the curve has non vanishing curvature. Consider the surface \(S(\theta, s) = c(s) + r_\delta e_1(\theta, s)\) for some \(r_\delta > 0\). The surface \(S\) is a pipe around the centre curve so that every point on it has a constant distance \(r_\delta\) from the centre curve. Simple calculations with the help of the Serret-Frenet formulas show that, \(r_\delta^{-2}(\partial S(\theta, s)/\partial \theta) \cdot (\partial S(\theta, s)/\partial s)\) is equal to the negative of the torsion of the curve \(c\). As the partial derivatives of \(S\) with respect to \(\theta\) and \(s\) give us the coordinate directions for the respective parameters, we conclude that the coordinate lines do not intersect at right angles when \(c\) has nonzero torsion. For this reason, we reject this choice of coordinate frame.

A better choice proves to be one based on the requirement that the change in \(e_1\) as we travel along the central curve, should be coplanar with \(e_1\) and \(c'(s)\), that is, \(\partial_s e_1 \cdot (e_1 \times c') = 0\). This prevents the coordinate lines corresponding to \(s\) from ‘wrapping around’ the tubular surface due to torsion of the centre curve. Since \(e_1\) is a unit vector, we have

\[
\partial_s e_1 \cdot e_1 = 0.
\]

Also, as \(c'\) is perpendicular to \(e_1\) at each \(s\), it follows that

\[
\partial_s e_1 \cdot c' = -c'' \cdot e_1.
\]

Therefore, the coplanarity condition on the vector \(\partial_s e_1\) with the orthonormal vectors \(\{c', e_1\}\) is equivalent to

\[
\partial_s e_1 = (\partial_s e_1 \cdot c')c' + (\partial_s e_1 \cdot e_1)e_1 = -(c'' \cdot e_1)c'.
\]

We choose the initial value of \(e_1\) at \(s = 0\) to be \((\cos \theta, \sin \theta, 0)^T\) for some \(\theta \in [0, 2\pi]\). Then we obtain the following initial value problem that defines \(e_1\)

\[
\partial_s e_1(\theta, s) = -(c''(s) \cdot e_1(\theta, s))c'(s) \quad \text{and} \quad e_1(\theta, 0) = (\cos \theta, \sin \theta, 0)^T.
\]

Defining \(e_2(\theta, s) = c'(s) \times e_1(\theta, s)\), the triple \(\{e_1(\theta, s), e_2(\theta, s), c'\}\) forms an orthonormal frame at each point \(c(s)\) for a given angle \(\theta\). As a result, we have

\[
\partial_s e_2(\theta, s) = c''(s) \times e_1(\theta, s) + c'(s) \times \partial_s e_1(\theta, s) = c''(s) \times (e_2(\theta, s) \times c'(s)) + 0
\]

\[
= c''(s) \cdot c'(s)e_2(\theta, s) - c''(s) \cdot e_2(\theta, s)c'(s) = -c''(s) \cdot e_2(\theta, s)c'(s).
\]

The initial condition for \(e_2\) reads

\[
e_2(\theta, 0) = c'(0) \times e_1(\theta, 0) = (-\sin \theta, \cos \theta, 0)^T.
\]

So we obtain

\[
\partial_s e_2(\theta, s) = -(c''(s) \cdot e_2(\theta, s))c'(s) \quad \text{and} \quad e_2(\theta, 0) = (-\sin \theta, \cos \theta, 0)^T.
\]

The equations \((2.2)\) and \((2.3)\) ensure that the frame \(\{c', e_1, e_2\}\) is a so called ‘rotation minimizing frame’, see [1,6].
One can find a rotation-matrix valued function $R$ so that $e_i(\theta, s) = R(s)e_i(\theta, 0)$ for $i = 1, 2$. Then it is readily obtained that

$$\partial_\theta e_1(\theta, s) = e_2(\theta, s)$$

and

$$\partial_\theta e_2(\theta, s) = -e_1(\theta, s).$$

The parameter $\theta$ corresponds to the orientation of the vectors $e_1(\theta, s)$ and $e_2(\theta, s)$ for given $s$ with respect to some reference vector in the same disc perpendicular to the corresponding tangent vector $c'(s)$ of the central curve. Note that in the torsion free case, when $c'' = (1, 0, 0)^T$, the orthonormal frame is same as $\{\cos \theta N(s) - \sin \theta B(s), \sin \theta N(s) + \cos \theta B(s), c'(s)\}$ where $N$ and $B$ are respectively the unit normal and the unit binormal of the curve $c$.

We have two parameters, namely, $\theta$ and $s$, that describe the inner boundary of the wall of the vessel. Next we construct a coordinate system in the wall. In order to include the information of the layered structure of the vessel wall, we assume that the layers are given as level sets of a sufficiently smooth function $G : \mathbb{R}^3 \to \mathbb{R}$. The innermost layer is given as $\{x \in \mathbb{R}^3 | G(x) = 0\}$ while the outermost layer is given as $\{x \in \mathbb{R}^3 | G(x) = H\}$ where $H > 0$ is some fixed reference thickness of the vessel wall. In particular, $G$ could be assumed to have the form $G(x) = d(x)a(x)$ where $d(x)$ is the distance of $x$ from $\Gamma_{in}$ and $a(x)$ is a suitable scaling so as to keep $G$ constant over a given surface. The normal vector field across the layers is given by $\nabla G$. Let another parameter $n$ be such that it corresponds to the layer (we assume there exists a continuum of level surfaces filling up $\Gamma$) to which a given point belongs. In other words, let $n = G(x)$. Differentiating with respect to $n$, we get

$$1 = \nabla G(x) \cdot \partial_n x.$$ 

On the other hand, the integral curves of the vector field $\partial_n x$, have tangents $\partial_n x$ parallel to $\nabla G$. Hence, with the help of the relation above, we get the integral curves by solving ordinary differential equation

$$\partial_n x(n, \theta, s) = \frac{\nabla G(x(n, \theta, s))}{|\nabla G(x(n, \theta, s))|^2}.$$ 

The initial condition on such lines are that they originate on $\Gamma_{in}$ where $n = 0$. In other words, for some $\theta \in [0, 2\pi]$ and $s \in [0, L]$,

$$x(0, \theta, s) = c(s) + r(s)e_1(\theta, s)$$

where $r(s)$ is the given radius of the interior channel.

Thus, we have three parameters describing the vessel wall in a curvilinear coordinate system. The parameter $n$ corresponds to the direction perpendicular to the layers, $s$ corresponds to the tangential direction along the central curve while $\theta$ corresponds to the direction tangential to the closed curve determined by fixed $n$ and $s$.

The relation between the Cartesian and the curvilinear coordinate system in the wall is

$$x(n, \theta, s) = c(s) + r(s)e_1(\theta, s) + \int_0^n \frac{\nabla G(x(\tau, \theta, s))}{|\nabla G(x(\tau, \theta, s))|^2} d\tau.$$
2.2. **Basis vectors and differential operators.** In order to use the formulae mentioned in Subsection 1.1 in terms of the new coordinates, we need to express the vectors, tensors and differential operators in a suitable basis. A detailed presentation of tensor algebra in curvilinear coordinates for application to continuum mechanics can be found in Appendix D of [10].

In what follows, we let \( \partial_1 = \partial/\partial n \), \( \partial_2 = \partial/\partial \theta \) and \( \partial_3 = \partial/\partial s \). Also, we adopt Einstein’s summation convention, that is, repeated indices (when appearing concurrently at both top and bottom positions in a term) are assumed to be summed over the index set, which is \{1, 2, 3\} in our case.

We now define a set of contravariant basis vectors for tangent vectors inside the wall structure. Let \( x_i = \partial_i x \) for \( i = 1, 2, 3 \) and some \( x \in \Gamma \). This leads to the definition of the rank 2 metric tensor as \( g_{ij} = x_i \cdot x_j \) for \( i, j = 1, 2, 3 \). Let \( g \) denote the matrix \([g_{ij}]\).

We may also define a set of covariant or reciprocal basis vectors for the same space (cf. Appendix D of [10]) which are given as \( x^i = g^{ij} x_j \) where \( g^{ij} \) is such that \( g^{ij} g_{jk} = \delta^i_k \) with \( \delta^i_k \) being the Kronecker delta. Note that contra-basis vectors have bottom indices while the reciprocal basis vectors have top indices. In our case, both the vectors \( x_1 \) and \( x^1 \) are parallel to the normal direction across the layers at each point in the wall. This makes it easier for us to formulate the physical laws.

In order to express derivatives in a curvilinear system, we need the Christoffel symbols corresponding to the curvilinear system which are defined as \( \Gamma^i_{jk} = x_i \cdot \partial_j x_k \) for \( i, j, k = 1, 2, 3 \). They are symmetric in the lower indices, i.e., \( \Gamma^i_{jk} = \Gamma^i_{kj} \).

With the help of these relations, we can define the gradient operator as \( \nabla = x^i \partial_i \), see appendix E in [10]. We are now in a position to express quantities like gradient and divergence of tensors in our curvilinear coordinates. For any vector \( v = v_j x^j \), its gradient is given as

\[
\nabla v = (\partial_i v_j - \Gamma^k_{ij} v_k) x^i x^j.
\]

Also, for any rank 2 tensor \( \sigma = \sigma^{ij} x_i x_j \), its divergence is expressed as

\[
\nabla \cdot \sigma = (\partial_i \sigma^{ik} + \Gamma^i_{ij} \sigma^{jk} + \Gamma^k_{ij} \sigma^{ij}) x_k.
\]

Similarly, the deformation (symmetric gradient) tensor for any vector turns out to be

\[
2 \text{ def}(v) = (\partial_i v_j + \partial_j v_i - 2 \Gamma^k_{ij} v_k) x^i x^j.
\]

2.3. **Volume elements.** The infinitesimal volume element with respect to the new variables is

\[
dv = \sqrt{\det(g)} dn d\theta ds, \tag{2.4}
\]

where \( \det(\cdot) \) denotes the determinant.

Similarly, the infinitesimal surface element on a surface with fixed \( n \) is

\[
dS = \sqrt{g_{22} g_{33} - (g_{23})^2} d\theta ds. \tag{2.5}
\]
2.4. **Rearranged Voigt-Mandel notation.** As is evident from the formulae above, one has to deal with a good number of indices in each of the equations. The stress and strain tensors are each rank 2 tensors whereas the stiffness tensor is a rank 4 tensor which has 81 components. However, owing to certain symmetries, the number of independent components are only 21. Certain rotational symmetries further bring down the number to 18. We use a rearranged Voigt-Mandel notation to write only the independent quantities. In this notation, the strain tensor \( \varepsilon = \varepsilon_{ij} x^i x^j \) is represented as

\[
\varepsilon = \left( \varepsilon_{11}, \sqrt{2} \varepsilon_{12}, \sqrt{2} \varepsilon_{13}, \varepsilon_{22}, \varepsilon_{33}, \sqrt{2} \varepsilon_{23} \right)^T.
\]

We express the stress tensor \( \sigma = \sigma_{ij} x_i x_j \) in the Voigt-Mandel notation by

\[
\sigma = \left( \sigma^{11}, \sqrt{2} \sigma^{12}, \sqrt{2} \sigma^{13}, \sigma^{22}, \sigma^{33}, \sqrt{2} \sigma^{23} \right)^T.
\]

On the other hand, the symmetric gradient operator is represented as the matrix \( D \) defined via

\[
D^T = \begin{bmatrix}
\partial_1 - \Gamma_{11} & 2^{-1/2}(\partial_2 - 2 \Gamma_{12}) & 2^{-1/2}(\partial_3 - 2 \Gamma_{13}) & -\Gamma_{22} & -\Gamma_{33} & 2^{-1/2}(-2 \Gamma_{23}) \\
-\Gamma_{11} & 2^{-1/2}(\partial_1 - 2 \Gamma_{12}) & 2^{-1/2}(-2 \Gamma_{13}) & \partial_2 - \Gamma_{22} & -\Gamma_{33} & 2^{-1/2}(-2 \Gamma_{23}) \\
-\Gamma_{11} & 2^{-1/2}(-2 \Gamma_{12}) & 2^{-1/2}(\partial_1 - 2 \Gamma_{13}) & -\Gamma_{22} & \partial_3 - \Gamma_{33} & 2^{-1/2}(-2 \partial_2 + 2 \Gamma_{23})
\end{bmatrix},
\]

so that for a vector \( u = u^i x^i \), \( D(u_1, u_2, u_3)^T \) gives the Mandel-Voigt notation for the rank 2 tensor \( \text{def}(u) \) in the chosen basis.

The divergence operator for a rank 2 tensor is represented as the matrix \( -D^* \) where \( D^* \) is the Hermitian conjugate of \( D \) with respect to the surface measure defined in (2.5), i.e.

\[
\int_S (D^* u)^T v \sqrt{g_{22} g_{33} - (g_{23})^2} d\theta ds = \int_S u^T (D v) \sqrt{g_{22} g_{33} - (g_{23})^2} d\theta ds
\]

for all \( u, v \in L^2(\mathbb{R}^2, \mathbb{R}^3) \) such that \( u|_{s=0,L} = 0 = v|_{s=0,L} \) and any level surface \( S \) contained in \( \Gamma \). We have in this case,

\[
D^* = -\begin{bmatrix}
\partial_1 + \Gamma_{11} & 2^{-1/2}(\partial_2 + \Gamma_{12}) & 2^{-1/2}(\partial_3 + \Gamma_{13}) & \Gamma_{22} & \Gamma_{33} & 2^{-1/2}(2 \Gamma_{23}) \\
\Gamma_{11} & 2^{-1/2}(\partial_1 + \Gamma_{12}) & 2^{-1/2}(2 \Gamma_{13}) & \partial_2 + \Gamma_{22} & \Gamma_{33} & 2^{-1/2}(2 \Gamma_{23}) \\
\Gamma_{11} & 2^{-1/2}(2 \Gamma_{12}) & 2^{-1/2}(\partial_1 + \Gamma_{13}) & \Gamma_{22} & \partial_3 + \Gamma_{33} & 2^{-1/2}(2 \partial_2 + \Gamma_{23})
\end{bmatrix}
\]

so that for \( \sigma = \sigma_{ij} x_i x_j \), \( -D^* \left( \sigma^{11}, \sqrt{2} \sigma^{12}, \sqrt{2} \sigma^{13}, \sigma^{22}, \sigma^{33}, \sqrt{2} \sigma^{23} \right)^T \) is the coordinate matrix corresponding to the vector \( \nabla \cdot \sigma \) expressed in the contravariant basis.

### 3. Modelling of elastic walls

In this section, we shall obtain our two-dimensional model of the elastic vessel walls. We follow the steps in [8], i.e. we perform dimension reduction of the model given by equations (1.3), (1.4) and (1.5) by identifying a small parameter and assuming asymptotic expansions of the displacement vector, the stress and the strain tensors. 

---

2We rearrange the terms in the standard Voigt-Mandel notation in order to simplify the presentation of the dimension reduction procedure.
3.1. **Asymptotic ansatz.** A property of the vessel walls considered here is that the thickness of the wall is small compared to some characteristic radius \( r_0 \). So a natural choice for a small parameter in our case is \( h = H/r_0 \). This means that the physical quantities in question change much faster across the wall layers as compared to along the layers. This prompts us to introduce a fast variable \( \xi = h^{-1} n \in [0, r_0] \).

We then assume that the displacement vector \( u \) admits the expansion

\[
u(n, \theta, s) = u_0(\xi, \theta, s) + h u_1(\xi, \theta, s) + h^2 u_2(\xi, \theta, s) + \cdots .
\]

(3.1)

We denote the coordinate vector of \( u_k \) in the basis \((x^1, x^2, x^3)\) by \( U_k = (u_{k1}, u_{k2}, u_{k3})^T \).

The differential operator \( D \) defined in (2.6) can also be expanded as

\[
D = h^{-1} B \partial_x + E + h D_1 + h^2 D_2 + \cdots,
\]

(3.2)
due to the change of variable, where \( E = C + D_0 \) and

\[
B^T = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 2^{-1/2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 2^{-1/2} & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad C^T = \begin{bmatrix} 0 & 2^{-1/2} \partial_2 & 2^{-1/2} \partial_3 & 0 & 0 & 0 & 0 & 2^{-1/2} \partial_3 & 2^{-1/2} \partial_2 \\ 0 & 0 & 0 & \partial_2 & 0 & 2^{-1/2} \partial_3 & 0 & 0 & 2^{-1/2} \partial_2 \end{bmatrix}.
\]

(3.3)

With \((\Gamma^k_{ij})_l\) denoting the coefficient of \( h^l \) in the infinite series expression of \( \Gamma^k_{ij} \) (see Appendix B), we have for \( m \geq 0 \)

\[
D^T_m = - \begin{bmatrix} (\Gamma^1_{11})_m & \sqrt{2}(\Gamma^1_{12})_m & \sqrt{2}(\Gamma^1_{13})_m & (\Gamma^1_{22})_m & (\Gamma^1_{33})_m & \sqrt{2}(\Gamma^3_{23})_m \\ (\Gamma^2_{11})_m & \sqrt{2}(\Gamma^2_{12})_m & \sqrt{2}(\Gamma^2_{13})_m & (\Gamma^2_{22})_m & (\Gamma^2_{33})_m & \sqrt{2}(\Gamma^3_{23})_m \\ (\Gamma^3_{11})_m & \sqrt{2}(\Gamma^3_{12})_m & \sqrt{2}(\Gamma^3_{13})_m & (\Gamma^3_{22})_m & (\Gamma^3_{33})_m & \sqrt{2}(\Gamma^3_{23})_m \end{bmatrix}.
\]

(3.4)

We also use the Taylor series of \( \nabla G \):

\[
\nabla G(x(h\xi, \theta, s)) = \nabla G(x(0, \theta, s)) + h \xi \partial_\alpha \nabla G(x(0, \theta, s)) + \frac{h^2 \xi^2}{2} \partial^2_\alpha \nabla G(x(0, \theta, s)) + \cdots .
\]

For the distance function \( d \), we have that \( \| \nabla d(x) \| = 1 \) for all \( x \in \Gamma \). Also, \( d(x(0, \theta, s)) = 0 \).

As we have \( G = da \), hence,

\[
|\nabla G(x(0, \theta, s))| = |a(x(0, \theta, s))\nabla d(x(0, \theta, s)) + d(x(0, \theta, s))\nabla a(x(0, \theta, s))| = |a(x(0, \theta, s))|.
\]

3.2. **The two dimensional model.** Let \( F \) denote the coordinate vector of the hydrodynamic force \( F \) in the basis \((x^1, x^2, x^3)\). Let \( M \) be the leading term in the Taylor series expansion of \( g^{-1} \) with respect to \( h \). So we have

\[
M = \begin{bmatrix} |a(x(0, \theta, s))|^2 & 0 & 0 \\ 0 & r^{-2} & 0 \\ 0 & 0 & [(1 - r c'' e_1)^2 + r'^2]^{-1} \end{bmatrix}.
\]

Furthermore, assume \( E^T = [E^T_1 | E^T_2] \) with each block being a \( 3 \times 3 \) matrix. Hence,

\[
E_2 = \begin{bmatrix} -(\Gamma^1_{22})_0 & \partial_2 - (\Gamma^2_{22})_0 & -(\Gamma^3_{22})_0 \\ -(\Gamma^1_{33})_0 & -(\Gamma^2_{33})_0 & \partial_3 - (\Gamma^3_{33})_0 \\ -2^{1/2}(\Gamma^1_{23})_0 & 2^{-1/2}(\partial_3 - 2(\Gamma^2_{23})_0) & 2^{-1/2}(\partial_2 - 2(\Gamma^3_{23})_0) \end{bmatrix}.
\]
Similarly, we have
\[ E_2^* = - \begin{bmatrix} \partial_2 + (\Gamma_{12})_0 + (\Gamma_{22})_0 & (\Gamma_{13})_0 & 2^{1/2}(\Gamma_{12})_0 \\ (\Gamma_{23})_0 & \partial_3 + (\Gamma_{33})_0 & 2^{-1/2}(\partial_3 + (\Gamma_{13})_0 + 2(\Gamma_{23})_0) \\ (\Gamma_{22})_0 & (\Gamma_{33})_0 & 2^{-1/2}(\partial_2 + (\Gamma_{12})_0 + 2(\Gamma_{23})_0) \end{bmatrix}. \]

By \( A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \), we denote the \( 6 \times 6 \) matrix, with each block being a \( 3 \times 3 \) matrix, corresponding to the stiffness tensor such that
\[ A(\varepsilon_{11}, \sqrt{2}\varepsilon_{12}, \sqrt{2}\varepsilon_{13}, \varepsilon_{22}, \varepsilon_{33}, \sqrt{2}\varepsilon_{23})^T = (\sigma^{11}, \sqrt{2}\sigma^{12}, \sqrt{2}\sigma^{13}, \sigma^{22}, \sigma^{33}, \sqrt{2}\sigma^{23})^T. \]

We set \( K \) to be the matrix representation of the tensor \( K \) in the appropriate basis. In our case, we obtain
\[ K = \begin{bmatrix} k & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}. \]

With the above notations, we have the following theorem that gives us a two dimensional model of the wall of a vessel.

**Theorem.** In the asymptotic expansion\(^3\) of the displacement vector \( u \) given in (3.1), we have that \( U_0 \) is independent of \( \xi \) and it satisfies the relation
\[ E_2^* Q E_2 U_0 + M(\bar{\rho}\partial_2^2 U_0 + |\nabla G(x(0, \theta, s))|K U_0) = |\nabla G(x(0, \theta, s))|M(F_{\text{ext}} - \rho b F), \quad (3.6) \]
where
\[ Q = \int_0^{r_0} (A_{11} - A_{21} A_{22}^{-1} A_{11}) d\xi, \quad \bar{\rho} = \int_0^{r_0} \rho d\xi \]
and \( F_{\text{ext}} \) denotes the column representing \( f \) in the basis \((x^1, x^2, x^3)\).

**Proof.** Choosing the basis \((x^1, x^2, x^3)\) to express the vectors, equation (1.3) can be written as
\[ -D^* A U = g^{-1} \rho \partial_2^2 U \text{ in } \Gamma, \quad (3.7) \]
where \( U = [u_1, u_2, u_3]^T \) so that \( u = u_i x^i \).

Noting that the unit normal across the layers is \((g_{11})^{1/2} x^1\), we have that the outer boundary condition is
\[ B^T A U = h(g_{11})^{1/2} g^{-1}(F_{\text{ext}} - K U) \text{ on } \Gamma_{\text{out}}, \quad (3.8) \]
while the inner boundary condition results in
\[ B^T A U = h \rho b (g_{11})^{1/2} g^{-1} F \text{ on } \Gamma_{\text{in}}, \quad (3.9) \]

After applying the substitution \( \xi = h^{-1} n \) along with the asymptotic ansatz (3.1) to (3.7) and (3.8), we compare the terms of the same orders of \( h \) on both sides of the resulting

\(^3\)We assume (3.1) to be an asymptotic expansion which can be shown mathematically to be true but we omit it as it is not relevant for the primary focus of this article.
equation. Comparing the coefficients of $h^{-2}$ in (3.7) and those of $h^{-1}$ in (3.8), we get the following system
\[ B^T \partial_\xi AB \partial_\xi U_0 = (0, 0, 0)^T \text{ in } \Gamma, \]
\[ B^T AB \partial_\xi U_0 = (0, 0, 0)^T \text{ on } \Gamma_{\text{out}}. \]
Solving this system and using the fact that $B^T AB$ is a non-singular $3 \times 3$ matrix, we obtain
\[ \partial_\xi U_0 = (0, 0, 0)^T \text{ in } \Gamma. \] (3.10)
This proves that $U_0$ is independent of $\xi$.

Next we compare the coefficients of $h^{-1}$ in (3.7) and those of $h^0$ in (3.8). Using (3.10), we get
\[ B^T \partial_\xi A(B \partial_\xi U_1 + EU_0) = (0, 0, 0)^T \text{ in } \Gamma, \]
\[ B^T A(B \partial_\xi U_1 + EU_0) = (0, 0, 0)^T \text{ on } \Gamma_{\text{out}}. \]
Solving the above system, we get
\[ B^T A(B \partial_\xi U_1 + EU_0) = (0, 0, 0)^T \]
\[ \Leftrightarrow \partial_\xi U_1 = -(B^T AB)^{-1} B^T AEU_0. \] (3.11)
Lastly, we compare the coefficients of order $h^0$ in (3.7) and $h$ in (3.8). This leads us to the following system:
\[ B^T \partial_\xi A(B \partial_\xi U_2 + EU_1 + D_1 U_0) - E^* A(\partial_\xi U_1 + EU_0) = M \rho \partial_\xi^2 U_0 \text{ in } \Gamma, \] (3.12)
\[ B^T A(\partial_\xi U_2 + EU_1 + D_1 U_0) = |\nabla G(x(0, \theta, s))| M(F_{\text{ext}} - KU_0) \text{ on } \Gamma_{\text{out}}. \] (3.13)
On the other hand, the inner boundary conditions (3.9) yield the relation
\[ B^T A(B \partial_\xi U_2 + EU_1 + D_1 U_0) = \rho_b |\nabla G(x(0, \theta, s))|MF \text{ on } \Gamma_{\text{in}}. \] (3.14)
Note that $\Gamma_{\text{out}}$ corresponds to $\xi = r_0 = H/h$ while $\Gamma_{\text{in}}$ corresponds to $\xi = 0$. Integrating (3.12) with respect to $\xi$ from 0 to $r_0$ and using (3.13) and (3.14), we have
\[ |\nabla G_0(x(0, \theta, s))| M(F_{\text{ext}} - KU_0 - \rho_b F) - \int_0^{r_0} E^* A(B \partial_\xi U_1 + EU_0) d\xi = M \rho \partial_\xi^2 U_0. \] (3.15)
Now (3.11) gives us that
\[ E^* A(B \partial_\xi U_1 + EU_0) = E^*(A - AB(B^T AB)^{-1} B^T A)EU_0 = E^* \left( A_{t+} - A_{t+}^{T} A_{t+}^{-1} A_{t+} \right) E_2 U_0. \]
Integrating the above equation, we arrive at
\[ \int_0^{r_0} E^* A(B \partial_\xi U_1 + EU_0) d\xi = E^* \left( \int_0^{r_0} \left( A_{t+} - A_{t+}^{T} A_{t+}^{-1} A_{t+} \right) d\xi \right) E_2 U_0 = E_2^* E_2 U_0. \]
Using this relation in (3.15), we have
\[ E_2^* E_2 U_0 + M(\rho \partial_\xi^2 U_0 + |\nabla G(x(0, \theta, s))|KU_0) = |\nabla G(x(0, \theta, s))| M(F_{\text{ext}} - \rho_b F). \] □
4. EXAMPLES OF SIMPLER CASES

In this section, we present a few simple cases and we look at the resulting expressions in the final model for each of these cases. We conclude each case by writing the explicit equations for the model. For this section, we use the notation $q_{ij}$ to denote the $ij$-th entry in the matrix $Q$ appearing in our model. Moreover, we take $q_{13} = 0 = q_{23}$ as is the case for orthotropic materials. Also, let $F_{\text{ext},i}$ and $F_i$ denote the $i$th component of $F_{\text{ext}}$ and $F$ respectively. The elastic properties of the wall are assumed to be uniform along the vessel length. Except case 4.5, we let all the physical quantities such as forces and displacements have circular symmetry at each cross section and the vectors representing the physical quantities have zero component and variation along the circular direction. This leads to these cases having two equations each for the model as opposed to three equations for the case 4.5. Note that all the functions in the formulae in this section are evaluated at a point on $\Gamma_{\text{in}}$, where $\xi = 0$.

4.1. Straight cylinder with uniform wall. The simplest case for our model is that of a straight cylindrical vessel having constant radius and constant thickness for each layer of the wall. Here, $c''(s) = 0$, $r' = 0$ and $a \equiv 1$. Then with the initial conditions (2.1) for the curve, we have for all $s \in [0, L]$

$$c(s) = (0, 0, s)^T \Rightarrow c'(s) = (0, 0, 1)^T.$$ 

We get the orthonormal frame for all $s \in [0, L]$ and $\theta \in [0, 2\pi]$ as

$$e_1(\theta, s) = e_1(\theta, 0) = (\cos \theta, \sin \theta, 0)^T$$

and

$$e_2(\theta, s) = e_2(\theta, 0) = (-\sin \theta, \cos \theta, 0)^T.$$ 

For the distance function $d$ that measures distance from the innermost layer, we have

$$d(x) = \sqrt{x_1^2 + x_2^2} - r \Rightarrow \nabla d(x) = e_1(\theta, 0),$$

where $x = (x_1, x_2, x_3)^T$ and $\theta$ is such that $\cos \theta = x_1/\sqrt{x_1^2 + x_2^2}$ and $\sin \theta = x_2/\sqrt{x_1^2 + x_2^2}$. Hence,

$$\nabla G(0, \theta, s) = e_1(\theta, 0).$$

The matrix $M$ is

$$M = \begin{bmatrix} 1 & 0 & 0 \\ 0 & r^{-2} & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$ 

The differential operator matrices $E_2$ and $E_2^*$ are given as

$$E_2 = \begin{bmatrix} r & \partial_2 & 0 \\ 0 & 0 & \partial_3 \\ 0 & 2^{-1/2}\partial_3 & 2^{-1/2}\partial_2 \end{bmatrix}$$

and

$$E_2^* = -\begin{bmatrix} -r & 0 & 0 \\ \partial_2 & 0 & 2^{-1/2}\partial_3 \\ \partial_3 & 0 & 2^{-1/2}\partial_2 \end{bmatrix}.$$ 

With all our assumptions, we get the following equations for (3.6):

$$q_{11}r^2 u_{01} + q_{12}r \partial_3 u_{03} + \bar{\rho} \partial_t^2 u_{01} + ku_{01} = F_{\text{ext},1} - \rho_b F_1,$$

$$-q_{12}r \partial_3 u_{01} - q_{22} \partial_3^2 u_{03} + \bar{\rho} \partial_t^2 u_{03} = F_{\text{ext},3} - \rho_b F_3.$$ 

(4.1)
4.2. The straight cylinder with wall having variable thickness. In this case, we assume once again that the central curve is a straight line. That is, \( c''(s) = 0 \). We also take a fixed radius, so \( r' = 0 \). Therefore we get the same expressions for \( c, e_1, e_2 \) and \( d \) as in the previous case. So we have,

\[
\nabla G(x(0, \theta, s)) = a(x(0, \theta, s))e_1(\theta, 0).
\]

The matrix \( M \) takes the form

\[
M = \begin{bmatrix}
|a|^2 & 0 & 0 \\
0 & r^{-2} & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

The differential operator matrices \( E_2 \) and \( E_2^* \) are

\[
E_2 = \begin{bmatrix}
ar & \partial_2 & 0 \\
0 & 0 & \partial_3 \\
0 & 2^{-1/2}\partial_3 & 2^{-1/2}\partial_2
\end{bmatrix}
\]

and

\[
E_2^* = -\begin{bmatrix}
-ar & 0 & 0 \\
\partial_2 & 0 & 2^{-1/2}(\partial_3 - a^{-1}\nabla a \cdot c') \\
0 & \partial_3 - a^{-1}\nabla a \cdot c' & 2^{-1/2}\partial_2
\end{bmatrix}.
\]

Finally, the system of equations (3.6) for this case are

\[
\begin{align*}
\ar(q_{11}aru_{01} + q_{12}\partial_3 u_{03}) + |a|^2(\bar{\rho}\partial_t^2 u_{01} + |a|k u_{01}) &= |a|^3(F_{\text{ext},1} - \rho_b F_1), \\
(-\partial_3 + a^{-1}\nabla a \cdot c')(q_{12}aru_{01} + q_{22}\partial_3 u_{03}) + \bar{\rho}\partial_t^2 u_{03} &= |a|(F_{\text{ext},3} - \rho_b F_3).
\end{align*}
\]

(4.2)

4.3. Pipe with straight axis and equally spaced layers. In this case as well, we assume that the central curve is a straight line. That is, \( c''(s) = 0 \). So once again we have the same expressions for \( c, e_1 \) and \( e_2 \) as in the previous cases. The radius in this case is taken to be a function of the variable \( s \).

The function \( G \) has a simpler expression for this case as \( a(x) = 1 \), owing to the fact that the layers are equally spaced. Hence,

\[
G(x) = d(x) \Rightarrow |\nabla G| = 1.
\]

Let us use the notation \( \gamma = (1 + r'^2)^{-1/2} \). Then, we have

\[
M = \begin{bmatrix}
1 & 0 & 0 \\
0 & r^{-2} & 0 \\
0 & 0 & \gamma^2
\end{bmatrix}.
\]

The differential operator matrices \( E_2 \) and \( E_2^* \) become

\[
E_2 = \begin{bmatrix}
r\gamma & \partial_2 & rr'\gamma^2 \\
r''\gamma & 0 & \partial_3 - r''r'\gamma^2 \\
0 & 2^{-1/2}(\partial_3 - 2r^{-1}r') & 2^{-1/2}\partial_2
\end{bmatrix}
\]
and

\[ E_2^* = - \begin{bmatrix} -r'\gamma & r''\gamma \\ \partial_2 & 0 \\ -rr''\gamma^2 & \partial_3 + r^{-1}r' + 2r''r\gamma^2 \end{bmatrix} \begin{bmatrix} 0 \\ 2^{-1/2}(\partial_3 + r''r\gamma^2 + 3r^{-1}r') \end{bmatrix}. \]

The resulting equations for 3.6 are

\[ \gamma[\lambda\partial_3u_{03} + \Lambda(u_{01} + r'\gamma u_{03})] + \bar{\rho}\partial_t^2 u_{01} + ku_{01} = F_{ext,1} - \rho_b F_1, \]

\[ r'[\gamma^2(\lambda - r''q_{22}) - r^{-1}q_{22}]\partial_3 u_{03} + (\gamma^2(\Lambda - r''\lambda) - r^{-1}\lambda)(u_{01} + r'\gamma u_{03}) \]

\[ - \partial_3(q_{22}\partial_3 u_{03} + \lambda(u_{01} + r'\gamma u_{03})) + \gamma^2 \bar{\rho}\partial_t^2 u_{03} = \gamma^2(F_{ext,3} - \rho_b F_3), \]

where \( \lambda = rq_{12} - r''q_{22} \) and \( \Lambda = \begin{bmatrix} r & -r'' \\ -r'' & 0 \end{bmatrix} Q \begin{bmatrix} r & -r'' \\ -r'' & 0 \end{bmatrix}^T. \)

4.4. Conical pipe with walls having proportionate thickness. We consider a conical pipe with its central axis along the \( x_3 \)-axis. Let the radius of the inner channel be \( r(x_3) = mx_3 + r_0 \) for some initial radius \( r_0 \) and non-negative scalar \( m \). We assume the thickness of the vessel wall to be proportional to the radius of the inner channel at each cross-section perpendicular to the central line. Then the functions \( d \) and \( a \) are

\[ d(x) = (1 + m^2)^{-1/2}(\sqrt{x_1^2 + x_2^2} - mx_3 - r_0) \quad \text{and} \quad a(x) = (mx_3 + r_0)^{-1}m_0\sqrt{1 + m^2}. \]

On \( \Gamma_{in} \), we have \( s = x_3 \) and we have

\[ \nabla G(x(0, \theta, s)) = (ms + r_0)^{-1}r_0(\cos \theta, \sin \theta, -m)^T. \]

The expressions for \( e_1, e_2 \) and \( \theta \) are the same as the previous cases.

Hence, we arrive at the following expression for \( M \):

\[ M = \begin{bmatrix} (ms + r_0)^{-2}r_0^2(1 + m^2) & 0 & 0 \\ 0 & (ms + r_0)^{-2} & 0 \\ 0 & 0 & (1 + m^2)^{-2} \end{bmatrix}. \]

Next we have \( E \) and \( E^* \) as

\[ E_2 = \begin{bmatrix} r_0 & \partial_2 & (1 + m^2)^{-1}(ms + r_0)m \\ 0 & 0 & \partial_3 \\ 0 & 2^{-1/2}(\partial_3 - 2(ms + r_0)^{-1}m) & 2^{-1/2}\partial_2 \end{bmatrix} \]

and

\[ E_2^* = - \begin{bmatrix} -r_0 & 0 & 0 \\ \partial_2 & 0 & 2^{-1/2}(\partial_3 + 4(ms + r_0)^{-1}m) \\ -(1 + m^2)^{-1}(ms + r_0)m & \partial_3 + 2(ms + r_0)^{-1}m & 2^{-1/2}\partial_2 \end{bmatrix}. \]
Denoting \((1 + m^2)^{-1}(ms + r_0)m\) by \(\gamma\) and \((ms + r_0)^{-1}m\) by \(\lambda\), we arrive at our model expressed as

\[
\begin{align*}
    r_0(q_{11}(r_0 u_{01} + \gamma u_{03}) + q_{12}\partial_3 u_{03}) + (r_0^2 \lambda / \gamma) (\rho \partial_1^2 u_{01} + r_0 \sqrt{\lambda / \gamma} k u_{01}) \\
    = (r_0 \sqrt{\lambda / \gamma} )^3 (F_{\text{ext},1} - \rho_b F_1), \\
    (\gamma q_{11} - 2\lambda q_{12})(r_0 u_{01} + \gamma u_{03}) + (\gamma q_{12} - 2\lambda q_{22})\partial_3 u_{03} \\
    - \partial_3(q_{12}(r_0 u_{01} + \gamma u_{03}) + q_{22}\partial_3 u_{03}) + (1 - \gamma \lambda)^2 \rho \partial_1^2 u_{03} \\
    = r_0 \sqrt{\lambda / \gamma} (1 - \gamma \lambda)^2 (F_{\text{ext},3} - \rho_b F_3). \\
\end{align*}
\]

4.5. Pipe with circular axis and equally spaced layers. We consider a vessel having a circular arc as its central axis (for instance, one can use this model to simulate the circle of Willis that supplies blood to the brain). This results in \(e'''\) being anti-parallel to \(e'\) and hence perpendicular to \(e_1\) and \(e_2\). We take a fixed radius \(r\) for the vessel. Also, we assume equally spaced layers and hence \(|\nabla G| = 1\). The matrix \(M\) is expressed as follows:

\[
M = \begin{bmatrix}
1 & 0 & 0 \\
0 & r^{-2} & 0 \\
0 & 0 & \gamma^{-2}
\end{bmatrix},
\]

where \(\gamma = 1 - r e'' \cdot e_1\).

The differential operator matrices \(E_2\) and \(E_2^*\) in this case are given as

\[
E_2 = \begin{bmatrix}
r & -e'' \cdot e_1 \gamma & 0 \\
-\left(\frac{1}{r} - e'' \cdot e_1 \gamma\right) & -\frac{1}{r} e'' \cdot e_2 \gamma & 0 \\
0 & 2^{-1/2}\partial_3 & 2^{-1/2}(\partial_2 + 2r e'' \cdot e_2 \gamma^{-1})
\end{bmatrix}
\]

and

\[
E_2^* = -\begin{bmatrix}
\partial_2 - r e'' \cdot e_2 \gamma^{-1} & e'' \cdot e_1 \gamma & 0 \\
0 & e'' \cdot e_2 \gamma^{-1} & 2^{-1/2}\partial_3 \\
0 & 2^{-1/2}(\partial_2 - 3r e'' \cdot e_2 \gamma^{-1}) & 2^{-1/2}(\partial_2 - 3r e'' \cdot e_2 \gamma^{-1})
\end{bmatrix}.
\]

With \(\lambda_i = e'' \cdot e_i\) for \(i = 1, 2\), we have the model equations for this case as

\[
\begin{align*}
    (r q_{11} - \gamma \lambda_1 q_{12})(r u_{01} + \partial_3 u_{02}) + (r q_{12} - \gamma \lambda_1 q_{22})(\partial_3 u_{03} - \gamma(\lambda_1 u_{01} + r^{-1}\lambda_2 u_{02})) \\
    + \rho \partial_1^2 u_{01} + k u_{01} = F_{\text{ext},1} - \rho_b F_1, \\
    \lambda_2[(\gamma^{-1} r q_{11} - \gamma^{-1} q_{12})(r u_{01} + \partial_2 u_{02}) + (\gamma^{-1} r q_{12} - \gamma^{-1} q_{22})(\partial_3 u_{03} \\
    - \gamma(\lambda_1 u_{01} + r^{-1}\lambda_2 u_{02}))] - 2^{-1}\partial_3[q_{33}(\partial_3 u_{02} + \partial_2 u_{03} + 2\gamma^{-1}r \lambda_2)] \\
    - \partial_2[q_{11}(r u_{01} + \partial_2 u_{02}) + q_{12}(\partial_3 u_{03} - \gamma(\lambda_1 u_{01} + r^{-1}\lambda_2 u_{02}))] + r^{-2}\rho \partial_1^2 u_{02} = r^{-2}(F_{\text{ext},2} - \rho_b F_2), \\
    - \partial_3[q_{12}(r u_{01} + \partial_2 u_{02}) + q_{22}(\partial_3 u_{03} - \gamma(\lambda_1 u_{01} + r^{-1}\lambda_2 u_{02}))] \\
    - 2^{-1}(\partial_2 - 3r^{-1}r \lambda_2)[q_{33}(\partial_3 u_{02} + \partial_2 u_{03} + 2\gamma^{-1}r \lambda_2)] \\
    + \gamma^{-2}\rho \partial_1^2 u_{03} = \gamma^{-2}(F_{\text{ext},3} - \rho_b F_3).
\end{align*}
\]
Appendix A. Description of the tensor $K$

Let us consider an elastic space weakened by the cylindrical void 
\[ \Omega = \{ \mathbf{x} = (x', x_3) \in \mathbb{R}^2 \times \mathbb{R} : r = |x'| = \sqrt{x_1^2 + x_2^2} < R \} \]
of radius $R > 0$. Assuming the transversal isotropy with the $x_3$-axis of a homogeneous
stationary elastic material in $\Xi = \mathbb{R}^3 \setminus \overline{\Omega}$, we write the equilibrium equations
\[ - \nabla \cdot \sigma(u_m; \mathbf{x}) = 0, \quad \mathbf{x} \in \Xi, \quad (A.1) \]
where $u_m = (u_m^1, u_m^3)$ is the three dimensional displacement vector and $\sigma(u)$ the corresponding stress tensor of rank 2 computed through the Hooke’s law. In the Voigt-Mandel notation, the strain and stress
\[ \varepsilon = (\varepsilon_{11}, \varepsilon_{22}, \sqrt{2}\varepsilon_{21}, \sqrt{2}\varepsilon_{13}, \sqrt{2}\varepsilon_{23}, \varepsilon_{33})^T \]
and
\[ \sigma_m = (\sigma_{11}^m, \sigma_{22}^m, \sqrt{2}\sigma_{21}^m, \sqrt{2}\sigma_{13}^m, \sqrt{2}\sigma_{23}^m, \sigma_{33}^m)^T \]
are related by $\sigma_m = A^m \varepsilon$ where
\[ A^m = \begin{bmatrix}
\lambda + 2\mu & \lambda & 0 & 0 & 0 & \alpha \\
\lambda & \lambda + 2\mu & 0 & 0 & 0 & \alpha \\
0 & 0 & 2\mu & 0 & 0 & 0 \\
0 & 0 & 0 & 2\beta & 0 & 0 \\
\alpha & \alpha & 0 & 0 & 0 & \gamma
\end{bmatrix}, \quad (A.2) \]
\[ \lambda \geq 0 \text{ and } \mu > 0 \text{ are the classical Lamé constants in the } x'\text{-plane while the other elastic moduli } \alpha \geq 0, \beta > 0 \text{ and } \gamma > 0 \text{ are not used here any further.} \]

The particular problem of blood flow requires a description of the interaction of the vessel wall with the surrounding muscle tissue. In other words, we have to find out a relation between the vessel radial dilation
\[ u_m^r(\mathbf{x}) = u_w^r(\mathbf{x}) = u_w^r e_r, \mathbf{x} \in \partial \Omega, \quad (A.3) \]
and the traction
\[ \sigma_m(\mathbf{u}_m, \mathbf{x})e_r = \sigma_w(\mathbf{u}_w, \mathbf{x})e_r, \mathbf{x} \in \partial \Omega, \quad (A.4) \]
where $e_r = (r^{-1}x', 0)$ is the normal vector on $\partial \Omega$. Note that the equations (A.1) do not involve the inertia term $\gamma_m \partial_t^2 u_m^m(x; t)$ because of the standard reasonable assumption that the Womersley number $W_m$ of the muscle is small in comparison with the Womersley number $W_w$ of the vessel wall. Moreover, vessels are set in so-called vessel beds and in this way are enveloped by a loose cell material in order to prevent gyrations of the wall so that only the radial dilation is passed from the wall to the tissue, cf. (A.3).

In the general case, the mapping (A.4) $\mapsto$ (A.3) is described with the help of the elasticity Neumann-to-Dirichlet operator which is rather complicated even in our canonical geometry. However, the above-accepted assumption on the low variability of all mechanical fields allows us to employ the asymptotic methods of singularly perturbed elliptic problems [11].
First of all, the transversal isotropy and the absence of the angular variable \( \phi \in [0, 2\pi) \) in (A.3) prove that \( u^m_\phi = u^m \cdot e_\phi = 0 \) in \( \Xi_R \). Furthermore, the low variability along the variable \( z \) eliminates derivatives in \( z \) in the Cauchy formulas (1.2) as well as in the equations (A.1) which take the form

\[
- \frac{\partial}{\partial x_1} \sigma_{j1}(u^m) - \frac{\partial}{\partial x_2} \sigma_{j2}(u^m) = 0 \text{ in } \Xi_R, j = 1, 2, 3
\]

or, in view of (A.2), become the plane elasticity system

\[
- \mu \Delta_{x'} u^m_j - (\lambda + \mu) \frac{\partial}{\partial x_j} \left( \frac{\partial u^m_1}{\partial x_1} + \frac{\partial u^m_2}{\partial x_2} \right) = 0, j = 1, 2, \quad (A.5)
\]

\[
- \beta \Delta_{x'} u^m_3 = 0, x' \in \mathbb{R}^2 \setminus \Omega. \quad (A.6)
\]

At the same time, (A.3) reads componentwise as follows:

\[
u^m_r(x') = u^w_r(s), u^m_\phi(x') = 0, x' \in \Gamma_in, \quad (A.7)
\]

\[
u^m_3(x') = 0, x' \in \Gamma_in. \quad (A.8)
\]

From (A.6) and (A.8) we derive that

\[
u^m_3(x') = 0, x' \in \mathbb{R}^2 \setminus \Omega. \quad (A.9)
\]

According to (A.7), the displacement field \( u^{m'} \) is axisymmetric and, therefore, in the polar coordinates \((r, \phi)\), we have

\[
u^m_r(r, \phi) = \frac{a}{r}, u^m_\phi(r, \phi) = 0, \quad (A.10)
\]

\[
\sigma^{m'}_{rr}(u^{m'}; r, \phi) = -2\mu \frac{a}{r^2}, \sigma^{m'}_{r\phi}(u^{m'}; r, \phi) = 2\mu \frac{a}{r^2}, \quad (A.11)
\]

\[
\sigma^{m'}_{\phi\phi}(u^{m'}; r, \phi) = 0. \quad (A.12)
\]

Finally, (A.7) gives \( a = Ru^w_r(s) \) so that

\[
\sigma^w(u^w; s, \phi)e_r = -\frac{2\mu}{R} u^w_r(s)e_r.
\]

This relation gives the tensor \( K \) in (1.5) while

\[
k = \frac{2\mu}{R} h^{-1} \text{ in } (3.5)
\]

because \( K \) has the factor \( h \) in (1.5).

In this way, we need to assume that the elastic characteristics of the wall and the muscle are in the relation \( h^{-2} : 1 \).
Appendix B. Leading order terms in the expansions of the basis vectors, Christoffel symbols and the metric tensor

In this section, we present the values of several geometric quantities used in our case. We use the big O notation to express the corresponding values in the new radial variable $\xi$. Here, we let $R = R(x) = |\nabla G(x)|^{-2}\nabla G(x)$ and $\alpha = \alpha(\theta, s) = ((1 - r(s)c''(s) \cdot e_1(\theta, s))^2 + r'(s)^2)^{-1}$ in order to have relatively compact expressions. For the same reason, we write all the functions without their respective arguments.

We first describe the contravariant basis vectors.

\[ x_1 = R, \]
\[ x_2 = re_2 + \int_0^n (\partial_\theta R)dr = re_2 + O(h), \]
\[ x_3 = r'e_1 + (1 - rc'' \cdot e_1)c' + \int_0^n (\partial_s R)dr = r'e_1 + (1 - rc'' \cdot e_1)c' + O(h). \]

The metric tensor components are calculated using the relation $g_{ij} = x_i \cdot x_j$ where the inverse metric tensor satisfies $g_{ij} g_{jk} = \delta^i_k$. This results in

\[ g_{11} = |\nabla G|^{-2}, \]
\[ g_{12} = g_{21} = g_{13} = g_{31} = 0, \]
\[ g_{22} = |re_2 + \int_0^n (\partial_\theta R)dr|^2 = r^2 + O(h), \]
\[ g_{33} = |r'e_1 + (1 - rc'' \cdot e_1)c' + \int_0^n (\partial_s R)dr|^2 = r'^2 + (1 - rc'' \cdot e_1)^2 + O(h), \]
\[ g_{23} = [re_2 + \int_0^n (\partial_\theta R)dr] \cdot [r'e_1 + (1 - rc'' \cdot e_1)c' + \int_0^n (\partial_s R)dr] = 0 + O(h). \]

Using the above expressions, the reciprocal basis vectors are calculated according to the formula $x^i = g^{ij}x_j$ where the inverse metric tensor satisfies $g^{ij} g_{jk} = \delta^i_k$. This results in

\[ x^1 = g^{1i}x_i = \nabla G, \]
\[ x^2 = g^{2i}x_i = r^{-1}e_2 + O(h), \]
\[ x^3 = g^{3i}x_i = \alpha[r'e_1 + (1 - rc'' \cdot e_1)c'] + O(h). \]

The Christoffel symbols are calculated in accordance with the identities $\Gamma^i_{jk} = x^i \cdot x_{jk}$, to be as below. Note that we can use the symmetry $\Gamma^i_{jk} = \Gamma^i_{kj}$ to find the full set of 27
Christoffel symbols in our case.

\[
\begin{align*}
\Gamma_{11}^1 &= \nabla G \cdot \nabla RR = -R \cdot (\nabla \nabla G) R, \\
\Gamma_{12}^1 &= \nabla G \cdot \partial_\theta R, \\
\Gamma_{13}^1 &= \nabla G \cdot \partial_s R, \\
\Gamma_{22}^1 &= -r \nabla G \cdot \mathbf{e}_1 + O(h), \\
\Gamma_{33}^1 &= \nabla G \cdot [r'' \mathbf{e}_1 - (2r' \mathbf{c}'' \cdot \mathbf{e}_1 + r \mathbf{c}''' \cdot \mathbf{e}_1) \mathbf{c}' + (1 - r \mathbf{c}'' \cdot \mathbf{e}_1) \mathbf{c}''] + O(h), \\
\Gamma_{23}^1 &= \nabla G \cdot [r' \mathbf{e}_2 - r \mathbf{c}'' \cdot \mathbf{e}_2 \mathbf{c}'] + O(h), \\
\Gamma_{11}^2 &= r^{-1} \mathbf{e}_2 \cdot \nabla RR + O(h), \\
\Gamma_{12}^2 &= r^{-1} \mathbf{e}_2 \cdot \partial_\theta R + O(h), \\
\Gamma_{13}^2 &= r^{-1} \mathbf{e}_2 \cdot \partial_s R + O(h), \\
\Gamma_{22}^2 &= 0 + O(h), \\
\Gamma_{33}^2 &= r^{-1} (1 - r \mathbf{c}'' \cdot \mathbf{e}_1) \mathbf{c}'' \cdot \mathbf{e}_2 + O(h), \\
\Gamma_{23}^2 &= r^{-1} r' + O(h), \\
\Gamma_{11}^3 &= \alpha [r' \mathbf{e}_1 + (1 - r \mathbf{c}'' \cdot \mathbf{e}_1) \mathbf{c}'] \cdot \nabla RR + O(h), \\
\Gamma_{12}^3 &= \alpha [r' \mathbf{e}_1 + (1 - r \mathbf{c}'' \cdot \mathbf{e}_1) \mathbf{c}'] \cdot \partial_\theta R + O(h), \\
\Gamma_{13}^3 &= \alpha [r' \mathbf{e}_1 + (1 - r \mathbf{c}'' \cdot \mathbf{e}_1) \mathbf{c}'] \cdot \partial_s R + O(h), \\
\Gamma_{22}^3 &= -\alpha rr' + O(h), \\
\Gamma_{33}^3 &= \alpha \{r'' + (1 - r \mathbf{c}'' \cdot \mathbf{e}_1) \mathbf{c}'' \cdot \mathbf{e}_1\} r' - (2r' \mathbf{c}'' \cdot \mathbf{e}_1 + r \mathbf{c}''' \cdot \mathbf{e}_1)(1 - r \mathbf{c}'' \cdot \mathbf{e}_1) + O(h), \\
\Gamma_{23}^3 &= -\alpha r \mathbf{c}'' \cdot \mathbf{e}_2 (1 - r \mathbf{c}'' \cdot \mathbf{e}_1) + O(h).
\end{align*}
\]
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