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Abstract

Complex fluids and soft matter are ubiquitously found in the world and all contacts in life are made over surfaces. To describe the mechanical behavior of such substances, rheological methods are used. Flow instabilities are a big challenge in rheology since they will be reflected in the macroscopic variables probed, like e.g. the viscosity. Many such discontinuities may actually originate at the surface. Investigating the properties of liquids in contact with the surface under mechanical load is the main course of the thesis. Neutron reflectometry and GISANS are perfect tools in this context to access the solid liquid interfaces, since they can penetrate many engineering materials and show a comparably large scattering potential at deuterated samples. In this thesis shear was applied on a model solution and neutron scattering techniques were used to investigate the structure under load. The focus was set on the development of the measurement methods themselves to enable new scientific insights in the future. First, by stroboscopic measurements the flux limitations are overcome for oscillatory rheology. By reintegration in the post processing it is shown that kinetic measurements with neutrons are possible with a time resolution below one millisecond. Second, the transformation of grazing incidence data from the laboratory system into q-space is strongly non-linear resulting in a need for re-binning. In this thesis a universal tool has been developed for this purpose. Finally, there is an ongoing discussion on depth sensitive neutron scattering experiments from solid-liquid boundaries. By using emission densities we show that such experiments face severe limitations due to the low absorption cross section of the neutron.
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1. Introduction

God made the bulk; surfaces were invented by the devil.

Wolfgang Pauli

Plastics are ubiquitous in our modern world, since the possibilities of tuning their mechanical properties are literally infinite. This fact has led to an increased interest in polymer physics. One specific characteristic of polymers is that they may show both liquid and solid properties at the same time. Apparent examples from our everyday lives are rubber, tooth paste or plastic bags. All these materials feature the elastic properties of solids, however, if kept under constant load they will relax like expected from liquids. The above mentioned behavior results from the internal relaxation time spectrum of the materials which is right on the time scale of milliseconds to hours and as such similar to our daily experience. Materials with such characteristics are called soft matter and have a wide range of use in technical and medical applications reaching from lubrication to drug delivery agents. If generalized most living matter falls into this category as well.

Considering the above, it is important to classify and understand the mechanical properties of these materials and investigating their stress-strain relations is topic of a field called rheology. However, for highly viscose or viscoelastic materials performing reliable rheology is very challenging for several reasons. Due to the high internal friction in the material the mechanical continuum may break and surface slip, shear bands or fluctuations could emerge. Such local discontinuities will then show up in macroscopic observables like the viscosity probed in rheology. Since the mechanical load is always introduced by the solid boundary the near surface region might be of special interest and discontinuities may take their origin there.

Neutrons are an excellent probe to address such interface questions, since they interact with the nucleus of materials and not the electrons, like .e.g. x-rays. Therefore many materials are transparent to neutron radiation, for example silicon or quartz, whereas the hydrogen isotope deuterium has a comparability large scattering cross section. This enables grazing incidence scattering studies from solid-liquid boundaries. If this liquid is then consequently put under mechanical load, insights on the boundary can be gained. In this context neutron reflectometry is a well-established tool for probing the scattering length density profile along the surface normal. By using techniques like
GISANS or off-specular scattering, it is in addition possible to gain insights on lateral structures along the interface on different length-scales. Another advantage is that neutrons do not disturb the measurement as other methods that need direct contact with the sample, like for example atomic force microscopy, which takes a high risk of influencing the result. However which measurements are performed, the quality of an experiment is ultimately defined by the instrumentation. In this context the experimental set-up and data treatment may turn out to be in many cases the limiting bottleneck. One limitation, in particular for neutrons, is flux, which makes neutrons expensive and limits the possibility of studying kinetic processes.

In this thesis methods to combine interfacial scattering and rheology of liquids under load have been developed in order to probe dynamical changes on the millisecond time-scale. Oscillatory rheology under conditions similar to loading-releasing processes of complex liquids for machine parts was carried out and the surface structure was monitored. In addition, complementary software tools for designing and evaluating grazing incidence scattering experiments have been developed. The goal of this summary is to provide the framework and introduction for the methods that are published in the papers rather than to reproduce textbook knowledge. The work is distributed into two parts, one focusing on soft matter science, with the other part focusing on neutron scattering, especially neutron instrumentation.
In this chapter the most relevant parts of the theory are presented to describe neutron scattering experiments. The basic theory is analogue to x-ray scattering, with the difference that neutrons scatter from the nuclei while x-ray from electron. For a detailed overview the author recommends 'Element of modern X-ray physics'[1] and for further reading in regard to the Distorted Born Wave Approximation 'Liquid Surfaces and Interfaces'[2]. For a deviation of the equations from point scatters we refer to the articles of Sears [3, 4].

In this work exclusively coherent and elastic scattering is considered.

2.1 Neutron scattering

2.1.1 Historical context

Neutrons together with protons form the fundamental building block of nuclear cores. They were discovered 1932 by Chadwick in the Rutherford Laboratories [5]. He used the emission from a Polonium source and indirectly detected them via paraffin wax. In 1938 it was discovered by Lise Meitner, who migrated from Austria to Sweden like the author, Otto Robert Frisch and Otto Hahn, that neutrons are the driving force for nuclear fission [6]. Ironically, just Otto Hahn was awarded the Nobel price in chemistry (sic). Later they have attracted great interest during the Manhattan project, the US’s efforts to militarise nuclear reactions. In this framework neutrons were first studied as a probe.

In Oak Ridge, TN, where a significant part of this project was conducted, the first neutron scattering experiments were conducted by Enrico Fermi and Walter Zinn in 1945 [7], which was published through declassification and then incorporated into Physical Review.
2.1.2 Neutron production and detection

Besides the use of Radioisotopes Californium 252 or Americium 242m as portable neutron sources through spontaneous fission, there are generally two ways of producing high flux neutron beams. Nuclear fission is used to harvest a constant neutron flux, at a so called reactor source, with the only exception of the PEAK pulsed reactor in Gatchina, Russia. Alternatively a high energy proton beam produced by a particle accelerator impinges on a heavy metal target and generates a pulsed neutron beam. This process is called spallation. The only accelerator without a duty cycle is the SNCS in Switzerland. A third promising, possible future, option is the use of an ignition laser to trigger a fusion reaction of a deuterium-tritium encapsulate [8].

In order to control the properties of the neutrons, they are collected in a moderator, e.g. for cold neutrons a coupled hydrogen moderator at low temperatures $T = 20K$, where they scatter inelastically. After a sufficient time they get equilibrated and will finally have the same energy/temperature as hydrogen in the moderator. Since the scattering is a statistical process the energy of the neutrons will satisfy a Maxwell Boltzmann distribution. This defines the spectral distribution of the source with a mean energy of $E = \frac{3}{2}k_B T$, $k_B$ is the Boltzmann constant.

The deBroglie wavelength of the neutron is defined as

$$\lambda = \frac{h}{\sqrt{2m_nE}}$$

and a relation between energy and velocity $v$ is obtained

$$v = \sqrt{\frac{2E}{m_n}} = \sqrt{\frac{3k_B T}{m_n}}$$

For the example of 20K this leads to a mean wavelength of $\lambda = 5.6\text{Å}$. Typically neutron moderators are categorized with respect to temperature into hot (~1000 K), thermal (300 K) and cold (20 K) sources.

After the scattering experiment the neutron needs to be detected. Currently, to detect a neutron the following nuclear reaction is most commonly used:

$$^3He + ^1n \rightarrow ^3H^- + ^1p^+$$

2.1.3 The neutron as a probe

Neutrons have several unique properties that make them interesting as a probe for materials science:

- The wavelength is in the range of inter-atomic distances in solids and fluids, which enables structural studies.
- The energy is comparable to molecular excitations in solids and fluids, enabling to directly access phonons and diffusion.
• The absorption of neutron in many materials is small allowing bulk studies of e.g. mechanical components or in this work inter-facial studies.
• The spin is directly sensitive to the magnetic induction in a material and as an example anti-ferromagnetism was first directly proven by the use of neutrons.
• Neutrons are non destructive for most materials, which makes them ideal for the study of proteins and other living tissue.
• Neutrons interact with the core and therefore different isotopes and light materials can be studied.

In the table below the properties of a neutron are displayed.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_n$</td>
<td>$1.6749510^{-27}$ kg</td>
</tr>
<tr>
<td>$E$ (meV)</td>
<td>$81.81 \frac{\lambda^2}{(\text{Å})^2}$</td>
</tr>
<tr>
<td>$v$ (m/s)</td>
<td>$3956 \frac{\lambda}{(\text{Å})}$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$-9.64910^{-27} JT^{-1}$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$886 \pm 20$ s</td>
</tr>
</tbody>
</table>

As seen in the table neutrons have a limited life time and their velocity changes with their wavelength. This behaviour is called dispersion and can be used to distinguish between wavelength.

2.1.4 Basic scattering

After defining the wavevector $k$ of a neutron via the de Broglie wavelength $\lambda$ scattering can be described by the difference between the incident and scattered wavevector, $k$ and $k'$, respectively.

$$ q = k - k' \quad (2.4) $$

$q$ is the vector of momentum transfer. Here two different cases can be distinguished. If the length of the wavevector of the neutrons is conserved $|k| = |k'|$, no energy is transferred and the process is called elastic scattering. Equation 2.4 can be rephrased in dependence of the angle under which the detector is places, the so called scattering angle $\varphi$.

$$ q = \frac{4\pi}{\lambda} \sin \frac{\varphi}{2}, \quad (2.5) $$

This is called elastic scattering, whereas if energy transferred, i.e. $E \neq E'$ the term inelastic scattering has been coined.

Mathematically scattering processes can be described by the Schrödinger equation:

$$ \hat{H} \psi = \left( -\frac{\hbar^2}{2m_n} \nabla^2 + V \right) \psi = E \psi \quad (2.6) $$
Here $\psi$ is the wave function describing the neutron and $V$ the scattering potential and $E$ describes the energy of the neutron nucleus system. $\hat{H}$ is called the Hamilton operator.

The cores of nuclei are usually on the scale of femtometers ($1 \text{Å} = 100000 \text{fm}$) and thus the wavelength $\lambda$ of the neutron can be assumed as being far larger than the scatterer. Neutrons interact with matter via the strong nuclear force (nuclear scattering) and though with the core of the atoms. An exception is magnetic scattering where the neutron interacts with unpaired electrons. Fermi described the nucleus as a discrete object with a Dirac delta-function $\delta$ and consequently one parameter ($b$) is sufficient to define the strength of the interaction between a nucleus and the neutron.

$$V(r) = \frac{2\pi \hbar^2}{m_n} b \delta(r)$$

(2.7)

This potential is called the Fermi pseudo potential. Here the constant $b \in \mathbb{C}$ is defined as the bound, i.e. the nucleus is not moving, scattering length $b = b' + ib''$. The complex number describes the scattering and absorption properties. The Schrödinger equation can be solved by a superposition of plane and spherical waves.

$$\psi(r) = \exp(ik \cdot r) + \frac{\exp(ikr)}{r} f(q)$$

(2.8)

Neglecting multiple scattering, extinction and at sufficiently large distance from the sample the scattering amplitude $f(q)$ is defined as the Fourier transformation of the scattering potential

$$f(q) = -\frac{m_n}{2\pi \hbar^2} FT(V) = -\frac{m_n}{2\pi \hbar^2} \int V(r) \exp(-iqr) dr = -b.$$  

(2.9)

To obtain a relation between the scattering amplitude and the differential scattering cross section, i.e. neutrons measured in a solid angle in space $\Omega$, as an observable property the integral over the full sphere (indicated by $4\pi$) can be taken as outlined in equation 2.11. The scattering cross section can then be calculated from the expectation value of the scattering amplitude and the phase information is lost:

$$\frac{\partial \sigma}{\partial \Omega} = |f(q)|^2$$

(2.10)

The total scattering cross section is:

$$\sigma = \int d\sigma = \int_{4\pi} |f(q)|^2 d\Omega = 4\pi |b|^2$$

(2.11)

It is composed out of three components for neutrons:

$$\sigma_{total} = \sigma_{coh} + \sigma_{inc} + \sigma_{abs}$$

(2.12)
The total neutron scattering cross section $\sigma_{\text{total}}$ is plotted for different elements. Interestingly, silicon and aluminium have low cross sections, whereas hydrogen and deuterium exhibit totally different behaviour. It should be pointed out that hydrogen has a large incoherent scattering cross section while deuterium scatters mainly coherent. This gives rise to isotope contrasting.

Here $\sigma_{\text{coh}}$ is the coherent, $\sigma_{\text{inc}}$ the incoherent scattering cross section and $\sigma_{\text{abs}}$ describes the absorption. Incoherent scattering is not preserving the phase and does not lead to interference. As a result it probes the particle self correlation function, which was not studied in this thesis and will thus be not considered any further. Still incoherent scattering goes to $4\pi$ and thus forms a constant background for coherent scattering studies. Considering this will merge the incoherent cross section into an effective absorption in this thesis. The scattering cross sections of some selected elements are summarise in figure 2.1.

2.1.5 Isotope contrasting

As aforementioned a main advantage of neutrons is that they interact with the core and not with the electrons in the shell. Therefore different isotopes have different properties to interact with neutrons. This gives rise to the field of isotope contrasting. The value of the scattering cross section is determined by aspects of nuclear physics and does not scale linearly with the mass number.

For instance the coherent scattering length for Hydrogen is -3.74 fm with a huge incoherent scattering length of 25.274 fm, whereas deuterium has a positive coherent scattering length of 6.67 fm and an incoherent scattering length of 4.04 fm.
This fact is extremely useful for the study of hydrogen containing materials and contrast variation, the exchange of hydrogen and deuterium is widely used in literature [9].

All properties of neutrons are collected by the US Department of Commerce, National Institute for standards and technology, NIST, Gaithersburg, ML [10] and are available for review electronically. In addition to contrast variation materials that are transparent (or almost transparent) for neutron radiation can be used to study samples in complex sample environments with minimum disturbance. As an example the following materials have a high transmittance for neutrons and can depending on the specific applications be employed as sample containers for neutron scattering studies:

- aluminium (5080P to avoid gamma activation and or magnetization)
- low doped silicon
- quartz glass or sapphire for light transparency
- specially compositesd alloys, so called null matrix alloys, can show neutron transparency in combination to excellent mechanical, chemical and thermal quality [11].
2.2 Reflectometry

"What shall we look for, and what shall we see?"
"What you will see, if you leave the Mirror free to work, even the wisest cannot tell."

Frodo Baggins and Lady Galadriel about surface scattering

Neutron reflectometry and small angle scattering (SANS) describe experiments at small momentum transfers. As a result large length scales are probed and the details on an atomic length scales are not resolved. Therefore instead of using discrete scattering potentials assigned to individual atoms a more macroscopic approach is used and the so called scattering length density is introduced as scattering potential. The principles of scattering at small momentum transfers are outlined in this chapter.

2.2.1 Basic reflection

Usually, for reflectometry studies the coordinate system is defined with respect to the sample surface. The geometry is displayed in figure 2.2.

Specular reflectivity is defined for an equal incident and exiting beam angle with respect to the interface $\alpha_i = \alpha_f$. The momentum transfer is then perpendicular to the surface along the surface normal. Neutron reflectivity can be described similar to optics by introducing a refractive index $n$ and using of Snellius law

$$n_1 \sin \alpha_i = n_2 \sin \alpha'_i$$

with $\alpha_i$ and $\alpha'_i$ the beam angles with respect to the interface above and below. Mathematically, reflection studies can again be described by a Schrödinger equation:

$$\nabla^2 \psi(\mathbf{r}) + k^2 \psi(\mathbf{r}) = 0$$

However, since the interface is plane in this case no spherical waves are needed and the superposition of plane waves is sufficient but with a changed momentum inside the material:

$$k^2 = \frac{2m}{\hbar^2} (E - <V(\mathbf{r})>)$$

The refractive index can then be defined as the ration between the wave vectors above and below the interface:

$$n^2 = \frac{k^2}{k_0^2} = 1 - \frac{V_0}{E}$$
And the scattering potential is now the averaged potential:

\[ V_0 = \frac{2\pi \hbar^2}{m} SLD \]  

(2.17)

The average density of the Fermi pseudo potential directly leads to the definition of the optical properties and the refractive index \( n \). The scattering length density \( SLD \) is the number density of scatterers multiplied with their respective scattering length and can be defined as the sum of all scattering lengths \( b \) per volume element \( V \). This property inherently includes the chemical density of the material.

\[ SLD = \frac{\sum_i b_i}{V} \]  

(2.18)

This leads to following definitions of the refractive index.

\[ n = 1 - \lambda^2 A + i \lambda B. \]  

(2.19)

\[ A = \frac{\Delta b_{coh}}{2\pi} \]  

\[ B = \frac{b_{abs} + b_{inc}}{4\pi} \]  

(2.20)

Again, here \( \Delta b \) represents the bound coherent scattering length and \( \sigma_{abs}, \sigma_{inc} \) represent the absorption and incoherent cross section respectively. From Snell’s law it is clear that for certain incident angles the incoming wave might not penetrate the surface it impinges and total external reflection may occur. The critical angle of total external reflection is defined as:

\[ \sin \alpha_c = \lambda_i \sqrt{\frac{SLD}{\pi}} \]  

(2.21)

Analogue for a given incident angle a critical wavelength can be defined:

\[ \lambda_c = \sqrt{\frac{SLD}{\pi}} \frac{\sin \alpha_i}{\sin \alpha_f} \]  

(2.22)

To vary the momentum transfer apparently the impinging wavelength \( \alpha_i \) or the impinging wavelength \( \lambda_i \) can be varied. This describes the two modes to operate reflectometers, angle dispersive measuring or wavelength dispersive, respectively. For specular reflectivity the momentum transfer perpendicular to the surface can be written as

\[ q_z = \frac{4\pi}{\lambda} \sin \alpha_i = \frac{4\pi}{\lambda} \sin \alpha_f \]  

(2.23)

What is fundamental for all experiments is that the importance of instrumentation can not be underestimated.
2.2.2 Bragg law in layers

For a layered system, as shown in figure 2.3, the Bragg condition can be derived geometrically. Constructive interference, meaning the wave reflected at the two interfaces (the red and blue line) have the same phase at the same time, occurs if the path difference is equal to a multiple of the wavelength $\lambda$.

\[ |AB| + |BC| - |AC'| = n\lambda \]  
(2.24)

Over trigonometric functions this leads to the Bragg equation:

\[ n\lambda = 2d \sin(\alpha) \]  
(2.25)

For layered systems this gets naturally more demanding if the optical properties in the different layers change. This can be extended to a modified Bragg law for multi-layers [12].

2.2.3 Kinematic description

Similar to the calculation of the scattering amplitude described above the envelope of the reflected intensity can be described in Born approximation as well. Note: The result has still to be weighted with the Fresnel reflectivity, but roughness and inter-diffusion can then be assessed by the Fourier transform of the changes in scattering length density:

\[ Rq_z = R_f(q_z) \left( \frac{1}{SLD_{\infty}(z)} \int \frac{\partial SLD(z)}{\partial z} e^{i\alpha z} dz \right)^2 \]  
(2.26)

The master formula can be seen as a coherent sum over the scattering amplitude perpendicular to the sample. From the equation it is clear that the specular...
Figure 2.3. A geometric derivation for Bragg’s law. The path length between the red and the blue line needs to be a multiple of the wavelength $\lambda$ in order to see constructive interference.

Reflectivity is sensitive to changes in scattering length density perpendicular to the surface. In kinematic approximation this suffices to cover for one dimensional roughness as illustrated in figure 2.4 and will be outlined in chapter 2.2.5. Since there is no easy way to access the phase information, there are many different profiles possible resulting in having the same reflectivity. This is known as the phase problem and its possible ramifications are illustrated in figure 2.5. Interestingly by using ferro-magnetically tunable top layers, it would in theory be possible to solve the phase problem for reflectometry [13, 14]. However for Born Approximation dynamical surface effects like critical reflection is not taken into account.

2.2.4 Dynamic description

The considerations in the last paragraphs did not take into account that the waves get actually refracted at the interface. However, this problem can be solved in perfect analogy to optics. Below the critical angle $\alpha_c$, or the corresponding critical wavelength $\lambda_c$, total reflection occurs. For a single interface above a certain value the scattering can be described with the so called Fresnel

Figure 2.4. The averaging specular neutron reflectivity can not distinguish between inter-diffusion and geometrical roughness, left and right panel, respectively.
Figure 2.5. Illustrating the phase problem. For illustration purposes an offset was introduced in all the panels. In the top panel three different SLD profiles are shown. The layer thickness were 70/160/230 Å 160/230/70 Å and 230/160/70 Å respectively. Panel 2 shows the reflectivity emerging from the SLD profiles. The red and blue graphs are almost identical. The bottom panel shows a frequency analysis. Surprisingly the distances of the yellow and blue curves are identical, whereas there is one distance (320 Å) that contributes to the scattering picture. The reflectivity for the green and red picture is almost identical, whereas the yellow curve deviates strongly. These three cases illustrate that a direct reconstruction out of the scattering signal is impossible without knowledge of the phase. (The idea is a courtesy of Dr. Seeck from DESY, Hamburg, Germany)
equation 2.27

\[
R_f (q_z) = \frac{k^4}{q_z^4} \quad (2.27)
\]

At every interface the wave amplitude and its derivative have to be continuous. This fact can be used to derive a general recursion formula as given in the paper by Parrat in 1954 [15]. The wave-vector transfer combined with the dampening leads to a ratio \( X \) between reflected \( R \) and transmitted \( T \) wave at every layer surface.

\[
k_{z,j}^2 = (n_j k)^2 - k_x^2 = (1 - \lambda^2 A + i \lambda B)^2 k^2 - k_x^2 \quad (2.28)
\]

\[
r_j = \frac{k_{z,j} - k_{z,j+1}}{k_{z,j} + k_{z,j+1}} \quad (2.29)
\]

\[
X_j = \frac{R_j}{T_j} = e^{-2ik_{z,j}z_j} r_j + X_{j+1} e^{2ik_{z,j+1}z_j} \quad 1 + r_j X_{j+1} e^{2ik_{z,j+1}z_j} \quad (2.30)
\]

These equations incorporate the Lambert Beer law for extinction. By using the continuation condition of each interface, it is possible to recursively calculate the scattering by using the formulas of Parrat, which is illustrated in figure 2.6.

Alternatively a method called matrix method [16] can put the recursion together:

\[
B_j = k_{z,j} \cdot z_j \quad (2.31)
\]

\[
u_j = \begin{bmatrix} e^{B_j} & r_j e^{B_j} \\ r_n e^{-B_j} & e^{-B_j} \end{bmatrix} \quad (2.32)
\]

\[
M = \prod_j u_j, \quad (2.33)
\]

\[
R = \frac{|M_{11}|^2}{M_{21}} \quad (2.34)
\]

This leads to a tool to analyse layered structures in thin film science. For a complete deviation of the matrix formalism, used in computer programs, we refer to the literature [1, 17, 18] or descriptions of available software (e.g. GenX [19]).

![Figure 2.6](image-url)
Figure 2.7. The picture of Södermalm (pixabay creative commons) illustrates a rough mirror. Specular scattering, i.e. the mirror image, and incoherent effects, the blur can easily be spotted.

2.2.5 Roughness

In figure 2.7 the difference between coherent and diffuse scattering contribution is illustrated and can easily be seen at the imperfect mirror image from an ice surface. In the context of reflectometry roughness is usually treated as a smearing on the SLD profile as described in section 2.2.3.

In general there are two effects which can blur the SLD at an interface as illustrated in figure 2.4 and for the depth profile chemical (inter-diffusion) roughness is treated the same way as physical (geometric) roughness.

In the important paper of Sunil Sinha [20] a concise concept of surface roughness with fractal self affinity was introduced, that can describe surfaces roughness as Gaussian distributed, leading to the error function in equation 2.35. The roughness, as parameter of the error function, can be propagated in the Parrat algorithm by the use of the Nevot Croce factor [21] equation 2.36 that leads to the Debye Waller factor [22] equation 2.37 if the roughness is assumed to be symmetric in both direction. The error function leads to the Debye Waller factor directly from the master formula via Fourier transformation, and $Q_j$ resides for a smooth interface as unity.

$$erf(z) = \frac{1}{\sqrt{2\pi}\sigma} \int_{0}^{z} e^{-\frac{u^2}{2\sigma^2}} du \quad (2.35)$$

$$Q_j = e^{-2\sigma^2_{jk} k_{j+1}} \quad (2.36)$$

$$Q_j = e^{-2\sigma^2_{j} k_{j}} \quad (2.37)$$

Here $\sigma$ describes the roughness as standard deviation of a Gaussian distribution as outlined in figure 2.4.
Figure 2.8. In the inlays the SLD profile and the emerging reflectivity curves are depicted to provide an overview on how different reflections may emerge out of SLD profiles. The case of a periodic layered structure and a single interface are depicted, upper and lower panels, respectively.

By including in the Parrat algorithm in equation 2.29 a full description of one dimensional roughness can be given.

\[ r_{j,\text{rough}} = r_{j,\text{ideal}} \cdot Q_j \]  \hspace{1cm} (2.38)

Alternatively, if the roughness of an adjacent layers is larger than the layer itself, slicing, the use of very small slabs with a gradient in SLD can be used to avoid unphysical bias. Reflectivity curves for different SLD profiles are plotted in figure 2.8.

2.2.6 Penetration depth

In the same paper of Parrat [15] the mean penetration depth \( d_{e} \) of a neutron wave into a material is depicted as a function of the incident angle, the incident wavelength and the coherent and incoherent scattering cross section.

\[ d_{e} = \frac{\lambda_i \sqrt{2}}{4\pi} \cdot \frac{1}{\sqrt{\left(\alpha_i^2 - \arccos(1 - A\lambda_i^2)^2\right)^2 + 4B^2\lambda_i^2 - \left(\alpha_i^2 - \arccos(1 - A\lambda_i^2)^2\right)^2}}. \]  \hspace{1cm} (2.39)

The value corresponds to the complex refractive index \( n \) as outlined in equation 2.19. In figure 2.9 the penetration depth is displayed for one specific example (A and B for values of \( 1.43 \times 10^{-6} \text{Å}^{-2} \) and \( 2.96 \times 10^{-9} \text{Å}^{-1} \)) and plotted over the incident wavelength \( \lambda_i \) and the incident angle \( \alpha_i \). Notice the steep step at
the critical edge, which essentially separates into three different regimes. The surface region, the bulk region and the intermediate edge region. The characteristic lines (here lines between two colour areas) are not parallel, which is an indication that an easy convolution of the two variables is not always possible. Combining those with the Fresnel equations and the Lambert Beer law of extinction leads to a description of the penetrating flux $I$ normalized by the incident flux $I_0$ into a reflectivity sample as outlined in paper VI.

$$\frac{I}{I_0} = T_{\text{Fresnel}}(\lambda, \vartheta_i, A, B)e^{-\frac{d_1}{d}}$$  \hspace{1cm} (2.40)

2.2.7 Resolution effects
As described in the last section, for low absorbing probes, like neutrons, the penetration depth increases steeply at the critical angle of total external reflection. This imposes severe challenges with respect to instrumental resolution if one would like to study surface structures with depth sensitivity. The small
incident beam angles make this considerations even more severe. Note in this context that for infinite resolution the flux would be zero. To simulate reactivity the values for angular divergence and incident wavelength spread are usually assumed to be very sharp and folded with a Gaussian to account for deviation. This should be seen in relation to photon sources where the brilliance is 10 orders of magnitude (even five for lab machines) higher than for a neutron source. Thenceforth the resolution of neutron beams can not be narrowed down too much.

Generally resolution is treated with fast convolution of a Gaussian bell function and Gaussian error propagation [23]. Commonly the resolution function is called resolution ellipsoid technically describing three axis machines. A typically used double slit will produce a trapezoid or if specifically set a triangular function. Fermi Choppers will result in a trapezoid function as well. A typical velocity selector gives a triangular PDF (probability density functions). It is important to note that this is desirable, since all the just mentioned distributions drop to zero beyond a certain cut off in wavelength and angle implying that other than for Gaussians no contributions for incident beam angles and wavelength far from the desired ones have to be taken into account. In paper VI an explicit smearing kernel, as described for specular reflectivity by Andrew Nelson [24], had been developed to take into account resolution effects for all grazing incidence neutron scattering experiments. There is strong evidence that the convolution of the angular and the energy distribution can potentially produce misleading results and a full treatment with two dimensional PDF is necessary. By taking the penetration depth described above as visualized in figure 2.9, it is similar to taking cupcakes over this distribution and then adding together the normalized scattering data. If the resolution function is sufficiently wide a broad range of different penetration depths is probed. For time of flight experiments a convolution with the moderators spectral emission density and their uncertainty has to be done in addition:

\[ I(\lambda) = \tilde{I} \otimes MES(\lambda) \] (2.41)

2.2.8 Off specular scattering and GISANS

In the aforementioned theory, just the intensity of the specular reflection was calculated. As visible in figure 2.4 roughness can have lateral correlations should be described with the roughness profile \( h = h(x, y) \).

In Born approximation the non specular scattering amplitude can be derived similar to equation 2.9. Now the scattering is not resulting from atoms but roughness.

\[ f(q) = \int_V \Delta SLD \cdot \Theta(z - h(x, y)) e^{iqr} dV \] (2.42)
Θ here depicts the Heaviside-theta function, that is 0 for negative arguments and 1 for positive numbers (including 0).

The roughness leads to diffuse scattering in all directions. If the height variation of $h(x,y)$ are correlated in x and y direction a resonant signal emerges and can be described again with the Bragg equation 2.3.

Examples for that could be correlated roughness or an ordered surface structure. By accessing different regions of $q_x$ and $q_z$, information of lateral structures in the plane can be obtained. The off-specular scattering can be seen in figure 2.10. The lines normal to the specular ridge are called Bragg sheets and occur from correlated roughness if the roughness. Off-specular scattering is defined as scattering, where the incident and exit angle of the beam are not equal, i.e. $\alpha_i \neq \alpha_f$, as for specular reflection, but still in the same plane (see figure 2.2). Scattering out of the scattering plane is called grazing incidence small angle scattering GISAS and provides the possibility to study in plane correlation on surfaces on smaller length scales. For typical incident beam angles of, e.g. 0.3, in grazing incidence geometry length-scales of around 100 micrometer are probed in off-specular scattering along the x direction, which is in contrast to the smaller (up to 1 micrometer) length-scale probed in z direction. GISAS was first invented was invented in 1989 for x-rays [25] and was then used first with neutrons in 1994 by Bill Hamilton [26]. A main difference to SANS is that the effectively probed volume and therefore the signal strength is a function of the incident angle and wavelength [27].

By varying the incident angle $\alpha_i$ and the incident wavelength $\lambda_i$ and use of equation 2.39 the mean depth of where the signal emerges can be tuned. Ay a solid-liquid boundary Lambert Beer’s law can be used to weight the signal and describe from which depth the lateral scattering emerges. Paper VI describes the process of statistical weighting. It is shown, that accessing the information of a buried layer will under no condition dominate the signal, but can be extracted via reverse transformation.

If angles typically used, e.g. 0.3°, in grazing incidence geometry are put into equations 2.43, length-scales of around 100 $\mu m$ are probed for the x direction of the momentum transfer, which is in contrast to the maximum of 1 $\mu m$ length-scale probed in z direction.

Paper I describes an example of penetration depth variation for GISANS on a time of flight reflectometer. An overview of the technique is given by Alexander Hexemer [28]. Theoretically the non-specular scattering can be described by the distorted wave born approximation DWBA. In short this is a first order perturbation theory, where the signal emitted from a certain depth is calculated in Born approximation but the intensity is weighted with the wave amplitude at this specific depth. For a more thorough description we refer to Boris Toperverg [29], Jan Burle [30] and Remi Lazzari [31].
2.2.9 Data representation

Generally, to compare diffraction data to theory or simulations it is necessary to have the scattering function represented in q space. For reflectometry geometry the transformation of the coordinates is as follows:

\[ q_z = \frac{2\pi}{\lambda} \cdot (\sin \alpha_i + \sin \alpha_f) \]
\[ q_y = \frac{4\pi}{\lambda} \cdot \sin \psi \]
\[ q_x = \frac{2\pi}{\lambda} \cdot (-\cos \alpha_i + \cos \alpha_f) \cdot \cos \psi \]  

(2.43)

These are defined out of figure 2.2. \( \psi \) depicts the angle between projected to XY plane between the scattered and the reflected beam. The equations in 2.43 show a highly non linear way of displaying data. Since the detectors are typically not spherical it is challenging to transfer data without artefacts. For monochromatic instrument usually the intensity is plotted for sets of incident and exitant angles \( \alpha_i, \alpha_f \), whereas for time of flight machines so called RTOF data, a map of detector angle \( \alpha_f \) over incident wavelength \( \lambda_i \), is displayed.

There a two ways to visualize reflectivity data outside of instrument detector space:

a) Plotting the incident wave vector \( p_i \) over the exiting wave vector \( p_f \)

or

b) transferring everything to momentum transfer space [32, 33, 34].

The different possible illustrations are depicted in figure 2.10. The second option allows a direct comparison to physical models but has the disadvantage that the data becomes strongly compressed close to the critical edge. Paper IV describes a method to convert data between the above mentioned possibilities. The particular challenge that is addressed is the re-binning of the data to rectangular grids to overcome the strong non-linearity of the transformation and to access directional cuts.

2.2.10 Data correction and normalisation

To extract a meaningful physical representation from counted neutrons it is not enough to transfer the data into momentum transfer space. Additionally a normalisation to the incident beam and a background signal reduction is needed [34, 35, 36].

\[ \frac{I_{abs}}{I_0} = \frac{I_{meas}}{I_{directbeam}} \cdot \frac{p_{meas}}{p_{directbeam}} \]  

(2.44)

20
Figure 2.10. Three different common ways to display reflectivity data. Left in instrument space, in momentum transfer space in the middle and \( p_i \) vs \( p_f \) (momentum space) in the right panel. Clearly visible is the specular reflectivity within the red box and the region often used to subtract the background for specular experiments in the black box.

Here \( p_c \) is the normalization value defined as the accumulated measuring time weighted by the neutron production power during the measurement.

\[
p_c = \int P(t)dt
\]  

(2.45)

There are different ways to determine \( p_c \). Either by the usage of monitors or by using the reactor power over time for reactor sources or the proton charge on target for spallation sources, respectively. If the direct beam can not be measured directly alternatively software can be used to calculate this value from an attenuated measurement.

The value \( I \) (in counts) is subject due to the discretization of detector bins and can be derived by:

\[
I = \sum I_{\text{bins}} - \overline{I_{\text{bkg}}}
\]  

(2.46)

The exact region of the specular reflectivity is difficult to determine as there is always smearing and diffuse scattering superimposes.

The whole reduction process relies on weighting average and error propagation. In this context it is necessary to define a ROI (region of interest), i.e. marking the specular reflection and the background as outlined in the left panel of figure 2.10.

In paper IV, the problem is further discussed and the appendix 8.3 provides a possible way for accurately normalising specular reflectivity data.
2.3 Additionally used techniques

A drunk man will find his way home, but a drunk bird may get lost forever.

George Pólya

2.3.1 SANS

Small Angle Neutron Scattering (SANS) is a good way to investigate soft matter. It is possible to simultaneously probe the particle shape and composition (for example core shell, radius of gyration), the particle interaction and possible cluster formation. The form factor represents information for the shape of the scatterer whereas the structure factor provides information about the interaction between the particles. The SAS intensity can be expressed as a function of the scattering vector \( q \), i.e. the wave-vector transfer between the incoming and the scattered radiation, as a complex integral over the volume for sufficient averaging.

\[
I^{\text{SAS}}(q) = \left| \int_V SLD e^{i\mathbf{q} \cdot \mathbf{r}} dV \right|^2
\] (2.47)

Again this is in Born Approximation, therefore this Fourier transform of the form factor can be seen as an analogy to the master’s theorem (equation 2.26) and the initial definition of Born approximation (equation 2.9) neglecting the structure factor.

The typical geometry is outlined in figure 2.11. It is obvious that the position sensitive detector provides several values of \( q \) together with a corresponding intensity in a single shot by measuring different scattering angles. A challenge in this context is to do an azimuthal integration. (For a further discussion, we reference to the NIST software). For a more thorough description, we refer to the literature of Oskar Glatter, Jan Skov Pedersen and Peter Fratzl [37, 38].

2.3.2 Stroboscopic technique to overcome flux limitations

The study of kinetic processes becomes more and more important in science. A lot of these processes can be studied well with photons in so called pump probe experiments, where the sample is exited and then the response is observed.

With neutrons this is only possible, if the changes are sufficiently slow. However most mechanical processes are so fast, that the flux of neutrons is not sufficient.
If repeatable processes are observed adding up several scattering signals the flux can be accumulated, which was first described by Robert Dalgliesh in 2004 [39]. These so called stroboscopic experiments become apparent if the brightness of a neutron beam is compared to a light bulb and are 20 orders of magnitude beneath modern undulators or even free electron lasers (FEL).

We developed a technique that took advantage of measuring every neutron as a single event, so called event mode data collecting. These events all can be traced with GPS time stamps. By using an apt sampling frequency data on the exciting property, e.g. mechanical stress or magnetic fields, can be included into the event stream. The neutron events can then be reassigned to additional information and scattering pictures for each stage of the transition can be extracted.

In figure 2.12 the main idea of the method is described. Events get reassigned to certain stages in an exciting wave form. This becomes more relevant in terms of data mining as often used in other disciplines, for instance astronomy, since all kinds of supplementary data can be included in the event stream.

The technical aspects and implications are described in detail in paper II and the dual frequency modulation that arises from using time of flight machines is discussed in paper VII. An example of data is presented in a later section figure 3.7.

This method is in contrast to TISANE [40][41], where the spectral contributions are split out and integrated spatially. This requires perfect synchronicity of the excitation to the neutron beam frequency.

A curious thing is that a similar process is described for undulators [42]. This means that this challenge is not unique to neutron scattering experiments.

![Figure 2.11. Typical small angle geometry.](image_url)
Figure 2.12. The picture illustrates how the distribution on the waveform works and how the reintegration works. Reprinted with the kind permission of the publisher (IUCR).
3. Soft matter

With four parameters I can fit an elephant, and with five I can make him wiggle his trunk.

Janos von Neumann

In this chapter an overview of the basic concept of soft matter science, rheology and surface slip effects is given. Since this field has reached an enormous size, it is referenced to the literature for further reading.

In general soft matter can be described as having properties both being liquid and solid on time-scales of human observation, i.e. milliseconds to seconds. DeGennes, the father of soft matter, got the Nobel prize in physics 1991 for his contribution to discovering that methods developed for studying order phenomena in simple systems can be generalized to more complex forms of matter, particularly to liquid crystals and polymers [43, 44].

Many important aspects like self-assembly especially in bio- and polymer physics are typical soft matter fields and a lot of emerging properties from the micro-structure can be observed. Examples here would be liquid crystals (LCDs), sol gel transitions and most importantly, all living matter.

3.1 Rheology

In the field of rheology the stress strain relation in matter is studied and the main quantity addressed is the viscosity \( \eta \). The general equation 3.1 describes the stress \( \tau \) as a function of shear rate \( \dot{\gamma} \).

The viscosity can be seen as the resistance to shear deformation of the material as is outlined in figure 3.1.

\[
\tau = \eta \cdot \dot{\gamma}
\]  

(3.1)

In fact the viscosity can be generalized as a tensorial equation for anisotropic media and \( \eta \) becomes a hyper tensor.

\[
\tau = \eta \cdot \dot{\gamma}
\]  

(3.2)
3.2 Flow behaviour

The main constitutive equation 3.1 can be complicated $\eta = \eta(\dot{\gamma}, t)$ with being a function of strain rate and time. By assuming an isotropic behaviour and focusing on one dimensional cuts, it is possible to distinguish different examples. These can be illustrated by plotting the shear stress over shear rate in figure 3.2. Note that the viscosity $\eta$ is the gradient of the flow curves.

3.2.1 Rate dependent behaviour

All the following examples refer to figure 3.2 and provide an overview. A more complete overview with examples can be found in the book of G.K. Batchelor [46].

Newtonian fluids describe a group of fluids where the stresses caused by their flow are linearly proportional to the applied shear rate. Examples for Newtonian fluids would be water or alcohol. If there is a threshold, the behaviour called Bingham dilatant is outlined and typical examples for that would be tooth brush or chocolate. Shear thinning (curve three) is observed if the viscosity decreases with increasing shear rate, like the dangerous quicksand or most noteworthy blood. Other than the examples just mentioned also most polymers are shear thinning. This relates to their relaxation spectrum or structural re-arrangements under shear. Casson plastic fluids (type one) can be observed if after a threshold shear thinning takes place. Here, molten ice cream or ketchup could be named. Dilatant or shear thickening fluids increase in viscosity if under load, as silica in Polyethylene glycol.

3.2.2 Time dependent behaviour

If the rheological properties change with time of loading, two different properties can be observed. With thixotropic fluids the viscosity decreases over time.
Figure 3.2. On the left hand side possible shear rate dependencies of viscosity are displayed. The green line depicts Newtonian behaviour. Curve 1 depicts casson plastic, 2 bingham dilatant, 3 shear thinning and 4 shear thickening. On the right hand side time dependent viscosities are shown. The red and wood coloured lines are thixotropic and rheopectic regimes, respectively. Again the green line corresponds to Newtonian behaviour.

Thixotropy is the base state of all bodily fluids (with an exception of synovial fluid) and colloidal suspensions [45]. Rheopectic (often called inverse thixotropy) is an increase of viscosity with time, e.g. gypsum paste and the named synovial fluid. This is different from so-called memory effects, where the properties are changed due to a phase transition.

3.3 Visco-elastic materials

Soft matter typically shows mechanical properties of a liquid and mechanical properties of a solid. This behaviour is called visco-elasticity since both a Young’s modulus $E$ (as stiffness) and a viscosity $\eta$ can be assigned to describe the behaviour. A dash-pot is a mechanical device, a damper which resists motion via viscous friction over time $t$ and a spring is a device that stores energy proportionally to the elongation $\varepsilon$. A combination of one spring and one dash-pot is used as the so called Maxwell model to model the stress $\sigma$ and strain $\varepsilon$ relation as described in the constitutive equation 3.3:

$$\frac{1}{E} \frac{\partial \sigma}{\partial t} + \frac{\sigma}{\eta} = \frac{\partial \varepsilon}{\partial t}$$  \hspace{1cm} (3.3)

If many of those elements as displayed in figure 3.3 are connected with different sets of viscosity $\eta$ and Young’s modulus $E$ different relaxation modes can be modelled. This is called generalized Maxwell model, which is also known
Figure 3.3. Picture of a generalize Maxwell-Wiechert element. A dash-pot that is combined with a spring to account for viscous and elastic behaviour is called a Maxwell element. The illustration shows a coupling of a set of Maxwell elements, typically used to describe visco-elastic materials. The different sets of springs and dash-pots account for different relaxation times.

as the Maxwell–Wiechert model. Essentially this can be seen as a dampened harmonic oscillator with different time constants.

3.4 Oscillatory rheology

By applying a cyclical load in form of a sinusoid waveform, a versatile tool to investigate soft matter is available.

By defining the strain as a sinusoid waveform and measuring the mechanical stress, following equations can be derived in analogy to an excited harmonic oscillator with dampening. This can be done as long as the model for the complex fluid is a generalized Maxwell spring, which is the general form to describe visco-elasticity.

\[
\varepsilon = \varepsilon_0 \sin \omega t \\
\sigma = \sigma_0 \sin \omega t + \delta
\]  

(3.4)

Here, the excitation \( \varepsilon \) is a sinus function where \( \omega = 2\pi f \) is the angular frequency over time \( t \). The measured stress \( \sigma \), the response function, is then
assumed to have the same shape with a phase shift $\delta$.

$$G^*(\omega) = G'(\omega) + iG''(\omega)$$

$$G' = \frac{\sigma_0}{\varepsilon_0} \cos \delta$$

$$G'' = \frac{\sigma_0}{\varepsilon_0} \sin \delta$$

$$\sigma(t) = G'(\omega)\gamma_0 \sin \omega t + G''(\omega)\gamma_0 \cos \omega t$$

$$\tan \delta = \frac{G''}{G'}$$

This consequently introduces the complex modulus out of $G'$ the storage and $G''$ the loss modulus, respectively. The tangent of these two moduli, $\tan \delta$, is the mechanical dampening factor and is a measure for loss. This opens the door to the field of oscillatory rheology [47, 48], where the response of the sinusoid excitation is classified in dependence of the applied frequency and amplitude, so called large or small amplitude oscillatory rheology (LAOS - SAOS). In this context it is interesting to state that the energy dissipation scales equally with frequency and with amplitude. However it does not seem to be possible to reduce the measurement to energy dissipation or regimes of angular velocity [49, 50] since different material behaviours may be elucidated in dependence of the exact set of frequency and amplitude.

To give an example in figure 3.7 a response of mechanical stress and strain is illustrated for our model solution (described in section 3.8). The data corresponds to the LAOS behaviour of 30% P123 diluted in heavy water for 1Hz and 5000%. By looking at figure 3.7, it is apparent that the shape of the response function, mechanical stress $\sigma$ clearly does not satisfy the shape of a sinus as stated in equation 3.4 as is expected for viscoelastic materials. Therefore the focus needs to be put on effects that are not explained by generalized Maxwell behaviour in the bulk. Generally, such departures from the expected behaviour are brought into context with flow instabilities and either the formation of shear bands or surface slip. Alternatively, also structural reorganisation of the bulk sample could be considered.

### 3.5 Break of mechanical continuum

In equation 3.1 the material is treated as a continuum and all modelling refers to the response as a property of the bulk. For certain complex fluids if sufficiently high shear is applied, the sample may get inhomogeneous and all the deformation will be dissipated in another structure that has different viscous properties, so called shear bands. This means effectively that the mechanical continuum between the surfaces is broken in different regions and that new
constitutive equations are needed to amend for this behaviour [51]. Two different forms of shear banding can be observed. A change of the properties along the shear gradient direction is called gradient banding and more rarely vortex bands, where the viscous properties differ along the vortex direction. A visualization of vorticity and gradient bands in direction of shear is depicted in figure 3.4, which is set in context to the data presented for our later described model solution in figure 3.10. For experimental visualization of shear bands, we refer to the reviews of Gurnon [52] and Olmsted [53].

Figure 3.4. Reconstructed from [53]. The two different forms of shear banding are displayed and corresponding flow curves are depicted. Note that vorticity banding and shear thickening in the band structure are very rare, individually. In practice almost always behaviour 1, shear thinning in gradient banding, is observable, which was investigated in this thesis as well.

Figure 3.5. Reconstructed from [54]. Panel 1 shows the no slip hypothesis. The 2nd panel shows the death layer model (apparent slip) and in panel 3 real slip is displayed and the slip-length b is visualized.
3.6 Surface slip

In the 18th century, Bernoulli assumed for a liquid flowing through a pipe that the velocity of the cylinder must be the same as the liquid on its surface [55]. This assumption was also made by Stokes [56]. This lead to the no surface slip boundary condition, which in case of wear, contradicts the natural observation. This is visualized in panel 1 from figure 3.5. Panel 2 shows the theory of a stagnant layer, called apparent slip. The extrapolation to a zero value is defined as the slip length $b$ and was proposed by Navier and is illustrated in panel 3.

For all rheological considerations, the interplay between surface slip and roughness is important. It is crucial to mention that slip does not affect the viscosity, but the measurement of it. Generally all measurements of rheological properties are subdue to this influence. One of the few ways to remotely access the mechanism of this interplay is surface near scattering.

The importance of surface slip is illustrated by Escherichia coli bacteria swimming upstream by exploiting the boundary conditions [57], which is important in case of infection pathways. For a more detailed overview it is referred to the review article of Neto [54].

It is worth mentioning that neutron reflectivity and GISANS are one of the few methods available that can show how slip layers morphologically change in contrast to the bulk and therefore distinguish between apparent and real slip.
3.7 Probing rheology properties

I had to retool myself as rapidly as possible.

Douglas Hofstadter

This section provides a short overview of the used instruments for the investigation of complex fluids. Particular emphasis is put on the in-situ rheological studies with neutrons.

3.7.1 Rheometers

The first rheometer was the 1890s Ostwaldviskosimeter (a U-tube viscometer). The whole field started to be technically exploited after the invention of a falling ball viscosimeter by 1932 Fritz Hoeppler and was taken as a testing norm DIN-53655. A picture is displayed in figure 3.6. Both of these types just measured the absolute value of the viscosity under repeatable but non-tuneable conditions.

In the 1960s rheometers were developed, that focused on rotational geometries. Modern rheometers like the Anton Paar Physica MCR 501 or the TA Instru-

Figure 3.6. 1932 Fallkugelviskosimeter - falling ball viscosimeter on the left side and on the right side a modern rheometer with Couette cell (Anton Paar Physica MCR 501) mounted on the SANS beamline in Munich, FRM II, Germany.
Figure 3.7. Experimental data of an aqueous solution of P123 under LAOS probed with Rheo-SANS. As clearly recognizable the black curve (upper right panel) is not a sinusoid. The intensity of the first order Bragg peak is put in relation to the waveform. A Fourier analysis is given to complement this information.

ments ARES use Couette (see figure 3.8) or cone plate geometry (as illustrated in 3.9) to access the properties of liquids. For cone plate geometry, the opening angle of the cone is chosen to apply a constant shear rate over the liquid. If a lot of sample with low viscosity is available, Couette geometry is supposed to provide more homogeneous loading, whereas for highly viscous substances, just cone plate geometry can be used to provide the necessary load. Naturally, cone plate geometry is chosen, if the amount of sample is limited. As with all machines, two different modes of energy release can be distinguished. Either the energy release is controlled over stress/torque or over strain/displacement of the motor. For the different aspects in this context, we refer to the work of Hans Läuger [58].

It is important to mention, that all rheological measurements are subject to the influence of surface slip and, therefore, of surface roughness, hence measures (e.g. standardized surfaces, gap scans, or a sufficient amount of sample) are taken to choose a modus operandi assuring this influence to be as minimal as possible.
3.7.2 RheoSANS

RheoSANS is applying SANS (as described in section 2.3.1) but on a liquid under load in the geometries as displayed in figure 3.6 [59]. In this versatile technique it is crucial in what direction the shear gradient is in relation to the beam direction (as illustrated in 3.8). Even experiments normal to the flow direction (1-2 direction) can be probed [60] by a 1-2 shear cell [61], which enables direct access to shear bands. Other groups study micro-fluidic behaviour [62]. RheoSANS requires the parts of the sample cell to be transparent to neutrons (as described in 2.1.5) and typically null matrix materials such as aluminum or TiZR are used. To have material that is additionally transparent to light, quartz glass is used. This technique provides insight into how the bulk properties of liquids behave under shear and in light of anisotropy, making it possible to relate between the viscosity and the local structure on the length scales of the molecules or inter-atomic distances. One example of a LAOS cycles study for a micellar solution is given by Lopez-Barron [63]. For a complete discussion of rheoSANS we refer to the review of Aaron Eberle [64].

In paper III in a RheoSANS sample-cell straining of polymer-chains for certain shearing conditions was displayed.
3.7.3 Rheo-Reflectivity

Using transparent materials to traduce neutrons to a surface of a liquid under load is called Rheo-Reflectivity as an effective combination of reflectivity measurements (as introduced in 2.2) by using a neutron transparent material like aluminium, quartz or silicon and cone-plate rheology. This is a way to directly probe interfaces and observe how the structure of a liquid changes under load in the vicinity of a surface. The pioneer-work done by Bill Hamilton to investigate the shear induced behaviour of an ionic viscoelastic fluid (CTAB in D2O) under flow [26] was consequently followed by studies on surface ordering of micelles [66]. This was combined with an actual measuring tool for the investigation of interfaces under load [67]. The role of interfaces under shear can be investigated. In this context, it is for example possible to directly distinguish between apparent and real slip as displayed in figure 3.5. A visualization of the typical set-up is depicted in figure 3.9.

Paper II describes a time resolved Rheo-Reflectivity measurement of an aqueous solution of F127 under load, and Paper V describes the collapse of a polymer brush layer under shear load.
3.8 Sample properties and preparation

The samples investigated in this thesis are so called Pluronics, tri-block copolymers of EO - ethylene oxide and PO- propylene oxide that were dissolved in heavy water.

F127 (EO99-PO65-EO99) is a linear triblock co-polymer with a nominal molecular weight of 12600 g/mol and a weight fraction of PEO of approximately 70 % [69]. As visible from the structure of the polymer the core shows hydrophobic and the tails hydrophilic behaviour. This explains why above a critical temperature and above reaching a certain concentration in water micelles are formed. In this context the terms critical micellar concentration (cmc) and critical micellar temperature (cmt) are used. The structure of the polymer micelles and crystals formed by them was studied by Kell Mortensen at rest and under shear [70] and the bulk properties of this material are known [71]. In addition these micellar solutions have proven to be very sensitive to shear. Therefore they are used widely as industrial lubricant, as pharmacological drug delivery agent and in the chemical technical industry [72, 73]. In the presented study we use a model set-up being described in [67] and a model solution that is as aforementioned sensitive to shear [70]. A few complementary experiments were performed with P123 (EO20-PO70-EO20) in 70 % heavy water, this solution has comparable properties.

A flow curve of F127 diluted in heavy water is given in figure 3.10. Notice the little buckle that indicates a break in mechanical continuum in accordance to the aforementioned gradient shear binning.

What was for the benefit of the experiment is that the solution shows a rich scattering behaviour due to the large SLD contrast by the usage of heavy water as solvent. The scattering length density $b_{coh}$ of the heavy water is $6.381 \times 10^{-6}$ Å$^{-2}$ and for the polymer $5.051 \times 10^{-7}$ Å$^{-2}$, so the contrast provides an ample signal.

The interfacial scattering properties of this material are well investigated [65, 67, 69, 74, 75, 74] and the inter-facial scattering properties under oscillatory shear are exploited in paper II [68].

To prepare the sample advantage of the special phase behaviour illustrated in figure 3.11, that it melts when cooled, was taken and the blending was performed in fridges at 10 degrees Celsius, since then the polymer is solvable in water without building flocks immediately.

Gratitude to Mrs. Adelman (sic) from BASF America for providing an ample supply.
Figure 3.10. Flow curve (shear stress over shear rate) of F127 measured in Couette geometry on an Anton Paar MCR 501 rheometer. Notice the same behaviour as in figure 3.4 inlay 1. The marked jump toward can not be explained without discontinuity and is therefore a strong indicator for shear banding.

Figure 3.11. Phase diagram of F127 dissolved in water. The concentration that was used is displayed with the moss-green line [71]. Interestingly the substance melts while cooled. Reprint with the kind permission of the publisher (IUCR)
4. Presented papers and outlook

Quod fuit, ipsum est, quod futurum est. Quod factum est, ipsum est, quod faciendum est: nihil sub sole novum.

Ecclesiastes 1:9

After surface orientation studies in micelles began 30 years ago, further aspects of the connection between interfaces and mechanical load have been investigated in this thesis. In this context mainly three different projects have been finalized.

4.1 GISANS and penetration depth variation

GISANS with a limited resolution was applied on F127 in heavy water solution to unveil the lateral ordering of the liquids on interfaces. By varying the wavelength, information on the surface near structure could be extracted as seen in Paper I [74]. In this study, an out of plane feature was discovered in a region where evanescent scattering is to be expected. We concluded that this bias is due to resolution effects. In Paper VI [76] consequently a method was developed to estimate the influence of resolution functions on the penetration depth. This information is used to recover depth resolution, similar to tomography. A statistical analysis of the penetration depth was performed.

4.2 Stroboscopic inter-facial scattering

Scattering experiments were successfully conducted and a surface order in micellar solutions over the LAOS cycle was classified. To realize this, software for stroboscopic experiments has been developed and is presented in Paper II [68]. In this context, a technique for linking the neutron events to the excitation of a waveform in order to reintegrate the scattering data, is developed and presented. Neutron reflectivity data on a micro second time scale is presented for the first time. The normalization of stroboscopic experiments is discussed especially in the context of low pulse spallation sources and the implications for normalization was investigated in Paper VII. In the presented two papers,
the underlying theoretical and technical aspects of stroboscopic experiments were illustrated. From this a methodology to investigate related phenomena was developed. Complementary in Paper V a simulation tool for polymer brushes that occurs under load is presented, which is compared with neutron reflectivity data of PS in DEP on a PS brush under shear [77].

4.3 New methods for instrumentation

In Paper III a shearing apparatus that operates without inducing magnetic fields, meaning to be entirely made of aluminium and driven by pressured air, was developed. NSE (Neutron spin echo) data was collected of a highly entangled polymer [78].

An algorithm to efficiently transform data to momentum transfer space from instrument space, for monochromatic and time of flight instruments alike, was developed and a free standing software package corresponding to the problem is presented in paper IV [34]. This enables the possibility of using two dimensional position sensitive detectors.

In the context of stroboscopic reintegration the many advantages of GPS time stamped event mode data became apparent. Including all kinds of instrument values (e.g. temperature, humidity, moderator temperature etc.) with an appropriate sampling frequency as non neutron events, makes data mining and sample observation in the post processing feasible.

4.4 Outlook

With new accelerator based sources upcoming, the normalization effects become far more important than in the past with monochromatic and relatively stable reactor sources. Especially with higher flux instruments and long pulses new experiments investigating similar questions will be conducted. For these types of experiments parts of this work will be critical. This shall be put in context that new dedicated TOF general purpose instruments should be built offering GISANS opportunities in combination with horizontal geometry similar to PLATYPUS @ ANSTO.

Generally, all papers describe a new attempt to overcome limits in instrumentation or new software to illustrate corresponding problems. The main result of the thesis is that the needs of instrumentation for the investigation of effects in complex fluids have been identified and possible solutions have been developed.

Altogether the presented paper containing the thesis can be seen as a cost effective and easy augmentation for existing instruments.
5. Populärvetenskaplig sammanfattning

Jag är en tvivelaktig figur
duger ej mycket till.
Bakom ett hörn står döden på lur,
han tar mig när han vill.

Cornelis Vreeswijk

Förståelsen av hur komplexa vätskor uppför sig är av stor betydelse. Dessa vätskor förekommer både i naturen - biologiskt sett (t.ex. blod vid kärlväggar) och i tekniska anläggningar inom exempelvis plastindustrin.

I detta sammanhang är en komplext vätska av den sorten att dess uppförande förändras i förhållande till den belastningen den utsätts för och att vätskan ofta har egenskaper av både fast och flytande tillstånd - som exempelvis hönning. Sådana egenskaper uppstår när materialets interna tidsspann ligger inom samma ram vad gäller tid som människans förmåga att åskåda. På liknande sätt flöder glas i årtusenden ner till marken, såsom det går att beskåda i gamla kyrkor.

Särskild betydelse får detta vid de gränssytor där alla interaktioner i livet sker på ytan. Detta kan exempelvis illustreras av gummidäck - om man ställer in den interna friktionen av materialet till att vara i samklang med yttans friktion.

Att införskaffa en djupgående förståelse av samspelet mellan mikrostrukturer, vätskor och ytreaktioner är målet för många ansträgningar inom forskning. Ett målande och för Sverige typiskt exempel - att åka skridskor - går att se i bild 5.1. För att åstadkomma detta användes här neutronspridningstekniker för att iaktta egenskaper hos komplexa vätskor utsatta för belastning. Neutroner erbjuder en utomordentlig möjlighet att undersöka gränssytan mellan fast och flytande form, eftersom många material blir transparenta vid neutronstrålning och neutronerna interagerar med de inblandade ämnenas atomkärnor.

Neutronerna produceras i en så kallad neutronkälla, aningen genom kärfissjon i en forskningsreaktor eller genom spallation (en tungmetall som atomkärnor destabiliseras och avgör neutroner efter att ha bestrålats med protoner) i en specialiserad partikelaccelerator. Slutningen analyseras neutronerna av mätinstrument. Arbetet har huvudsakligen bestått av att vidareutveckla och förfinna tekniken av de mätinstrument som har använts. Med hjälp av ett speciellt kemiskt modellsystem och en reometer (en maskin som mäter flyttforhållandet av skjuvade vätskor) kunde gränsskiten utforskas under kontrollerad belastning.

I detta sammanhang var det möjligt att visa både yt- och materialreaktioner under cyklisk påfrestning, såsom de förekommer i typiska maskindelar, och därmed fastställa kopplingen mellan mikroskopiska förändringar och makroskopisk belastning.

Ytterligare utvecklades en djupkänslig metod för att lösa upp den vågrätt liggande strukturen hos en vätska som befinner sig vid gränskiktet. I detta sammanhang utvecklades också en algoritm för att informationen från de vetenskapliga instrumenten bättre ska kunna representeras.
6. Populärwissenschaftliche Zusammenfassung

Grau, teurer Freund, ist alle Theorie // Und grün des Lebens goldner Baum.

Mephistopheles


Um dies zu verwirklichen wurden in dieser Arbeit Neutronenstreutechniken angewandt um das Verhalten von komplexen Flüssigkeiten unter Last zu beobachten. Neutronen sind eine wesentliche Möglichkeit um Flüssig - Fest Grenzflächen zu untersuchen, da viele Materialien transparent zu Neutronenstrahlung sind und Neutronen mit den Atomkernen der beteiligten Elemente interagieren.

Die Neutonen werden in einer sogenannten Neutronenquelle, durch Kernspaltung an einem Forschungsreaktor oder durch Abspaltung (ein Protonenstrahl trifft auf ein Schwermetall und zerstört den Kern) an einem darauf spezialisierten Teilchenbeschleuniger produziert und dann an speziell darauf angepassten Messinstrumenten analysiert. Der Hauptteil des Werkes lag auf der Weiterentwicklung und Verfeinerung der an diesen Messinstrumenten eingesetzten Techniken.
Figure 6.1. Man sieht am Grund, weshalb der Author nach Schweden kam, die Bedeutung der Untersuchung von Fest - Flüssig Grenzflächen unter Last. Das Schlittschuhfahren geht nur gut, wenn sich eine Gleitschicht bildet. Unter welchen Bedingungen sich diese bildet war lange Zeit Teil von Spekulationen und Irrwegen. Dass im Gegensatz zum Schifahren die mechanische Belastung dabei keine Rolle spielt, wurde letztlich durch Streuexperimente gezeigt.


Zusätzlich wurde eine Methode entwickelt um die waagrecht liegende Struktur von einer Flüssigkeit an der Grenzfläche in der Tiefe aufzulösen. In diesem Zusammenhang wurde auch ein Algorithmus entwickelt um die Daten der wissenschaftlichen Instrumente besser darzustellen.
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