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Abstract

The work presented in the thesis concerned theoretical study of light-matter nonlinear interactions. Two important aspects of such interactions have been examined, namely the nonlinear optical properties of a series of organic charge transfer molecules in solutions induced by the laser light and the propagation of the ultrafast high power laser through the nonlinear molecular medium.

Special attention has been paid to understand the solvent effects on the two-photon absorption of a symmetrical diamino substituted distyrylbenzene chromophore, for which time-dependent density functional theory in combination with polarizable continuum model (PCM) have been employed. The dielectric medium alone has a rather small effect both on the bond length alternation and on the one-photon absorption spectrum, but noticeable effects on the two-photon absorption cross section. Both one- and two-photon absorptions are found to be extremely sensitive to the planarity of the molecule. Our calculations indicate that the experimentally observed anomalous solvent effect on the two-photon absorption of dialkylamino substituted distyrylbenzene chromophores can not be attributed to the intrinsic properties of a single molecule and its interaction with solvents. With the same theoretical approaches, two-photon absorption properties of interacting polar chromophores have been investigated to examine the validity of the widely used exciton model. Our first principles calculations have shown that the exciton model offers a conceptually simple interpretation for experimental observations, but is lack of predictability.

The second part of the thesis is to investigate the propagation of ultrashort laser pulse through a one-dimensional asymmetric organic molecular medium by solving full Maxwell-Bloch equations using predictor-corrector finite-difference time-domain method. It focuses on the supercontinuum generation of spectra and the formation of attosecond pulses. It is shown that the supercontinuum generation is strongly modulated by both area and width of the pulse, which results from the interference between the splitting pulses in time-domain and is the implication of the time-energy uncertainty relation. The presence of permanent dipole moment in molecular medium has noticeable effects on the supercontinuum generation. Our calculations show that a well-shaped 132 attosecond pulse can be generated from a two femtosecond incoming pulse under certain conditions. Influences of carrier-envelope phase and time-dependent ionization on the spectral and temporal evolutions of the ultrashort pulses have also been discussed.
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Chapter 1
Introduction

In 1931, Maria Göppert-Mayer[1] calculated the probability of the simultaneous absorption of two photons in a medium and found that the typical nonresonant cross section for two-photon absorption (TPA) is exceedingly small. Therefore, the experimental confirmation of such a process had to wait the advent of laser sources with sufficient intensity. The first experimental verification of TPA processes was reported in 1961 by W. Kaiser and C. G. B. Garrett[2].

In the last two decades, many organic molecules have been found to have large TPA cross sections. Materials possessing large TPA response have many potential applications, for instance two-photon excited fluorescence microscopy[3,4], optical limiting[5], upconverted lasing[6,7], three-dimensional (3D) optical data storage[8,9], and microfabrication, just to mention a few. The ability to achieve 3D spatial resolution arises from the fact that the rate of the simultaneous absorption of two photons depends quadratically on the intensity of the incident laser light. It means that if a tightly focus beam is used, the intensity of the beam decreases quadratically with the distance from the focal plane, so that the excitation is confined in a small volume around the focus (on the order of $\lambda^3$). The linear absorption of a material may be very weak in the wavelength range where the TPA occurs, providing the possibility to excite materials at greater depth than might be possible via one-photon excitation. Moreover, because the wavelength used for TP excitation is roughly twice that for one-photon excitation, the influence of scattering on beam intensity is greatly reduced. These are clear advantages for applications such as imaging in absorbing or scattering media, like biological...
tissues.

Theoretical simulations have provided many useful guidelines for the design and synthesis of TPA materials. Development of detailed structure-property relationships is important for systematically increasing the TPA cross section at desirable wavelengths. It has been shown that the TPA cross sections can be enhanced by several structural factors, such as the electron richness of the $\pi$-conjugation center, the strength of donor and/or acceptor substituents, the molecular symmetry, the dimensionality of charge transfer networks, and the planarity of the $\pi$-conjugation center.[10-14]

In recent years, the structure of active TPA organic molecules moved from symmetrically or asymmetrically substituted linear $\pi$-conjugated unit to multi-branched architectures with increased dimensionality[15-22]. As for multi-branched molecules, the interplay and the coupling among the branches has a significant effect on nonlinear optical response. Both Frenkel exciton model and “supermolecular” quantum chemical methods are employed to interpret experimental results. Frenkel excitons are used to describe the elementary collective electronic excitations of molecular crystals that consist of weakly interacting molecules. With this model, the one- and two-photon excitation spectra of multi-branched molecule can be constructed from those of single-branched sub-unit. Frenkel exciton model is conceptually simple, but relies on experimental data as inputs. Its predictability is thus questionable. A better choice for such systems is the first principles, or ab initio, quantum chemical methods. The fast growth of the computer power and the constant improvement of computational techniques have allowed us to treat very large systems without introducing empirical approximations. Quantum chemical approaches have not only been used to confirm the experimental observations, but also provided many useful design strategies to guide the chemical synthesis. Most of the experiments, as well as technical applications, are performed in solutions, matrices, thin films or in the solid phase. It has been shown that optical properties of molecules can be modified dramatically in condensed phase[23-28]. It is thus necessary to include the effects of surroundings in the quantum chemical methods.

In this thesis, the validity of Frenkel exciton model has been examined by comparing with density functional response theory calculations for the linear and two-photon absorption spectra of these interacting polar chromophores. It is found that
the molecular parameters used in the Frenkel exciton model are often unrealistic. Furthermore, solvent effects on the one- and two-photon absorption spectra of charge transfer molecules have been studied by means of polarizable continuum model (PCM), which treats the solvent environment as a homogenous dielectric continuum medium characterized by its dielectric constant. All of the calculations were performed with the GAUSSIAN 03[29] and DALTON[30] quantum chemical program packages.

The light-molecule nonlinear interaction can induce nonlinear polarization of the molecule as we just discussed. It can also result in the change of the character of the laser light. An impressive progress has been achieved recently in the generation of ultrashort light pulses with a duration corresponding to a few cycles of the optical field[31,32], which offers an unique opportunity to perform spectral measurements with an unprecedented high resolution and has stimulated many applications in diverse fields. Coherent control of chemical reactions, the acceleration of particles and the generation of coherent soft-X-ray radiation are only a few examples to mention here. Several methods of generating subfemtosecond and attosecond pulses using high-order harmonic generation and coherent Raman sidebands have been extensively discussed.

One of the most important processes is the supercontinuum generation (SCG), which is the formation of broad continuous spectra by propagation of high power pulses through nonlinear media. This phenomenon was first observed in 1970 [33] and have been utilized in solids, liquids, and gases under a wide variety of experimental conditions since then[34-36]. SCG is a universal feature of the laser-matter interaction because the shapes of the observed spectra for various media are very similar. As a broadly tunable ultrafast light source, SCG is promised to have applications in a number of areas, including time-resolved broadband absorption and excitation spectroscopy, optical pulse compression, and optical parametric amplification. SCG is a result of many complicated nonlinear optical processes, such as stimulated Raman scattering (SRS)[37] and four-wave mixing (FWM)[33,38].

A full description of interaction between ultra-fast high power pulses and matter presents a great challenge for theory. Most of theoretical models are based on a two-level system following the seminal work of MaCall and Hahn [39]. Under the rotating-wave approximation (RWA) and slowly varying envelope approximation (SVEA), interesting effects such as self-induced transparency and Rabi flopping were
observed [40,41]. Without employing SVEA and RWA, Ziolkowski et al. [42] applied the finite-difference time-domain (FDTD) technique to numerically solve the semi-classical Maxwell-Bloch (MB) equations and provided a more detailed analysis of the self-induced transparency (SIT) effects. Hughes [43,44] has recently employed the FDTD approach to stimulate the propagation of an 18fs pulse propagating through a two-level medium. It was found that for large area laser pulse, the area under individual carriers might cause Rabi flopping, which can lead to carrier-wave reshaping, higher spectral components and even soft-x-ray generation.

It is known that nonlinear optical processes of charge-transfer molecules can often be described by a few-state model due to the presence of charge-transfer states that dominate the optical absorptions. However, a two-level atomic model can not be directly used for a two-state molecular system, since the latter often possesses permanent dipole moments. The interaction between ultrashort laser pulses and dipolar molecular medium has become an interesting subject [45-47].

The work presented in this thesis is concerned with the propagation of ultrashort pulses in a generalized two-level system, consisting of permanent dipole moments. It is simulated by solving the full Maxwell-Bloch equations using predictor-corrector FDTD method. Special attention has been paid to the supercontinuum generation of spectra and the formation of attosecond pulses. The effect of the permanent dipole moment on the supercontinuum generation is discussed in detail. Influences of carrier-envelope phase and time-dependent ionization on the spectral and temporal evolutions of the ultrashort pulses are also considered.
Chapter 2
Quantum Chemistry Methods

Nowadays quantum chemistry methods have become the basic and effective tools to explore the structure, properties and behavior of atoms and molecules. The main object of all nonrelativistic \textit{ab initio} computational methods is to solve the Schrödinger equation of system usually containing many electrons. Although the Schrödinger equation has a relatively simple form, it is impossible to solve it exactly except for the simplest cases like $H_2^+$. Many reasonable approximations have to be adopted.

Given a molecular system with $M$ nuclei and $N$ electrons, the Hamiltonian associated with the total energy is the sum of the kinetic operators of nuclei and electrons, the potential operator which accounts for the electrostatic repulsion between nuclei and between electrons, and the electrostatic attraction between nuclei and electrons. In atomic units,

$$
H = -\sum_{A=1}^{M} \frac{1}{2M_A} \nabla_A^2 - \sum_{i=1}^{N} \frac{1}{2} \nabla_i^2 + \sum_{A=1}^{M} \sum_{B \neq A}^{M} \frac{Z_A Z_B}{R_{AB}} + \sum_{i=1}^{N} \sum_{j \neq i}^{N} \frac{1}{r_{ij}} - \sum_{i=1}^{N} \sum_{A=1}^{M} \frac{Z_A}{r_{iA}}
$$

(2.1)

where $i,j$ refer to electrons, $A,B$ to nuclei.

The time-independent Schrödinger equation is written as

$$
H\left(\{\vec{R}_{ij}\}\{\vec{r}_{i}\}\right)\Phi(\{\vec{R}_{ij}\}\{\vec{r}_{i}\}) = \varepsilon \Phi(\{\vec{R}_{ij}\}\{\vec{r}_{i}\})
$$

(2.2)

where $\Phi$ is the stationary wave function.

The large difference between the masses of the nuclei and the electron allows us to neglect the motion of the nuclei and to consider the electrons to be moving in a field of
fixed positive point charges, that is, Born-Oppenheimer approximation. With the Born-Oppenheimer approximation, the coupling of electronic and nuclear motions can thus be neglected and their position variables can be separated, so that,

\[ \Phi(\{\vec{r}_a\}, \{\vec{r}_l\}) = \Phi_{\text{elec}}(\{\vec{r}_l\}, \{\vec{R}_A\})\Phi_{\text{nucl}}(\{\vec{R}_A\}) \]  

(2.3)

The electron wave function is solved from the Schrödinger equation of electrons,

\[ H_{\text{elec}} \Phi_{\text{elec}} = \varepsilon_{\text{elec}} \Phi_{\text{elec}} \]  

(2.4)

in which

\[ \varepsilon_{\text{elec}} = \varepsilon_{\text{elec}}(\{\vec{R}_A\}) \]  

(2.5)

depends parametrically on the nuclei coordinates. The electronic Hamiltonian \( H_{\text{elec}} \) includes the second, fourth and fifth terms in (2.1). When the electronic problem is solved, \( \varepsilon_{\text{elec}}(\{\vec{R}_A\}) \) can provide an average potential for the motion of nuclei. The nuclei Hamiltonian is thus

\[ H_{\text{nucl}} = -\sum_{A=1}^{M} \frac{1}{2M_A} \nabla_A^2 + \sum_{A=1}^{M} \sum_{B > A}^{M} \frac{Z_A Z_B}{R_{AB}} + \varepsilon_{\text{elec}}(\{\vec{R}_A\}) \]  

(2.6)

The nuclei wave function solved from the nuclear Schrödinger equation

\[ H_{\text{nucl}} \Phi_{\text{nucl}} = \varepsilon \Phi_{\text{nucl}} \]  

(2.7)

\( \Phi_{\text{nucl}}(\{\vec{R}_A\}) \) describes the translation, rotation and vibration of the molecule. The total energy \( \varepsilon \) now includes not only electronic but also translational, rotational and vibrational energies.

### 2.1 Hartree-Fock method

The Hartree-Fock approximation is a one-electron molecular orbital approximation that introduces one-electron wavefunctions (molecular orbital) to describe the electrons in the molecule. Each molecular orbital is composed of the spatial orbital \( \psi_i(\vec{r}) \) and the spin function, either \( \alpha(\omega) \) (spin up) or \( \beta(\omega) \) (spin down). The total N-electron wave function can be constructed from the occupied N molecular orbitals \( \{\chi_i, \chi_j, \ldots, \chi_k\} \) in a determinantal form, namely, the Slater determinant.
2.1 HARTREE-FOCK METHOD

where $\mathbf{x}_i$ is the collective notation for the spatial and spin coordinates of the $i$-th electron. Such a determinant satisfies antisymmetry requirement of multi-electron wave functions, i.e, Pauli exclusion principle.

The variation principle of quantum mechanics states that the best approximation to the exact solution of the Schrödinger equation for a certain type trial function is the one that gives the minimal energy with respect to the variation of all the parameters it contains. If we use Slater determinant as the ansatz for the wavefunction and write the molecular orbitals (spatial part) as a linear combination of atomic orbitals (basis sets), then employ the variational principle, we can derive a set of $N$ coupled equations (Hartree-Fock equations) for the $N$ orbitals. Solution of these equations yields the Hartree-Fock wavefunction and energy of the system, which are approximations of the exact one. The Hartree-Fock method is also called the self-consistent field method (SCF) because the solving of the HF equations is an iterative self-consistent procedure.

The one-electron molecular orbital approximation is also equivalent to assuming that the electron is independent of each other so that the electron interacts only with the average potential from the rest of the electrons, hence the electronic Hamiltonian can be expressed as a sum of one-electron Hamiltonians. The Hartree-Fock approximation inevitably neglects the interactions among electrons. The difference between the total ground state exact energy and the HF energy is defined as the correlation energy:

$$E_{\text{corr}} = E_{\text{tot}} - E_{HF}$$

It should be noted that the exchange energy which derives from the electron-electron repulsion interaction due to Pauli exclusion principle is fully accounted for in the Hartree-Fock method. The neglect of the electron correlation can lead to large deviations from experimental results. A number of approaches that improve this weakness are collectively called post-Hartree-Fock methods which include electron correlation of
different degree in the many-electron wave function. Among many, Configuration Interaction (CI), Multi-configurational self-consistent fields (MCSCF), complete active space SCF (CASSCF), and Møller-Plesset perturbation theory (MPn) are the frequently used ones. Another quite different way of including the electron correlation is the density-functional theory (DFT), which is based on the electron density instead of the wavefunction.

2.2 Density functional theory

DFT developed by Hohenberg, Kohn and Sham gives a relatively simple prescription for the total energy of a system. In DFT the energy is not obtained as eigenvalues of a wavefunction, but rather as a functional of the electron density. In recent years, DFT has become a very popular method for large molecular systems.

If the number of electrons is \( N \), then the electron density is defined as

\[
n(r) = N \int \cdots \int |\psi|^2 \, dx_1 \cdots dx_N \quad (2.10)
\]

2.2.1 Hohenberg-Kohn theorem

In 1964, Hohenberg-Kohn gave the proofs of two important theorems:[48]

**Theorem I:** For any system of electrons, the external potential \( V_{\text{ext}}(r) \) is determined uniquely, except a constant, by the ground state density \( n(r) \).

**Theorem II:** There exists a universal functional for the energy \( E[n] \) of the density \( n(r) \). For a given \( V_{\text{ext}}(r) \), the global minimum of \( E[n] \) is the exact ground state energy which occurs for the exact ground state density \( n(r) \).

Hohenberg-Kohn theorem guarantees the existence of an energy functional \( E[n] \) that reaches its minimum for the correct density \( n(r) \). For molecules with non-degenerate ground state, the ground state energy and all other molecular electronic properties are uniquely determined by the ground state electronic density.
2.2.2 Kohn-Sham equation

One can always find the non-interacting electron system with the same \( n(r) \) as the exact, interacting system. For this fictitious system with non-interacting electrons, Kohn-Sham introduced the orbitals \( \phi_i \) (Kohn-Sham orbital), [49] which give the exact ground state electron density as

\[
n(r) = \sum_{i=1}^{N} |\phi_i(r)|^2
\]

(2.11)

The exact total electronic energy can be written as sum of terms, each dependent on the density

\[
E_{\text{exact}} = E_T + E_V + E_J + E_{xc}
\]

(2.12)

where \( E_T \) is the kinetic energy of a system of non-interacting electrons with the same density as the real system, \( E_V \) is the external potential energy, \( E_J \) is the classical interaction between two charge densities, and \( E_{xc} \) is the exchange-correlation energy which contains not only exchange and correlation contributions, but also a contribution due to the difference between the true kinetic energy of the system and the \( E_T \).

Applying the variational theorem we can derive the Kohn-Sham equations for the orbital

\[
\left[ -\frac{1}{2} \nabla^2 + V_{xc}(r) + \int \frac{n(r')}{|r-r'|} dr' + V_{xc}(r) \right] \phi_i(r) = \varepsilon_i \phi_i(r)
\]

(2.13)

where the \( V_{xc} \) is the exchange-correlation potential defined as the functional derivative of the exchange-correlation energy with respect to the density \( V_{xc}(r) = \delta E_{xc}/\delta n(r) \). Similar to Hartree-Fock orbitals, the Kohn-Sham orbital are obtained by using a SCF approach to solve the Kohn-Sham equations.

2.2.3 Functional

Although Eq. (2.12) can give the exact energy of system, the main problem is that the exact functional for exchange and correlation are not known except for the free electron gas. Thus, approximated functional must be introduced. The local density approximation (LDA), the local spin density approximation (LSDA) and generalized gradient approximation (GGA) are some examples. One of the most popular functional
is Becke’s [50] three-parameter gradient-correlated exchange functional with the Lee-Yang-Parr [51] gradient-correlated correlation (B3LYP)

$$E_{xc}^{B3LYP} = (1 - a_o)E_x^{LSDA} + a_aE_x^{HF} + a_s\Delta E_x^{BS88} + a_cE_x^{LYP} + (1 - a_c)E_c^{VWN}$$

(2.14)

where $a_o$, $a_a$ and $a_c$ are empirical coefficients obtained by least-square fitting to experimental data. Their values are $a_o = 0.20$, $a_s = 0.72$ and $a_c = 0.81$. Because it uses the Hartree-Fock exchange, it is also called as hybrid exchange-correlation functional. B3LYP functional has been used in all the work presented in this thesis.
Chapter 3
Two-photon absorption

Two-photon absorption (TPA) process involves the concerted interaction of two photons with individual atom or molecule, see Figure 3.1. The probability of a molecule simultaneously absorbing two identical photons is proportional to the square of the laser intensity. Compared to one-photon absorption, TPA has different selection rules and it is dependent on the polarization of the light. These features make the TPA a complementary spectroscopic tool to study the excited states of molecule.

\[
\sigma = \frac{8\pi^2\hbar\omega^2}{n^2c^2N} \text{Im}(\chi^{(3)}) = \frac{8\pi^2\hbar\omega^2}{n^2c^2} \text{Im}(\gamma)
\]  

(3.1)

3.1 Cross sections

A relationship between molecular structure and two-photon absorption cross section can be derived from standard time-dependent perturbation theory[52]. The two-photon absorption cross section of randomly oriented systems is directly related to the imaginary part of the third susceptibility \( \chi^{(3)} \).

Figure 3.1 Two-photon absorption.
where $\gamma$ is the second hyperpolarizability and $n$ is the refractive index.

Alternatively, the two-photon absorption cross section can be obtained by computing the individual two-photon transition matrix elements $S_{ab}$ between the initial state $|i\rangle$ and final state $|f\rangle$. For simplicity we shall consider the case of one beam with frequency $\omega$ being close to half of the excitation energy of the final state $\omega_f$.

$$\gamma_{afS}(-\omega, \omega, -\omega, \omega) = i \frac{2\hbar^{-1}}{\Gamma_f} S_{af}^* S_{fS}^* (3.2)$$

$S_{af}$ is defined as

$$S_{af} = \sum_s \left( \frac{i |\mu_s| s \langle s | \mu_f | f \rangle}{(\omega_s - \omega)} + \frac{\langle s | \mu_f | s \rangle \langle s | \mu_f | f \rangle}{(\omega_s - \omega)} \right) (3.3)$$

where $\alpha, \beta \in (x, y, z)$, $\mu$ is the dipole moment operator, $\omega_s$ represents the excitation energy to each intermediate state $|s\rangle$, and the summation here includes all intermediate, initial and final states.

The TPA transition probability is dependent on the polarization of the laser beams[53]. The orientationally averaged two-photon probability is given by

$$\delta_{\text{tp}} = \sum_{af} [F \times S_{af}^* S_{fS}^* + G \times S_{af}^* S_{af}^* + H \times S_{af}^* S_{fS}^*] (3.4)$$

Here $F, G$ and $H$ are coefficients dependent on the polarization of the light. The values of $F, G$ and $H$ are 2, 2 and 2 for linearly polarized light and -2, 3 and 3 for the circular case. The microscopic TPA cross section of molecules excited by a linearly polarized monochromatic beam can thus be described by

$$\delta_{\text{tp}} = 6(S_{xx} + S_{yy} + S_{zz})^2 + 8(S_{xy}^2 + S_{xz}^2 + S_{yz}^2 - S_{xx}S_{yy} - S_{yy}S_{zz} - S_{zz}S_{xx}) (3.5)$$

The TPA cross section that can be directly compared with the experiment is defined as
\[ \sigma_p = \frac{4\pi^2a_0^2\alpha^2 \omega^2 L^4}{15c \Gamma_f n^2 \delta_p} \] (3.6)

where \( a_0 \) is the Bohr radius, \( \alpha \) is the fine structure constant, \( L \) is the Lorentz field factor, \( n \) is the refractive index and the level broadening \( \Gamma_f \) of final state is assumed to have the commonly used value \( \Gamma_f = 0.1 \text{ eV} \), corresponding to a lifetime of a few fs.

Using Eq. (3.3) to calculate the TP transition matrix elements is called the sum-over-states (SOS) method. Its application is limited because it requires the knowledge of all excited states which makes the ab initio calculations very expensive. In practice, it is used by truncation of the SOS expression to only include the dominating states. The convergence rates with respect to the inclusion of states in summation are known to be slow except for special systems, like the charge-transfer molecules. Now the most accurate and rigorous method to evaluate the TPA transition matrix is by the response theory.

**3.2 Response Theory**

Response theory[54] is a way of formulating time-dependent perturbation theory. As the name implies, response functions describe how a property of a system responds to an external perturbation. The main advantage is that the explicit summation over excited states is substituted by the solution of a set of coupled response equations. The TP transition matrix elements can be identified from the residue of the quadratic response function.

### 3.2.1 Response functions

The Hamiltonian operator of a molecular system experienced external field can be expresses as

\[ H = H_0 + V(t) \] (3.7)

where \( H_0 \) is the time-independent Hamiltonian of the unperturbed system, and \( V(t) \) is the time-dependent perturbation.

In the frequency domain, the perturbation operator can be written as
\[ V(t) = \int_{-\infty}^{+\infty} V(\omega)e^{-(i\omega + \epsilon)t} d\omega \] (3.8)

where \( \epsilon \) is a small positive infinitesimal that ensures the field vanishes at \( t = -\infty \).

The average value of time-dependent operator \( A \) can be expanded in the series

\[
\langle A \rangle(t) = \langle A \rangle_0 + \int_{-\infty}^{+\infty} \left\langle A; V^{\omega_1} \right\rangle \left( \omega_1 \right) e^{-(i\omega_1 + \epsilon)t} d\omega_1 \\
+ \frac{1}{2!} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left\langle A; V^{\omega_1}, V^{\omega_2} \right\rangle \left( \omega_1, \omega_2 \right) e^{-(i\omega_1 + i\omega_2 + 2\epsilon)t} d\omega_1 d\omega_2 \\
+ \frac{1}{3!} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left\langle A; V^{\omega_1}, V^{\omega_2}, V^{\omega_3} \right\rangle \left( \omega_1, \omega_2, \omega_3 \right) e^{-(i\omega_1 + i\omega_2 + i\omega_3 + 3\epsilon)t} d\omega_1 d\omega_2 d\omega_3 + \cdots
\] (3.9)

where \( \left\langle A; V^{\omega_1} \right\rangle \left( \omega_1 \right) \), \( \left\langle A; V^{\omega_1}, V^{\omega_2} \right\rangle \left( \omega_1, \omega_2 \right) \), and \( \left\langle A; V^{\omega_1}, V^{\omega_2}, V^{\omega_3} \right\rangle \left( \omega_1, \omega_2, \omega_3 \right) \) denote the linear, quadratic, and cubic response functions, respectively. According to these response functions, all time-dependent properties of the molecule can be determined. For example, when \( A \) denotes the electric dipole operator, the total dipole moment induced by the external field may be expressed by response functions which correspond to, for instance, the polarizability and hyperpolarizability of the molecule.

\[
\alpha_{ij}(-\omega_1; \omega_2) = -\left\langle \mu_i; \mu_j \right\rangle \left( \omega_1 \right) \]
(3.10)

\[
\beta_{ijk}(-\omega_1 - \omega_2; \omega_1, \omega_2) = -\left\langle \mu_i; \mu_j, \mu_k \right\rangle \left( \omega_1, \omega_2 \right) \]
(3.11)

\[
\gamma_{ijkl}(-\omega_1 - \omega_2 - \omega_3; \omega_1, \omega_2, \omega_3) = -\left\langle \mu_i; \mu_j, \mu_k, \mu_l \right\rangle \left( \omega_1, \omega_2, \omega_3 \right) \]
(3.12)

For exact states these response functions can be given in their special representation with

\[
-\left\langle A; B \right\rangle \left( \omega_1 \right) = \sum \sum \sum \frac{\langle 0 | A | n \rangle \langle n | B | 0 \rangle}{\omega_n - \omega_1} \]
(3.13)

as the linear response function and

\[
-\left\langle A; B, C \right\rangle \left( \omega_{1}, \omega_{2} \right) = \sum \sum \sum \frac{\langle 0 | A | n \rangle \langle n | B | m \rangle \langle m | C | 0 \rangle}{(\omega_n - \omega_\sigma)(\omega_m - \omega_\tau)} \]
(3.14)

as the quadratic response function, where \( \langle n | B | m \rangle = \langle n | B - \langle 0 | B | 0 \rangle | m \rangle \) and \( \omega_\sigma = \omega_1 + \omega_2 + \cdots \). P is the permutation operator.
3.2.2 Residues of response functions

The linear response function has poles at frequencies equal to plus or minus the excitation energies of the unperturbed system. The corresponding residues are

\[
\lim_{\omega_i \to \omega_f} (\omega_i - \omega_f) \langle \mu_i ; \mu_j \rangle = \langle 0 | \mu_f | f \rangle \langle f | \mu_j | 0 \rangle
\]

(3.15)

\[
\lim_{\omega_i \to -\omega_f} (\omega_i + \omega_f) \langle \mu_i ; \mu_j \rangle = -\langle 0 | \mu_f | f \rangle \langle f | \mu_j | 0 \rangle
\]

(3.16)

The linear response functions thus provide the information about the excitation energies from the initial state \( |0\rangle \) to final state \( |f\rangle \) and the corresponding transition dipole moments. It can be used to describe the one-photon processes. The single residue of the quadratic response function gives the information on the two-photon transition matrix elements

\[
\lim_{\omega_2 \to \omega_f} (\omega_2 - \omega_f) \langle \mu_i ; \mu_j , \mu_k \rangle = \sum_{n>0} \left[ \frac{\langle n | \mu_f | \mu_f - \langle 0 | \mu_f | 0 \rangle | f \rangle}{\omega_n - \omega_2} + \frac{\langle 0 | \mu_f | n \rangle \langle n | \mu_f - \langle 0 | \mu_f | 0 \rangle | f \rangle}{\omega_n - \omega_1} \right] \langle f | \mu_k | 0 \rangle
\]

(3.17)

where \( \omega_1 + \omega_2 = \omega_f \).

It is noted that the two-photon absorption cross section is an observable which is described by the cubic response function. The quadratic response function may only be used to identify formal expressions for the TPA matrix element. It makes the calculations more convenient.

From the double residue of the same response function one can deduce the transition dipole moments between excited states

\[
\lim_{\omega_i \to -\omega_f} (\omega_i + \omega_f) \left[ \lim_{\omega_2 \to \omega_i} (\omega_2 - \omega_i) \langle \mu_i ; \mu_j , \mu_k \rangle \right] = -\langle 0 | \mu_f | f \rangle \langle f | \mu_f - \langle 0 | \mu_f | 0 \rangle | i \rangle \langle i | \mu_k | 0 \rangle
\]

(3.18)

3.3 Few-states model

As mentioned above, for some special molecular systems, the optical properties are found to be dominated by a few electronic states. In this case, the SOS expression only needs to include a few dominating states. The so-called few-states model[55,56,10,24] not only makes the SOS approach to a manageable extent, but also provides a better
understanding for the revealed structure-to-property relations.

For one-dimensional molecules, the TPA cross section is completely dominated by the component along the molecular axis $S_{zz}$, and only this component will be considered in a few-states model. For the symmetrically substituted one-dimensional molecules, the first excited state is two-photon forbidden. Thus we have to use at least a three-states model for calculation of the TPA cross section, which has a simple form as

$$S_{zz} = \frac{2\mu_z^{01}\mu_z^{1f}}{\omega_f - \omega}$$  \hspace{1cm} (3.19)$$

For asymmetrically substituted molecules it is sufficient to include only two states

$$S_{zz} = \frac{2\mu_z^{0f}(\mu_z^{1f} - \mu_z^{0f})}{\omega_f - \omega}$$  \hspace{1cm} (3.20)$$

The validity of the few-states model has been verified by comparing its results with those obtained from the analytical response theory, see Table 3.1 for an example.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$\Delta \varepsilon$ (eV)</th>
<th>$\mu_z^{01}$ (D)</th>
<th>$\Delta \mu_z$ (D)</th>
<th>$S_{zz}$</th>
<th>$\sigma_{qs}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Two states</td>
<td>Response</td>
</tr>
<tr>
<td>DTT–DA(102)</td>
<td>1.66</td>
<td>13.6</td>
<td>4.5</td>
<td>309</td>
<td>293</td>
</tr>
<tr>
<td>DTT–DA(104)</td>
<td>1.63</td>
<td>14.6</td>
<td>4.7</td>
<td>355</td>
<td>334</td>
</tr>
<tr>
<td>DTT–AA</td>
<td>1.19</td>
<td>13.5</td>
<td>2.5</td>
<td>243</td>
<td>273</td>
</tr>
<tr>
<td>Stilbene–DD</td>
<td>1.44</td>
<td>13.7</td>
<td>3.1</td>
<td>246</td>
<td>258</td>
</tr>
<tr>
<td>DTT–DD(101)</td>
<td>1.15</td>
<td>13.4</td>
<td>2.9</td>
<td>286</td>
<td>302</td>
</tr>
<tr>
<td>DTT–DD(103)</td>
<td>1.17</td>
<td>15.3</td>
<td>4.0</td>
<td>441</td>
<td>461</td>
</tr>
</tbody>
</table>

Table 3.1 Comparison of the few-states models with the response theory calculations for strong charge-transfer one-dimensional donor/acceptor substituted molecules. Copied from Ref[10].

By comparing the transition energy, transition dipole moments and the difference of the permanent dipole moment between the ground and the TPA final states, the dependence of the TPA properties on the molecular electronic structure is clearly demonstrated. For example, the DTT-DD molecule given in Table 3.1 should have the largest TPA cross section because it possesses the smallest energy $\Delta \varepsilon$ and the largest transition dipole moments $\mu_z^{01}$, $\mu_z^{12}$ among all these molecules.
3.4 SOLVENTS EFFECTS

For two-dimensional charge-transfer molecules, when the excitation scheme is dominated by two major transitions, from ground state $|0\rangle$ to the final excited state $|f\rangle$ via the intermediate state $|1\rangle$, the TPA transition matrix for symmetric molecules can be expressed by a three-states model

$$S_{\alpha\beta} = \frac{\mu^0_\alpha \mu^1_\beta}{\Delta E} + \frac{\mu^0_\beta \mu^1_\alpha}{\Delta E}$$ (3.21)

where $\Delta E = \omega_1 - \omega = \omega_1 - \omega_f / 2$, $\mu^0_\alpha$ is the dipole moment between the state $|i\rangle$ and $|f\rangle$ and $\alpha, \beta \in \{x, y\}$.

For asymmetric planar molecules, when the excitation is dominated by the transition from ground state $|0\rangle$ to the final excited state $|f\rangle$, the two-state model can be used.

$$S_{\alpha\beta} = \frac{\mu^0_\alpha \Delta \mu_\beta}{\Delta E} + \frac{\mu^0_\beta \Delta \mu_\alpha}{\Delta E}$$ (3.22)

where $\Delta E = \omega_f - \omega = \omega_f / 2$, $\Delta \mu$ denotes the difference of dipole moments between the ground state and the final state. More general, if an asymmetric molecule has more than one charge transfer state, more than one dominant excitation channel can occur (see Fig 3.2). For instance, the asymmetric PVPHC and DPVPA molecules both have two charge transfer states $S_1$ and $S_2$. If the final TPA state is the $S_1$, there are two dominant scattering processes involved, i.e. $S_0 \rightarrow S_2 \rightarrow S_1$ and $S_0 \rightarrow S_1$. Therefore, a three-states model should be employed, which can be written as

$$S_{\alpha\beta} = \frac{\mu^0_\alpha \Delta \mu_\beta}{\Delta E_1} + \frac{\mu^0_\beta \Delta \mu_\alpha}{\Delta E_1} + \frac{\mu^2_\alpha \mu^0_\beta}{\Delta E_2} + \frac{\mu^0_\alpha \mu^0_\beta}{\Delta E_2}$$ (3.23)

3.4 Solvent effects

Results from calculations of a single isolated molecule are directly related to the experimental measurements in gas phase. However, most of the experiments, as well as technical applications, do take place in solutions. The presence of solvents can screen the external applied field and induce changes in the electronic and geometrical structures of the solute molecule. It has been well demonstrated that the optical properties of molecules can be modified dramatically in condensed phase. It is therefore
highly relevant to develop theoretical methods that can effectively describe the effects of the surroundings.

### 3.4.1 Solvent models

Basically there are two fundamentally different ways to account for the solvent effects: the discrete and the continuum approaches. The discrete approach or explicit solvent models include individual solvent molecules and to do so we have to either restrict to small clusters of molecules (supermolecular approach) or treat a large part of the molecules in a more classical way such as molecular dynamics (MD) simulations. Supermolecular approach considers the solute molecule and some of its neighboring solvent molecules together and describes all of them in a quantum mechanical manner, by which the specific short-range intermolecular interaction can be explicitly treated. The molecular dynamics simulation aims to model molecular motions by Newton’s classical equations. The potential of inter-atomic interactions can be derived either from quantum mechanical calculations or a predetermined molecular mechanical force field.

The commonly used continuum approach or implicit solvent models are represented by Onsager reaction field model\cite{58} or more sophisticated polarizable continuum model (PCM)\cite{59,60}. The continuum models view the solvent environment as a homogenous dielectric continuum medium characterized by its dielectric constant $\varepsilon$, while the solute molecule inside a cavity embedded in the continuum medium is described by
quantum mechanics. The physics of the electrostatic solute-solvent interaction is quite simple. The charge distribution of the solute polarizes the dielectric continuum, which in turn polarizes the solute charge distribution and at the end a stabilization could be reached for such an interaction. Such a self-consistent process can be numerically solved by an iterative procedure. In this model, no overlap of electronic clouds of solute and solvent molecules is considered, thus the short-range interactions such as hydrogen bonding are not included.

In the originally Onsager reaction field model, the solute molecule is considered as a dipole at the center of spherical or ellipsoids cavity. The solvent effects can be regards as a perturbation, $H_1$, to the Hamiltonian of an isolated solute molecule, $H_0$.

$$H = H_0 + H_1$$  \hspace{1cm} (3.24)

And the perturbation term represents the coupling between the reaction field $F^R$ and the dipole moment operator $\mu$.

$$H_1 = -\mu \cdot F^R$$  \hspace{1cm} (3.25)

The connection between the dipole moment and the reaction field is linear.

$$F^R = f^R \cdot \mu \quad f^R = \frac{2(\varepsilon - 1)}{(2\varepsilon + 1)a^3}$$  \hspace{1cm} (3.26)

where $a$ is the radius of the cavity and $f^R$ is the so-called reaction field factor. Obviously the shape and the size of the cavity are quite important parameters for the total Hamiltonian. The computational procedure will be far simpler and faster when simple shapes are used, such as spheres and ellipsoids, but molecules do not often possess a spherical or ellipsoidal shape. Naturally a realistic cavity shape should reproduce the molecular shape as close as possible, which is exact what the PCM model is based on. In this model, the cavity follows the molecular shape and its size is defined through interlocking \textit{van der Waals}-spheres centered at atomic positions. In this thesis, we employed the PCM model to study the solvent effects on the TPA properties of molecules.

In dielectric continuum model, the charge distribution of the solute molecule induces polarization vector $P^{\text{tot}}$ in the solvent molecules. To describe the solvent response function a common approximation [61] is to divide the polarization into two components: one, called the optical polarization vector, $P^{\text{op}}$, connected to polarization
of the electronic clouds, and another, \( P^{\text{in}} \), to nuclear degrees of freedom of the solvent molecules, as well as the solvent molecular motions: vibrations, rotations, and translations. The latter is often called the orientational polarization or inertial polarization.

\[
P^{\text{tot}} = P^{\text{op}} + P^{\text{in}}
\]  

(3.27)

The relaxation times of the two components of \( P^{\text{tot}} \) are very different. When the solute charge distribution changes, the optical polarization is considered to instantaneously adjust to the changes in the solute electronic state. On the contrary, at the same time, the inertial polarization remains fixed to the value corresponding to the solute charge distribution of the initial state. It needs a longer time to come to equilibrium and the relaxation time constant, a characteristic of the solvent, is by far larger than that of optical polarization. This assumption is completely analogous to the so-called Frank-Condon approximation frequently used in the analysis of electronic spectra.

The total and optical polarization of the medium can be related to the static dielectric constants \( (\varepsilon_\text{st}) \) and optical dielectric constants \( (\varepsilon_\text{op}) \), respectively. For example, as known, the static dielectric constant of water is 78.39, but the optical dielectric constant is 1.776. The difference is quite substantial.

### 3.4.2 Solvent effects on two-photon absorption

In contrast to extensive work on establishing useful structure-property relationship for isolated molecules, theoretical efforts to address solvent effects on the TPA have been quite limited. Luo et al.[23] studied the solvent effects on the TPA of the push-pull molecule \( \text{NO}_2(\text{C}_2\text{H}_2)\text{NH}_2 \) by using both self-consistent reaction field and internal finite field approaches. Their calculations have shown that the TPA cross section \( (\delta) \) of the push-pull molecule strongly depends on the geometrical changes associated with the polarities of the solvents: polar solvents lead to larger bond length alternation (BLA) and in turn to bigger TPA cross sections. A prototype donor-acceptor system \( (\text{D}-\pi-\text{A}) \) was used to study solvent effects on TPA by Wang et al.[24] employing polarizable continuum model (PCM) combined with a two-state approach. It was also revealed that the enhancement of the TPA cross section in solution can also be attributed to the
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electronic structure changes induced by the solvent. The solvent dependence of the TPA cross section displayed a non-monotonic behavior with respect to the solvent polarity, see Fig.3.3(a). The most sophisticated theoretical approach so far is the one developed by Frediani et al.[27] who have evaluated the solvent induced TPA cross sections by means of the quadratic response theory and the PCM. They have found that the TPA cross section of a charge-transfer molecule is more dependent on the optical dielectric constant rather than the static dielectric constant of the solvent: a very polar solvent, such as water, does not necessary yield a higher TPA cross section.

On the experimental side, the recent work of Woo et al.[28] measured the TPA cross sections of a series of distyrylbenzene chromophores and systematically studied the solvent effects on TPA properties. It is found that the effect of solvent on TPA cross section is nonmonotonic: maximum cross section was measured in an intermediate polarity solvent (THF) and was lowest in water, see Fig. 3.3(b). We have performed quantum chemical calculations to explore the possible mechanism for the observed behavior. The details can be found in Paper I.

Figure 3.3 Solvent dependence of TPA cross section, (a) from ref.[24] and (b) from ref.[28].
Chapter 4
Frenkel Exciton Model

The nonlinear optical properties of aggregates or interacting chromophores can be described qualitatively by means of the classical Frenkel exciton model which takes into account the dipolar interactions among molecules. The concept of exciton was first introduced into physics by Frenkel in 1931[62]. Frenkel excitons are usually used to describe the elementary collective electronic excitations of molecular crystals that consist of weakly interacting molecules. It is assumed, hence, that the wave functions of the adjacent molecules are slightly overlapped. The basis molecular functions form the many-electron wave functions of the total system. For example, in Heitler-London approximation, the ground wavefunction is assumed to be the product of the ground-state wavefunctions of each single molecule, and the excited states are described as superpositions of the products in which a constant number of molecules are excited at a time. This approximation has proved to be valid in describing electronic excitations in many molecular crystals. A brief description of the Frenkel exciton model for the example of molecular crystal is given below[63].

4.1 Heitler-London approximation

Let $H_n$ be the energy operator of the molecule that occupies point $n$, and let $V_{nm}$ be the interaction-energy operator of the two molecules at points $n$ and $m$. The total energy operator of the crystal can be written as

$$H = \sum_n H_n + \frac{1}{2} \sum_{n,m} V_{nm}$$ (4.1)
Summation in (4.1) is over all molecules. The prime on the second summation indicates that terms with $n=m$ are absent.

The energy operator $H_n$ has a set of eigenfunctions $\varphi_n^f(\xi_n)$ that correspond to the eigenvalues $\varepsilon_f$, i.e.

$$H_n \varphi_n^f(\xi_n) = \varepsilon_f \varphi_n^f(\xi_n)$$  \hspace{1cm} (4.2)

The energy $\varepsilon_f$ characterizes the internal electronic excitation of a molecule. The symbol $\xi_n$ indicates the set of coordinates corresponds to the internal degrees of freedom of the molecule occupying point $n$.

It is assumed that the overlap of wave functions of adjacent molecules can be neglected. This approximation works out particularly well in crystals consisting of molecules of aromatic compounds (benzene, naphthalene, anthracene, etc.). In such molecules, transitions to the first electronic excited state involve changes in the motion of the $\pi$ electrons of the molecule and excitation occurs between states in which the spatial distribution of the $\pi$-electron densities differs slightly.

The ground state of a crystal with the energy operator $H_0 = \sum_n H_n$ has the energy $N\varepsilon_0$ and is described by the wave function

$$\psi^0 = \prod_n \varphi_n^0$$  \hspace{1cm} (4.3)

The excited states corresponding to the $f$-th excitation of one molecule of the crystal have the energy $(N-1)\varepsilon_0 + \varepsilon_f$. These states are $N$-fold degenerate. If the molecule at $n$ is excited, the corresponding wave function will have the form

$$\psi_n^f = \varphi_n^f \prod_m \varphi_m^0 \hspace{1cm} m \neq n$$  \hspace{1cm} (4.4)

Since all of the molecules are the same, we can introduce $N$ new orthonormal functions

$$\psi_n^f = N^{-1/2} \sum_n \psi_n^f$$  \hspace{1cm} (4.5)

In a system with operator $H_0$, all the states in Eq. (4.5) have the same energy. This degeneracy is removed if we take into account the interactions between molecules. In molecular crystals, the intermolecular interaction is small, so in the first approximation
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of perturbation theory the energy of the crystal is equal to the mean value of the operator (4.2) in states corresponding to wave functions (4.3) and (4.5) of the zeroth approximation. If we take their difference, we find the excitation energy for transition from the ground state (4.3) to excited state (4.5):

$$E_f = \Delta \varepsilon_f + D_f + L_f$$

(4.6)

where $\Delta \varepsilon_f$ is the excitation energy of a free molecule;

$$D_f = \sum_m \int \left| \phi_n^f \right|^2 V_{nm} \phi^0_m |^2 d\tau - \int \left| \phi_n^0 \right|^2 V_{nm} \phi^0_m |^2 d\tau$$

(4.7)

is the change in the interaction energy of one molecule with all of the surrounding molecules in its transition to the $f$-th excited state; and

$$L_f = \sum_m M_{fm}^f$$

(4.8)

The matrix element

$$M_{nm}^f = \int \phi_n^{0*} \phi_m^{f*} V_{nm} \phi_n^0 \phi_m^f d\tau$$

(4.9)

determines the transition of excitation $f$ from molecule $n$ to molecule $m$.

Thus, $N$ different excited states correspond to a nondegenerate excited state of a free molecule. Each of these excited states is a collective excited state of the entire crystal and is called exciton.

4.2 The interaction-energy operator

The interaction-energy operator $V_{nm}$ of two molecules, which characterizes the Coulomb interaction of the electrons and nuclei of both molecules, is usually expanded into a series in inverse powers of the distance between the centers of the molecules. The individual terms of the series characterize multipole-multipole interactions of the various orders. If the molecules are neutral, the first term of the series in the interaction operator corresponds to dipole-dipole interaction. If the electric dipole moment transition of molecule differs from zero, usually only the dipole-dipole interaction is retained. In this approximation,

$$E_{dipole} = \frac{\mu_A \mu_B}{\varepsilon (R_{AB})^3} (\cos \chi - 3 \cos \alpha_A \cos \alpha_B)$$

(4.10)

$\varepsilon$ is the dielectric constant of the solvent, $\chi$ is the angle between two dipoles $\mu_A$. 


and \( \mu_B, \alpha_A, \alpha_B \) are the angles between the dipoles and the vector connecting the two dipoles, \( R_{AB} \) is the distance between the dipoles, see Fig. 4.1.

![Figure 4.1 Dipole-Dipole interaction.](image)

### 4.3 In Second-Quantization representation

As is well known, systems consisting of a large number of identical interacting subsystems are more conveniently described by the second-quantization representation. In the occupation number representation, the state of the crystal is characterized by functions of the occupation numbers \( N_{nf} \). The occupation numbers \( N_{nf} \) are equal to either zero or unity and must satisfy the condition

\[
\sum_{\ell} N_{nf} = 1
\]
\[
\sum_{n,f} N_{nf} = N
\]  
(4.11)

The wave function is, in the occupation number representation, a function of all of the numbers \( N_{nf} \) denoted by the symbol \( \psi(\cdots N_{nf} \cdots) \). The number-of-states operator \( \hat{N}_{nf} \) is diagonal and its eigenvalues are the numbers \( N_{nf} \)

\[
\hat{N}_{nf} \psi(\cdots N_{nf} \cdots) = N_{nf} \psi(\cdots N_{nf} \cdots)
\]  
(4.12)

The \( \hat{N}_{nf} \) can be expressed as

\[
\hat{N}_{nf} = b_{nf}^+ b_{nf}
\]  
(4.13)

and

\[
b_{nf}^+ \psi(\cdots N_{nf} \cdots) = (1 - N_{nf}) \psi(\cdots, N_{nf} + 1, \cdots),
\]
\[
b_{nf} \psi(\cdots N_{nf} \cdots) = N_{nf} \psi(\cdots, N_{nf} - 1, \cdots)
\]  
(4.14)
$b_{nf}^*$ and $b_{nf}$ are creation and annihilate operator of the state $nf$.

Introduce the operators

\[
\hat{\Psi}(\xi) = \sum_{n,f} b_{nf} \varphi_{nf}(\xi), \\
\hat{\Psi}^*(\xi) = \sum_{n,f} b_{nf}^* \varphi_{nf}^*(\xi),
\]

(4.15)

Where $\varphi_{nf}(\xi)$ are the eigenfunctions of the operators $H_n(\xi)$. The energy operator of the non-interacting molecules in the coordinate representation is transformed in the occupation-number representation to

\[
H_0 = \int \hat{\Psi}^* H_n \hat{\Psi} d\xi = \sum_{n,f} b_{nf}^* b_{nf} \epsilon_f
\]

(4.16)

In the occupation number representation,

\[
\sum_{n,m} V_{nm} = \int \hat{\Psi}^* (\xi) \hat{\Psi}^*(\eta) V(\xi,\eta) \hat{\Psi}(\xi) \hat{\Psi}(\eta) d\xi d\eta
\]

\[
= \sum_{n,m} \sum_{f,f',g,g'} b_{nf}^* b_{mg}^* b_{mg} b_{nf} \langle f'g'|V_{nm}|gf \rangle
\]

(4.17)

Where $\langle f'g'|V_{nm}|gf \rangle = \int \varphi_{nf}^* \varphi_{mg}^* V_{nm} \varphi_{mg} \varphi_{nf} d\xi d\eta$

Then the energy operator is

\[
H = \sum \epsilon_f b_{nf}^* b_{nf} + \frac{1}{2} \sum b_{nf}^* b_{mg}^* b_{mg} b_{nf} \langle f'g'|V_{nm}|gf \rangle
\]

(4.18)

where $f, f', g, g'$, are the quantum numbers that characterize all of the steady states of the molecules. In the first sum of (4.18), summation is over all $n$ and $f$. The second summation is over all $n, m, f, f', g, g'$ at $n \neq m$.

When we consider only the ground state and the one of the excited states, the $f, f', g, g'$ equal to 0 or $f$. Then the energy operator takes the form

\[
H = H_0 + H_1 + H_2 + H_3
\]

(4.19)

where $H_0 = N\epsilon_0 + \frac{1}{2} \sum_{n,m} \langle 00|V_{nm}|00 \rangle$ is a constant term. Further,

\[
H_1 = \sum_n (\Delta \epsilon_f + \sum_{m(n)} D_{nm}^f) \hat{N}_{nf}
\]

(4.20)

in which

\[
\Delta \epsilon_f = \epsilon_f - \epsilon_0
\]

\[
D_{nm}^f = \langle 0f|V_{nm}|f'0 \rangle - \langle 00|V_{nm}|00 \rangle
\]
\begin{equation}
H_2 = \sum_{n,m} M^{f}_{nm} b_n^{+} b_m^0 b_{nf} b_{nf} \tag{4.21}
\end{equation}

\begin{equation}
H_3 = \frac{1}{2} \sum_{n,m} M^{f}_{nm} (b_n^{+} b_m^{+} b_{nf} b_{mf} + b_{nf}^{+} b_{mf}^{+} b_{mf} b_{nf}) \tag{4.22}
\end{equation}

Energy operator is further simplified by introducing the new operators

\begin{equation}
B_{nf} = b_n^{+} b_{nf}, \quad B_{nf}^{+} = b_{nf}^{+} b_{n0} \tag{4.23}
\end{equation}

The operator $B_{nf}$ corresponds to transition of the molecule $n$ from the $f$-th excited state to the ground state. The operator $B_{nf}^{+}$ corresponds to the reverse process-transition of the molecule $n$ from the ground state to an excited state.

Using the commutation relations, we have

\begin{equation}
H_1 = \sum_n (\Delta \varepsilon_f + D_f) B_{nf}^{+} B_{nf} \tag{4.24}
\end{equation}

\begin{equation}
H_2 = \sum_{n,m} M^{f}_{nm} B_{mf}^{+} B_{nf} \tag{4.25}
\end{equation}

\begin{equation}
H_3 = \frac{1}{2} \sum_{n,m} M^{f}_{nm} (B_{mf}^{+} B_{nf}^{+} + B_{mf} B_{nf}) \tag{4.26}
\end{equation}

Consider the operator (4.19) without the operator $H_3$, the excitation-energy operator takes the form

\begin{equation}
\Delta H = H - H_0 = \sum_n (\Delta \varepsilon_f + D_f) B_{nf}^{+} B_{nf} + \sum_{n,m} M^{f}_{nm} B_{mf}^{+} B_{nf} \tag{4.27}
\end{equation}

This approximation corresponds to the Heitler-London approximation, which was considered in section 4.1.
Chapter 5
Ultrashort pulse in generalized two-level medium

Recent progress in ultrafast laser technology has allowed the generation of extremely short and intense light pulse consisting of a few oscillation cycles. The interaction of femtosecond laser pulses with two-level medium has attracted much attention. The semiclassical method is often used, in which the electromagnetic field is described by classical Maxwell equations, while the medium is treated quantum mechanically by means of Bloch equation. For a few-cycle pulse, it has been found the conventional slowing varying envelope approximation (SVEA) and the rotation-wave approximation (RWA) are not valid any more. The propagation of few-cycle pulse laser in a resonance two-level atom medium possesses many novel features which are different from the case of long pulses can be found, such as the carrier-wave Rabi flopping (CWRF), carrier-envelope phase (CEP) effects, and breakdown of area theorem, just to mention a few.

In this thesis, the propagation of one-dimensional electromagnetic field in a two-level molecular system has been investigated. The full Maxwell-Bloch equation beyond SVEA and RWA is solved by using iterative predictor-corrector finite-difference time-domain method (FDTD). By solving Maxwell-Bloch equation numerically, the propagation of laser pulse and the corresponding spectral evolution can be explored. The realistic one-dimensional asymmetric organic molecules have been chosen as the two-level medium model. These molecules possess large nonlinear properties and have only one charge-transfer (CT) state in the visible or ultraviolet region. Furthermore, for asymmetric molecule, it has nonzero permanent dipole moment, which is different from
commonly used two-level atom system and can result in many interesting new phenomena.

5.1 Maxwell-Bloch equations

The behavior of electromagnetic field in medium is described by the well known Maxwell equation

\[
\begin{align*}
\nabla \times \mathbf{E} &= -\frac{\partial \mathbf{B}}{\partial t} \\
\nabla \times \mathbf{H} &= \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t} \\
\n\nabla \cdot \mathbf{D} &= \rho \\
\n\nabla \cdot \mathbf{B} &= 0
\end{align*}
\]

Here, \( \rho \), \( \mathbf{J} \) are charge and current density, respectively. For electromagnetic field with visible light frequency, the charge and current density in medium will be zero. The relationship between electromagnetic field and the electric polarization \( \mathbf{P} \) and magnetization \( \mathbf{M} \) of the medium can take the form

\[
\mathbf{B} = \mu \mathbf{H} = \mu_0 (\mathbf{H} + \mathbf{M}) \quad \quad \mathbf{D} = \varepsilon \mathbf{E} = \varepsilon_0 \mathbf{E} + \mathbf{P}
\]

Here \( \varepsilon \) and \( \mu \) are constants known as the medium permittivity and permeability. In nonferromagnetic material, \( \mathbf{B} \approx \mu_0 \mathbf{H} \).

The incident electric field is assumed to be polarized along the \( x \) axis and propagates along the \( z \) axis to an input interface of the medium at \( z = 0 \), i.e., \( \mathbf{E}(\mathbf{r}, t) = E_x(z, t) \hat{x} \) and \( \mathbf{H}(\mathbf{r}, t) = H_y(z, t) \hat{y} \). The polarization is \( \mathbf{P} = P_x \hat{x} \). Then Maxwell equation has the following form

\[
\begin{align*}
\frac{\partial H_y}{\partial t} &= -\frac{1}{\mu_0} \frac{\partial E_x}{\partial z} \\
\frac{\partial E_x}{\partial t} &= -\frac{1}{\varepsilon_0} \frac{\partial H_y}{\partial z} - \frac{1}{\varepsilon_0} \frac{\partial P_x}{\partial t}
\end{align*}
\]

where \( \mu_0 \) and \( \varepsilon_0 \) are the permeability and permittivity of free space. The macroscopic nonlinear polarization \( P_x \) is related to the ensemble average of the expectation value of dipole moment operator for a molecule.

Atom and molecule are multilevel systems, and their interaction with a radiation field can involve many levels. Nevertheless, for a radiation field with a single
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frequency, $\omega$, it is often necessary to consider only the ground state and those levels that are different in energy from the ground state energy by $\hbar \omega$. When only one such excited level exists, a two-level approximation can be made\[64\]. The Hamiltonian for the two-level system interacting with the radiation field is given by

$$H(t) = H_0 + V(t) \tag{5.4}$$

where $H_0$ is the free molecule Hamiltonian and the time-dependent interaction potential $V(t)$ is given in the electric dipole approximation by

$$V(t) = -\mathbf{\mu} \cdot \mathbf{E}(t) \tag{5.5}$$

where $\mathbf{\mu} = -e \mathbf{r}$ is the dipole moment operator and $\mathbf{E}(t)$ is the time-dependent electric field.

Using the density matrix to treat medium, the Schrödinger equation is replaced by the Liouville equation

$$\frac{\partial}{\partial t} \rho_{nn} = -\frac{i}{\hbar} [H, \rho]_{nn} \tag{5.6}$$

With it we can obtain the Bloch equation

$$\frac{\partial}{\partial t} \rho_{jk} = -i\omega_{jk} \rho_{jk} + \frac{iE}{\hbar} \sum_{j=1}^{N} (\mathbf{\mu}_{ij} \rho_{jk} - \mathbf{\mu}_{jk} \rho_{ij}) \tag{5.7}$$

The elements of the density matrix have the following physical interpretation: The diagonal elements $\rho_{nn}$ give the probability that the system is in energy eigenstate $n$. The off-diagonal elements $\rho_{mn}$ provide the “coherence” between level $n$ and $m$, in the sense that $\rho_{mn}$ will be nonzero only if the system is in a coherent superposition of energy eigenstates $n$ and $m$. In some circumstances, it is proportional to the induced electric dipole moment of the medium.

Equation (5.7) is the density matrix equations of motion absent of relaxation processes. If we consider a closed two-level system, 1 and 2, and add phenomenological damping terms: $\gamma_{22}$, $\gamma_{12}$ and $\gamma_{21}$, which are called population and polarization relaxation constants, the density matrix equations become

$$\frac{\partial \rho_{11}}{\partial t} = -\frac{iE_1}{\hbar} (\mu_{21} \rho_{12} - \mu_{12} \rho_{21}) + \gamma_{22} \rho_{22} \tag{5.8}$$

$$\frac{\partial \rho_{22}}{\partial t} = \frac{iE_2}{\hbar} (\mu_{21} \rho_{12} - \mu_{12} \rho_{21}) - \gamma_{22} \rho_{22} \tag{5.9}$$
\[
\frac{\partial \rho_{12}}{\partial t} = i \omega_{12} \rho_{12} + \frac{i E_x}{\hbar} [\mu_{12}(\rho_{22} - \rho_{11}) + (\mu_{11} - \mu_{22})\rho_{12} - \gamma_{12}\rho_{12}]
\]  
\[
\frac{\partial \rho_{21}}{\partial t} = i \omega_{12} \rho_{21} + \frac{i E_x}{\hbar} [\mu_{21}(\rho_{22} - \rho_{11}) + (\mu_{11} - \mu_{22})\rho_{21} - \gamma_{21}\rho_{21}]
\]

Let \( \Delta \mu = \mu_{22} - \mu_{11} \), \( u = \rho_{21} + \rho_{22} \), \( v = i(\rho_{21} - \rho_{12}) \) and \( d = \rho_{22} - \rho_{11} \) which denotes the population difference of two levels, we have

\[
\frac{\partial u}{\partial t} = -\gamma_{12}u - \omega_{b}v + \frac{\Delta \mu}{\hbar} E_{x}v 
\]  
\[
\frac{\partial v}{\partial t} = -\gamma_{21}v + \omega_{b}u + 2 \frac{M_{\text{E}}}{\hbar} d - \frac{\Delta \mu}{\hbar} E_{x}u 
\]  
\[
\frac{\partial d}{\partial t} = -\gamma_{22}(d + 1) - 2 \frac{M_{\text{E}}}{\hbar} v 
\]

where \( \omega_{b} = \omega_{12} \) is the frequency difference of two levels and \( \mu = \mu_{12} = \mu_{21} \) is the transition dipole moment between two states. The (5.3) and (5.12-14) are our Maxwell-Bloch equation used for simulating propagation of pulse in closed two-level molecules. The polarization \( P_{x} \) fulfills the following relation

\[
\frac{\partial P_{x}}{\partial t} = -\gamma_{22} \frac{N\Delta \mu}{2} (d + 1) - \gamma_{12}N\mu_{22} - N\mu_{11} \omega_{b}v 
\]

Here \( N \) is molecular number density.

During the course of interaction between the intense laser pulse and the quantum system such as atom and molecule, the quantum system can experience ultraintense radiation without ionization. However, when the laser intensity is much higher, it becomes questionable whether ionization of the quantum system affects the evolution of the pulse in the medium. So we also consider the time-dependent ionization effects on the evolution of the pulse in two-level-plus-continuum medium, i.e. an open two-level system. In this case, the Bloch equations have the form

\[
\frac{\partial u}{\partial t} = -\gamma_{12}u - \omega_{b}v + \frac{\Delta \mu}{\hbar} E_{x}v - \frac{\gamma_{1}(t)}{2} u 
\]  
\[
\frac{\partial v}{\partial t} = -\gamma_{21}v + \omega_{b}u + 2 \frac{M_{\text{E}}}{\hbar} (\rho_{22} - \rho_{11}) - \frac{\Delta \mu}{\hbar} E_{x}u - \frac{\gamma_{1}(t)}{2} v 
\]
\[ \frac{\partial \rho_{11}}{\partial t} = \gamma_{22} \rho_{22} + \frac{\mu E_x}{\hbar} v \]  
\[ \frac{\partial \rho_{22}}{\partial t} = -\gamma_{22} \rho_{22} - \frac{\mu E_x}{\hbar} v - \gamma_i(t) \rho_{22} \]  
(5.18)
(5.19)

where \( \gamma_i(t) \) is the time-dependent ionization rate of the excited state. For two-photon ionization, \( \gamma_i(t) = \sigma_i^{(2)} I(t)^2 / (\hbar \omega)^2 \) and \( \sigma_i^{(2)} \) is the two-photon ionization cross section of the excited state. And the polarization \( P_x \) takes the following form
\[ \frac{\partial P_x}{\partial t} = -\gamma_{22} N \Delta \mu \rho_{22} - \gamma_{12} N \mu \mu - N \mu \omega_b v + \frac{\gamma_i}{2} N \mu \mu + \gamma_i N \mu \mu \rho_{22} \]  
(5.20)

## 5.2 The McCall-Hahn “Area Theorem”

The “area theorem” was first derived by McCall and Hahn in 1967[65]. It governs the coherent nonlinear transmission of short light pulses (pulse temporal duration is much smaller compared with the decay times of two levels) through resonance two-level media. It is derived from Maxwell-Bloch equation using SVEA and RWA, so, for the case of few-cycle pulse it is not exactly true. But for the sake of comparison, we also use it to define our pulse.

It is convenient to define the pulse area at position \( z, \theta(z) \), as
\[ \theta(z) = \int_{-\infty}^{\infty} \frac{\mu}{\hbar} E_0(z,t) dt \]  
(5.21)

where \( E_0(z,t) \) is the electric field envelope.

McCall and Hahn[63] found that the pulse area satisfies the equation
\[ \frac{d\theta(z)}{dz} = \frac{\alpha}{2} \sin \theta(z) \]  
(5.22)

where \( \alpha \) is the absorption coefficient in terms of the transition dipole moment, the index of refraction, etc. This equation is known as “pulse area theorem”. It is an extended version of Beer’s law.

Figure 5.1 plots \( \theta(z) \) vs \( z \) for several values of \( \theta(z) \). Here we only consider the absorbing media. According to the area theorem, it is clear that \( \lim_{z \to \infty} \theta(z) = 2n\pi \), where \( n \) is determined by \( \theta(0) \). For example, for \( \theta(0) < \pi \), \( n = 0 \); for \( \pi < \theta(0) < 3\pi \), \( n = 1 \); for \( 3\pi \leq \theta(0) < 4\pi \), \( n = 2 \). For \( \theta(0) > 4\pi \) or \( \theta(0) < 0 \), the pulse area becomes infinite.
\( n = 1 \). If \( \theta(0) = n\pi \), for any \( n \), the pulse areas suffers no attenuation in propagation, since \( \partial \theta / \partial z = 0 \). The areas that are even multiples of \( \pi \) are more stable than those that are odd multiples. With deeper penetration of the pulse into the absorber, the area tends toward even multiples of \( \pi \). Especially, for \( \theta(0) = 2\pi \), the pulse can propagate without shape change (solitary wave), which is called self-induced transparency (SIT).

![Figure 5.1 Pulse area evolution. Ref[65]](image)

The area theorem only tells the evolution of total area, but it can not give information at all about possible breakup of a pulse into two or more pulses with the same total area. It has been observed, both experimentally and theoretically [40,41,66], that the \( 4\pi \) pulse does not propagate as a single pulse but rather separates into two individual \( 2\pi \) pulses and the \( 6\pi \) is also decomposed into three \( 2\pi \) pulses accompanied by pulse delay and pulse compressing or broadening. These result in many
interesting phenomena on this subject. Moreover, currently, it has been shown that there are many different properties of area evolution between few-cycle ultrashort pulse and long pulse.

5.3 Predictor-corrector FDTD method

The predictor-corrector finite-difference time-domain (FDTD) technique of Ziolkowski [42] is applied to solve numerically the semiclassical Maxwell-Bloch equations. The FDTD method belongs to grid-based differential time-domain numerical modeling method. The equations are solved in leapfrog manner: the electric field is solved at a given instant in time, then the magnetic field is solved at the next instant in time, and the progress is repeated over and over again. In our case, the $z$-propagating magnetic field ($H_z$) and the electric field ($E_x$) are spatially separated by $\Delta z/2$ and temporally by $\Delta t/2$, as shown in Fig. 5.2, in which the $i$ and $j$ denote the temporal and spatial discretization steps, respectively. The magnetic-field component is at the “edge” of the cell in the grid (intersection point of solid line) and the electric field component lies at the “center” of the cell (intersection point of dash line). We associate all of the material properties ($P_j$) with the location of the electric field.

Introducing the quantities $u_i(z,t)$ through the definitions

$$u = e^{-\gamma z_1}u_1(z,t)$$

$$v = e^{-\gamma z_1}u_2(z,t)$$

$$d = e^{-\gamma z_2}u_3(z,t) - 1$$

One obtains the electric-field and two-level system equations in the form

$$\frac{\partial H}{\partial t} = -\frac{1}{\mu_0} \frac{\partial E}{\partial z}$$

$$\frac{\partial E}{\partial t} = -\frac{1}{\epsilon_0} \frac{\partial H}{\partial z} + A u_1 + B u_2 + K u_3$$

$$\frac{\partial u_1}{\partial t} = -\omega_0 u_2 + G E u_2$$

$$\frac{\partial u_2}{\partial t} = \omega_0 u_1 + C_1 E u_3 + D E - G E u_1$$
\[
\frac{\partial u_2}{\partial t} = -C_2 E u_2
\]  
(5.30)

where the time-varying coefficients

\[
A(t) = \frac{N \mu_{12} \omega_0}{\varepsilon_0} e^{-i\gamma_{21} t}, \quad B(t) = \frac{N \mu_{12} \omega_0}{\varepsilon_0} e^{-i\gamma_{21} t}
\]

\[
C_1(t) = 2 \frac{\mu_{12}}{h} e^{-i(\gamma_{22} - \gamma_{21}) t}, \quad C_2(t) = 2 \frac{\mu_{12}}{h} e^{-i(\gamma_{21} - \gamma_{22}) t}
\]

\[
D(t) = -\frac{2}{h} \mu_{12} e^{i\gamma_{22} t}, \quad K(t) = \frac{N \Delta \mu \gamma_{22}}{2 \varepsilon_0} e^{-i\gamma_{22} t}, \quad G = \frac{\Delta \mu}{h}
\]  
(5.31)

The magnetic-field equation is solved at the space steps \((j + \frac{1}{2})\Delta z\) for the time step \((i + \frac{1}{2})\Delta t\), while the electric field and the medium term \(u_1, u_2,\) and \(u_3\) are solved at the space steps \(j\Delta z\) for the time steps \(i\Delta t\). The discretized version of the Maxwell-Bloch system is of the following form

![Figure 5.2 Illustration of the cell used in FDTD.](image)
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\[ H(j + \frac{1}{2}, i + \frac{1}{2}) = H(j + \frac{1}{2}, i + \frac{1}{2}) - \frac{\Delta t}{\mu_0 \Delta z} [E(j + 1, i) - E(j, i)] \]  \hspace{1cm} (5.32)

\[ E(j, i + 1) = E(j, i) - \frac{\Delta t}{\varepsilon_0 \Delta z} \left[ H(j + \frac{1}{2}, i + \frac{1}{2}) - H(j - \frac{1}{2}, i + \frac{1}{2}) \right] \]
\[ + \Delta t A(i + \frac{1}{2}) \frac{u_1(j, i + 1) + u_2(j, i)}{2} + \Delta t B(i + \frac{1}{2}) \frac{u_2(j, i + 1) + u_2(j, i)}{2} \]
\[ + \Delta t K(i + \frac{1}{2}) \frac{u_1(j, i + 1) + u_1(j, i)}{2} \]  \hspace{1cm} (5.33)

Bolch equation becomes

\[ u_1(j, i + 1) = u_1(j, i) - \Delta t \omega_0 \frac{u_2(j, i + 1) + u_2(j, i)}{2} \]
\[ + \Delta t G \frac{[E(j, i + 1) + E(j, i)] [u_1(j, i + 1) + u_2(j, i)]}{2} \]  \hspace{1cm} (5.34)

\[ u_2(j, i + 1) = u_2(j, i) + \Delta t \omega_0 \frac{u_1(j, i + 1) + u_1(j, i)}{2} \]
\[ + \Delta t \frac{[E(j, i + 1) + E(j, i)] \left[ C_1(i + \frac{1}{2}) \frac{u_1(j, i + 1) + u_1(j, i)}{2} + D(i + \frac{1}{2}) \right]}{2} \]
\[ - \Delta t G \frac{[E(j, i + 1) + E(j, i)] [u_1(j, i + 1) + u_1(j, i)]}{2} \]  \hspace{1cm} (5.35)

\[ u_3(j, i + 1) = u_3(j, i) - \Delta t C_2(i + \frac{1}{2}) \frac{[E(j, i + 1) + E(j, i)] [u_2(j, i + 1) + u_2(j, i)]}{2} \]  \hspace{1cm} (5.36)

Since the electric field equations and the Bloch equation are coupled, they can not be integrated in the typical FDTD method. It has to be solved via a predictor-corrector scheme. The equations (5.33-36) can be expressed in the form

\[ U_i^{\text{new}} = U_i^{\text{old}} + \Delta t F_i(U_i^{\text{old}}, U_i^{\text{new}}) \]  \hspace{1cm} (5.37)

where \( U_i \) denotes \( E, \ u_1, \ u_2, \ u_3 \) and the functional \( F_i \) represent the right-hand sides of equations (5.33-36). Eq. (5.37) can thus be solved iteratively. The critical converge value we used is 0.001%.
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