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Abstract

A network-wide coordination system for heavy-duty vehicle platooning with the purpose of reducing fuel consumption is developed. Road freight is by far the dominating mode for overland transport with over 60% modal share in the OECD countries and is thus critically important for the economy. Overcoming its strong dependency on fossil fuels and manual labor as well as handling rising congestion levels are therefore important societal challenges. Heavy-duty vehicle platooning is a promising near-term automated-driving technology. It combines vehicle-to-vehicle communication and on-board automation to slipstream in a safe manner, which can reduce fuel consumption by more than 10%. However, in order to realize these benefits in practice, a strategy is needed to form platoons in an operational context. We propose a platoon coordination system that supports the process of automatically forming platoons over large geographic areas.

We develop an architecture in which fleet management systems send start locations, destinations, and arrival deadlines to a platoon coordinator. By computing desirable speed profiles and by letting the vehicles’ on-board systems track them, vehicles can meet en route and form platoons. Matching vehicles into platoons and deriving suitable speed profiles is treated as an optimization problem with the objective of maximizing the overall fuel savings under the constraint that vehicles arrive in time at their destinations. By updating the speed profiles and the platoon configurations based on real-time measurements of vehicle position and platoon state, the system can accommodate new vehicles joining on the fly. Using real-time measurements also makes the system resilient to disturbances and changing operating conditions. This thesis seeks to develop the theoretical foundations of such a system and evaluate its potential to improve transport efficiency.

We first explore the coordination of vehicle pairs. Fuel-optimal speed profiles are derived. The uncertainty arising from traffic is taken into account by modeling travel time distributions and considering the probability of two vehicles successfully merging. Building on this coordination algorithm for vehicle pairs, we derive algorithms for larger platoons and vehicle fleets. This results in an NP-hard combinatorial optimization problem. The problem is formulated as an integer program and results on the solution structure are derived. In order to handle realistic fleet sizes with thousands of vehicles and continental sized geographical areas under real-time operation, heuristic algorithms are developed. The speed profiles resulting from the combinatorial optimization are further improved using convex optimization. Moreover, we derive efficient algorithms to identify all pairs of vehicles that can platoon. Simulations demonstrate that the proposed algorithm is able to compute plans for thousands of vehicles. Coordinating approximately a tenth of Germany’s heavy-duty vehicle traffic, platooning rates over 65% can be achieved and fuel consumption can be reduced by over 5%. The proposed system was implemented in a demonstrator system. This demonstrator system has been used in experiments on public roads that show the technical feasibility of en route platoon coordination.
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Chapter 1

Introduction

TRANSPORTATION is a key aspect in any human civilization. Already in ancient times, trade over land and water was indispensable and without the ability to transport large quantities of goods more efficiently, the industrial revolution would have been impossible. Today’s society and economy more than ever depend on the ability to move freight and people fast, efficiently, and reliably. In order to meet these requirements in the future and to satisfy the growing transport demand in a sustainable way, major developments in how we organize transport have to be implemented. Those developments are driven by automation, connectivity, and electrification, facilitated by a range of technological advances, most notably in the field of information and communication technology.

Heavy-duty vehicle platooning, also referred to as truck platooning, is one of the technologies that can help create a more sustainable transport system in the near future. Platooning has been shown to decrease fuel consumption and greenhouse gas emissions, to increase road-network capacity, and to improve safety. It is a first step towards the automation of road vehicles. However, for heavy-duty vehicle platooning to have a significant impact, an approach for its large-scale coordination is needed. This thesis introduces a framework for such coordination and demonstrates its ability to leverage the potential of heavy-duty vehicle platooning in practice.

In Section 1.1, we further motivate why improving goods transportation is important for society. Therein, we argue that road freight transport is in many aspects superior to other transport systems. However, road freight transport poses a number of challenges to remain sustainable. Heavy-duty vehicle platooning can help overcome some of these challenges. We argue, that a coordination system is needed to benefit from platooning on large scale. The positive effects and feasibility of such a coordination system are motivated by an example in Section 1.2. Section 1.3 formulates the problem of developing an integrated system to coordinate heavy-duty vehicle platooning. The remainder of this thesis presents a framework for such a system and highlights different design aspects as well as its potential and its limitations. Section 1.4 gives an overview of the thesis and summarizes its contributions.
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Figure 1.1: The modal split of surface freight transport volumes in the OECD countries, in the EU27 countries, and in China in the year 2014. In all three regions road transport is the dominating form of transport. (Source: OECD/ITF [169])

1.1 Motivation

Goods transport is critical for the economy, and transport volumes are tightly coupled with economic prosperity [201, 169, 76]. For example, in the European Union, the entire transport sector accounts for 5% of the gross domestic product [2]. Developments in transportation systems are key enablers for industrial development. Without improved ships and the invention of railways, the industrial revolution could not have taken place. Over the last decades, road freight transport has become the dominant mode of surface freight transport [4, 169]. In the European Union, about three quarters of all surface freight is transported by road, see Figure 1.1. This is due to a number of advantages road freight transport with trucks has compared to alternative means of transportation such as rail or inland waterways.

Trucks are a very flexible way of transporting goods. They can reach virtually every location that goods need to be transported to or from. The organizational
overhead of trucks is low and many operators are small companies [63]. This enables quick adaptation to changing demands, and competition keeps prices low [25]. Since a truckload is relatively small, it is often possible to transport goods directly from source to destination with little overhead for combining different transports in order to fill the vehicle [43]. Road freight transport has, on the other hand, a number of challenges to overcome. Caused by the decentralized nature of road infrastructure, transport times can vary due to traffic and they are difficult to predict [239]. Costs
due to congestion are high [216]. Furthermore, every truck needs a driver, and vehicles are limited in size compared to other transport modes. This leads to high labor costs [10, 110], accounting to roughly a third of the total operation cost of a heavy-duty freight truck in long-haulage operation. Driving a truck over long distances on highways can be at times a monotonous task. Nevertheless, the driver’s full attention is required, since even short moments during which a driver
is not attentive can lead to fatal accidents [19]. Another problem is that the great majority of trucks is powered by fossil fuels, and despite various research efforts such as electric highways and alternative fuels, this is not likely to change soon, in particular in the domain of long haulage transport [54, 169]. The use of fossil fuels leads to problematic emissions, most prominently carbon-dioxide [169]. In 2014, the transport sector accounted for 20% of the greenhouse gas emissions in the European Union, of which 72% were due to road transport (Figure 1.2). Roughly one third of the emissions from road transport is caused by freight vehicles [82]. The demand for road freight transport is expected to continue growing [9]. Opposed to other sectors, emissions from transport are still growing [169] as shown in Figure 1.3.

Heavy-duty vehicle platooning is a technology that can help solve some of these problems. In platooning a group of vehicles forms a road train without any physical coupling between the vehicles. A short inter-vehicle distance is maintained by automatic control and vehicle-to-vehicle communication. Figure 1.4 shows two demonstrations of vehicle platooning. The small inter-vehicle spacing leads to an improved road throughput and the automatic control of the trailing vehicles improves safety [199, 88]. Similar to what racing cyclists exploit, the follower vehicles and, to a lesser degree, the lead vehicles experience a reduction in air drag, which translates into reduced fuel consumption [17, 18, 42, 134, 217, 247, 251]. Reduced fuel consumption, in turn, implies decreased greenhouse gas emissions. Since fuel accounts for roughly a quarter to a third of a heavy truck’s operation costs in long haulage transport [10, 110], there is an economic incentive to introduce platooning technology. Platooning can also be a way of fully automating the trailing vehicles so that the driver can rest. This in turn can lead to increased productivity in case this time can count as rest time as required by the hours of service regulations [118]. Even scenarios in which no driver in the trailing vehicles is required are possible, leading to even higher economic gains.

The business case for platooning can be established considering fuel consumption reduction alone. The marginal cost per truck will be small in near future, since most hardware needed will be standard as it is used in other advanced driver assistance systems [36, 103, 124]. As a result, even small gains in fuel economy are sufficient to offset these costs. Productivity gained from increased driving times or even driverless vehicles in the platoon makes the business case even more interesting. Platooning is seen as one of the first commercially viable applications of heavy-duty vehicle automation [124, 90].

Advances in wireless communication, satellite-based positioning, available computing power, and driver support systems in general have made the deployment of platooning systems technically feasible and platooning systems are under active development by most major vehicle manufacturers and widespread adoption is expected in the near future [118, 75]. The European Automobile Manufacturers’ Association expects market introduction in Europe as soon as the year 2022 [8].

Integrating platooning into the road freight transport system leads to a challenging coordination problem. While there have been promising demonstrations of intra-platoon control systems [102, 111, 130, 217, 220, 75], the question remains
open how to benefit from heavy-duty vehicle platooning at large scale and in a regular operational context. In some special cases, trucks have the entire or the first part of their journey in common, for instance, when leaving from a distribution center. However, such special cases account only for a small fraction of road freight transport.
1.1. MOTIVATION

One approach to benefit from platooning technology is to control the vehicles’ reference speeds in order to form platoons en route as illustrated in Figure 1.5. Small adjustments of the reference speeds can be sufficient to let vehicles get into each others’ vicinity on the road, platoon for some time, and then split up and continue driving individually. By leveraging such situations systematically, it is possible to maximize the gains from platooning, specifically reduced fuel consumption, while retaining the advantages trucks have over other transportation systems, such as flexibility and independence.

In order to facilitate en route platoon formation across vehicles from different manufacturers and fleet owners, an integrated platoon coordination system as illustrated in Figure 1.6 is needed. This thesis seeks to develop the theoretical foundations of such a system and to evaluate its potential to improve transport efficiency. In order to retain the flexibility of road freight transport and to be robust to disturbances, such a system needs to automatically adapt based on real-time information streams from a number of sources. This makes it different from many other transport planning problems, where dynamic plan updates are infrequent and often require human intervention. Algorithms need to be efficient enough to
CHAPTER 1. INTRODUCTION

Figure 1.6: Illustration of an integrated platoon coordination system. Trucks communicate via vehicle-to-infrastructure communication with the centralized platoon coordinator that coordinates the dynamic formation of platoons and integrates with logistic operators.

run real-time, they must be able to incorporate new information, and they must guarantee correct system operation.

1.2 Platoon Coordination Example

In this section, we discuss the example illustrated in Figure 1.7 that motivates the potential of en route platoon coordination. At time 7:15 the blue vehicle departs at the sea port of Bremerhaven and starts its trip to Kassel. At 7:43 the green vehicle starts a trip to southern Germany at the port of Hamburg. By selecting an average speed of 83 km/h, it gains 2 minutes and 42 seconds compared to driving 80 km/h and forms a platoon with the blue vehicle at 8:55 where both routes merge on the same highway. At 9:15 the purple vehicle starts in Hanover. By selecting an average speed of 75 km/h, it joins the platoon of the other two vehicles at 9:45, 22 km after the point where the routes meet. By traveling at a reduced speed of 75 km/h, it loses 2 minutes and 6 seconds. The three vehicles drive in a platoon for 1 hour and 18 minutes until they arrive at 11:03 at a point where the route of the purple vehicle forces it to split up from the platoon. It continues its way by itself to Eisenach with an average speed of 84 km/h to compensate for the time lost at the beginning of the trip. The blue and the green vehicle continue to platoon until the blue vehicle arrives at 11:32 at its destination in Kassel. The green vehicle continues its trip to a rest stop at 11:53 after 4 hours and 10 minutes of driving.
In this scenario, the blue vehicle is a platoon follower, i.e., a trailing vehicle in the platoon, for 104 km and the green vehicle for 209 km. In total 34.4% of the 908 km traveled by the three vehicles is traveled as a platoon follower. Assuming an air-drag reduction of 40% when being a platoon follower and using the fuel consumption model from [35], we get 14% of fuel consumption reduction when being a platoon follower assuming the vehicle is fully loaded with a total mass of 40 tons. In absolute values the fuel consumption in liters of diesel is lowered by 4.5 liters per 100 km. In this scenario, 14.1 liters of diesel are saved due to platooning.
The green vehicle selecting a higher speed at the beginning of its trip and the purple vehicle at the beginning and the end of its trip, leads to an additional fuel consumption of 0.86 liters of diesel reducing the overall savings to 13.2 liters diesel or 5.59% of the fuel consumption without platooning. The total carbon-dioxide reduction is 34.9 kg. This might not seem like a lot at first glance. However, road freight transport with trip length at least 150 km in the EU28 countries was in the year 2016 estimated to be 110.551 million km [12]. Making a conservative assumption that 10% of that distance can be traveled as a platoon follower instead of the vehicle driving by itself, 497 million liters of diesel would be saved annually corresponding to 1.31 million tonnes CO$_2$ alone. We show that with a platoon coordination system, high platooning rates can be achieved, with over 40% of the distance traveled as a platoon follower. Due to higher permitted speed in some countries, for instance the US, even higher potential benefits from platooning can be expected. Recall also that fuel consumption reduction is only one of the benefits from platooning technology. Under future legislation, it might be possible that the 2 hours and 37 minutes the green vehicle spends as platoon follower count as a rest time. This would allow the driver to continue the trip until 16:02 without the 45 minutes of rest mandatory in the European Union after 4.5 hours of driving.

1.3 Problem Formulation

The problem considered in this thesis is to design a coordinated platooning system that supports platooning-enabled vehicles to form platoons en route. As shown in Figure 1.8, it is composed of fleet management systems, a platoon coordination system, and a platoon vehicle system. The platoon vehicle system comprises of platooning-enabled vehicles with index set $\mathcal{N}$ traveling in a road network. The focus is on the development of the platoon coordination system while the fleet management systems and the platoon vehicle system are considered as given.

The road network is represented as a directed graph $\mathcal{G}_r = (\mathcal{N}_r, \mathcal{E}_r)$ with nodes $\mathcal{N}_r$ and edges $\mathcal{E}_r \subseteq \mathcal{N}_r \times \mathcal{N}_r$. Nodes correspond to intersections or endpoints in the road network, and edges correspond to road segments connecting these intersections as shown in Figure 1.10. The function $L : \mathcal{E}_r \rightarrow \mathbb{R}^+$ maps each edge in $\mathcal{E}_r$ to the length of the corresponding road segment. A position in the road network is a pair $(e, x) \in \mathcal{E}_r \times [0, L(e)]$ where $e$ indicates the current road segment and $x$ how far the vehicle has traveled along that segment.

The platoon coordination system is designed as a feedback control system shown in Figure 1.9. The platoon coordination system receives positions $(e_n, x_n) \in \mathcal{E}_r \times \mathbb{R}$ and platoon configuration $\pi_n \in 2^{\mathcal{N}}$ of each vehicle $n \in \mathcal{N}$ and suggests next road segment $e_n^+ \in \mathcal{E}_r$, reference speed $v_n^{\text{ref}} \in \mathbb{R}$ and reference platoon configuration $\pi_n^{\text{ref}} \in 2^{\mathcal{N}}$ in order to fulfill the objective that each vehicle reaches its respective destination $\mathcal{P}_n^D$ before its deadline $t_n^D$. This should happen with minimal overall fuel consumption leveraging the ability of vehicles to platoon in order to lower fuel consumption. For notational convenience we define $\mathcal{P}_\mathcal{N}^D = \{\mathcal{P}_n^D : n \in \mathcal{N}\}$,
1.3. PROBLEM FORMULATION

The evolution of the continuous part of the position $x_n$ is according to the reference speed $v_{n}^{\text{ref}}$ with the relation $x_n(t) = \int_{t_0}^{t} v_{n}^{\text{ref}}(\tau) \, d\tau$, where $t_0$ is the time when the vehicle starts traversing the road segment, i.e., $x_n(t_0) = 0$. We assume $v_{n}^{\text{ref}} \geq 0$.

The vehicle transitions to the next road segment $e_{n}^{+}$ when it reaches the end of a road segment, i.e., when $x_n = L(e_n)$. It starts traversing the next segment $e_{n}^{+}$ at $x_n = 0$. Hereby, the vehicle has to follow a path in $G$, i.e., if it transitions from $e_n = (n_1, n_2)$, then it has to transition to road segment $e_{n}^{+} \in \{(n_2, n_3) : (n_2, n_3) \in \mathcal{E}_r\}$ for some appropriate $n_3$.

The platoon state corresponds to a logical state in the platoon manager indicating that the vehicle-to-vehicle communication is established and the vehicles...
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Figure 1.9: The objective of the platoon coordination system is to set reference routing decisions \( e_n^+ \), reference speeds \( v_n^{\text{ref}} \), and reference platoon partners \( \pi_n^{\text{ref}} \) such that vehicles arrive at their destinations \( P_n^D \) before time \( t_n^D \) with minimum overall fuel consumption.

The platoon. The platoon manager is a system on board the vehicles that manages the platoon. The platoon state is modeled as a set \( \pi_n \) of vehicle indices in \( N \). When vehicles platoon, it implies that their inter-vehicle distances are small. We approximate this by requiring that vehicles have the same position when they platoon at time \( t \), i.e.,

\[
(e_n(t), x_n(t)) = (e_m(t), x_m(t)), \quad \forall n, m \in \pi_n(t).
\]  

Platoons are formed for those vehicles in the reference platoon configuration \( \pi_n^{\text{ref}} \) for which (1.1) is fulfilled, i.e., \( \pi_n(t) = \{ m \in \pi_n^{\text{ref}}(t) : (e_n(t), x_n(t)) = (e_m(t), x_m(t)) \} \).

The instantaneous combined fuel consumption of all vehicles \( F_c(\pi_N(t), v_N^{\text{ref}}(t)) \in \mathbb{R} \) at time \( t \) depends on the platoon configurations \( \pi_N(t) \) and the reference speeds \( v_N^{\text{ref}}(t) \). The total fuel consumption for all vehicles at time \( \frac{t}{h} \) to reach their destinations is

\[
F = \int_{\frac{t}{h}}^{\tau} F_c(\pi_N(\tau), v_N^{\text{ref}}(\tau))d\tau,
\]
1.3. PROBLEM FORMULATION

Figure 1.10: The road network is modeled as a directed graph where edges correspond to road segments and nodes to connections between road segments. The position \((e, x)\) of a vehicle is represented by an edge \(e\) in the road network graph and how far the vehicle has traveled along the segment, \(x\). The platoon configuration \(\pi\) is a set of vehicle identifiers.

\[ \bar{t}^h = \max_{n \in \mathcal{N}} (t_n^D) \]

Platooning is used as a measure to reduce fuel consumption. Once a vehicle has reached its destination, it stops and does not use any fuel.

The problem considered in this thesis is how to design a platoon coordination system. The coordination system computes control inputs \(e_n^+(t), v_n^{ref}(t), \pi_n^{ref}(t)\) as a function of the state \(e_n(t), x_n(t), \pi_n(t)\). The control objective is that each vehicle reaches its destination \(e_n(t_n^A), x_n(t_n^A) = \mathcal{P}_n^D\) before deadline \(t_n^A \leq t_n^D\) with minimal fuel consumption \(F\) from initial time \(t_n^{lh}\) to time \(\bar{t}^h\) with initial state \(e_N(t_n^{lh}), x_N(t_n^{lh}), \pi_N(t_n^{lh})\) and with the system dynamics as described above.

**Remark 1.** The control inputs \(e_n^+, v_n^{ref}, \pi_n^{ref}\) are processed by the platoon manager and the vehicle controller residing on board the vehicles. The vehicle controller of vehicle \(n\) tracks either a reference speed \(v_n^{ref}\) or controls the relative position in the platoon. It also ensures that the vehicle speed is always safe and within the legal limits. The platoon manager organizes platoon formation, splitting, and ordering according to the reference platoon configuration \(\pi_n^{ref}\). The vehicle controller and the platoon manager work in unison to both follow the average speed \(v_n^{ref}\) suggested by the platoon coordination system and the reference platoon configuration \(\pi_n^{ref}\). Refer to [245] for further details on the vehicle controller and the platoon manager.
**Remark 2.** Disturbances acting on the control inputs $e^+_{n}, v^\text{ref}_n, \pi^\text{ref}_n$ are compensated for by feedback from the state measurements $e_n, x_n, \pi_n$. Traffic, weather conditions, power limitations of the vehicles, and many other factors can lead to such disturbances. For instance, if the traffic situation is such that the suggested reference speed cannot be implemented, the vehicle controller senses the surrounding vehicles and lowers the speed to maintain a safe following distance. Also the driver can choose to override the reference speed in such situations. The difference between the actual speed and the reference $v^\text{ref}_n$ is from the perspective of the platoon coordination system an input disturbance.

**Remark 3.** For the feedback mechanism to function, the state of the platoon vehicle system needs to be measured. The vehicle position $(e_n(t), x_n(t))$ at time $t$ can be measured using global navigation satellite systems, odometry and digital maps. The platoon state $\pi_n(t)$ at time $t$ is provided by the platoon manager on the vehicle.

**Remark 4.** Vehicles are not connected to the platoon coordination system all the time. The connection periods are determined by the fleet management system the vehicle is associated with and cannot be influenced by the platoon coordination system. When a vehicle is disconnected neither can its state be measured nor can it be controlled. Typically, one period of activity corresponds to reaching a destination from some start position without intermediate stops. Such a destination can also be an intermediate stop for the driver to take a rest on a longer trip. The vehicle might also be disconnected when traveling on roads outside the highway network. We consider in large parts of the thesis that the time and the location a vehicle becomes active in as well as the destination of a vehicle can be predicted some time in advance. Multi-stop vehicle routing problems, rest time planning, staff scheduling etc. are performed by the fleet management systems and they are out of the scope of the platoon coordination system.

### 1.4 Thesis Outline and Contributions

This section provides an overview of the thesis. It describes each chapter’s content and contribution. We also indicate publications in which material used in this thesis has been or is going to be published.

**Chapter 2: Background** Chapter 2 provides relevant background for the topics considered in the thesis. Section 2.1 gives a brief overview over research on freight transport systems. Road freight transport is one of several alternative transport modes. Each transport mode faces its unique challenges but they have in common that they are complex and large-scale systems that are crucial for the economy. This results in complex decision problems. Heavy-duty vehicle platooning is a relatively new technology that has been made possible by information and communications technology (ICT). ICT is transforming the transportation systems is a multitude
of ways. We review some of these developments in Section 2.2. The topic of this thesis is the coordination of heavy-duty vehicle platooning and it takes the ability of vehicles to be part of a platoon, once formed, for granted. Section 2.3 summarizes work on the control of heavy-duty vehicle platooning, enabling technology, and the effect of platooning on fuel consumption. In Section 2.4, work on the coordination of platooning is reviewed. We structure the work based on several features and discuss the individual contributions.

Chapter 3: Coordinated Platooning System In Chapter 3, we introduce the coordinated platooning system as a feedback system consisting of the platoon coordination system and the platoon vehicle system. In Section 3.1, we introduce the architecture of such a system consisting of four hierarchical layers operating at different time scales. The focus of the thesis is hereby on the platoon coordinator, that interfaces with fleet management systems and data providers in order to accomplish platoon coordination. In Section 3.2, the architecture of the platoon coordinator is discussed. It compromises of several modules, which together compute platoon plans maximizing the predicted fuel consumption reduction from platooning.

The chapter is primarily based on the publication:


Chapter 4: Coordination Algorithms for Pairs of Vehicles Chapter 4 considers the computation of fuel-efficient platoon plans for two vehicles. Section 4.1 introduces the structure of such plans. One of the two vehicles adapts its speed at the beginning of the trip in order to meet the other vehicle en route. The two vehicles platoon for some distance until they split up. The speed at the end of the journey is adjusted in a way that the vehicle meet their arrival deadlines. Fuel is saved during the platooning phase.

Section 4.2 considers an affine fuel model taking into account that fuel consumption depends on speed and whether or not the vehicle platoons. The speed is assumed to be freely chosen in a fixed interval. It derives the fuel optimal rendezvous speed to meet the other vehicle and platoon for the rest of the trip. Section 4.3 builds on this result and derives fuel optimal adapted plans according to the structure introduced in Section 4.1. In Section 4.4, we introduce a way to compute adapted plans when the feasible speed range cannot be approximated as constant along the route. Instead, the fastest possible speed profile considering vehicle limitations, legal constraints, and traffic is computed for both vehicles. From that speed profile, the adapted plan is derived.
The chapter is primarily based on the publications:


Chapter 5: Coordination Algorithms under Uncertain Travel Times

Chapter 5 introduces a systematic way to explicitly consider disturbances in traffic in the planning. Section 5.1 models the problem. Like Chapter 4, it considers two vehicles, one adapting to the other. It is assumed that travel times over a road segment are stochastic with a known distribution. This distribution is conditioned on the selected reference speed. The objective is to determine the probability of both vehicles successfully merging into a platoon taking into account that the adapting vehicle adjusts its reference speed to maximize the merge probability after each segment. In Section 5.2, we derive the optimal selection using dynamic programming. An extension to the case that travel time distributions of adjacent segments are correlated is given. Furthermore, we show how computations can be made more efficient in the case that a small error can be taken into account. Section 5.3 discusses how the effect of the reference speed can modeled in order to obtain travel time distributions from data of vehicles traveling at maximum speed. A simulation study presented in Section 5.4 demonstrates the method.

The chapter is primarily based on the publication:


Chapter 6: Coordination Algorithms for Many Vehicles

In chapter 6, we consider how to compute platoon plans that are fuel-efficient for a fleet of vehicles as a whole. This is done by first computing a default plan and a number of adapted plans similar to the ones derived in Chapter 4 for each vehicle. Then, a subset of these plans is selected and combined in order to maximize the total fuel consumption reduction. In Section 6.1, we formulate the problem of selecting and combining plans for two vehicles as a combinatorial optimization problem. In Section 6.2, methods to compute exact solutions to this optimization problem are presented. This includes the formulation as an integer programming problem, which allows the use of general purpose solvers. Results on the structure of the optimal solution are established that can help to reduce the search space. We also
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prove that the problem is NP-hard, which means that it might take a lot of computational effort to compute an optimal solution. The result that the optimization problem is NP-hard motivates the development of heuristic algorithms presented in Section 6.3. The first algorithm is similar to heuristic algorithms used in clustering and community detection. It improves the fuel-efficiency of the combined plans in every step until it reaches a local maximum. The other algorithm iterates once over the set of coordinated vehicles. We show that optimization problem is submodular from which follows that the second algorithm guarantees an approximation ratio. Section 6.4 elaborates on how the selected combined plans for two vehicles can be jointly improved using convex optimization. Hereby, the pairs of vehicles that platoon remain fixed, but the speed profile that leads to this platooning is optimized considering all vehicles at once.

The chapter is primarily based on the publications:


Chapter 7: Computational Efficiency Improvements Chapter 7 considers the computationally efficient identification of all vehicle pairs that can potentially platoon. To identify the platoon opportunities for the set of transport assignments is the first step in the computation of platoon plans, which can be computationally expensive. Section 7.1 introduces that pairs of vehicles have to share part of their routes and have to be able to meet on the overlapping segment in order to potentially platoon. All pairs of vehicles that can platoon according to this criterion can be identified by directly comparing route identifiers and time intervals for all pairs of vehicles. In Section 7.2, we propose an efficient approach based on extracting low dimensional features. These features can be used to efficiently dismiss a majority of the pairs that cannot platoon. The remaining pairs can then be processed using a computationally more expensive algorithm that compares the routes explicitly. Section 7.4 presents solutions that demonstrate the effectiveness of this approach using simulations on a real road network.

The chapter is primarily based on the publication:

Chapter 8: Evaluation  Chapter 8 presents an evaluation of the proposed platoon coordination method by simulations and experiments. Section 8.1 presents simulations on an artificially generated road network focusing on systematic parameter variations. In Section 8.2, we study the coordination system on routes in a real road network generated from a population density map of mainland Sweden. We analyze potential fuel consumption reduction and size distribution of the created platoon for different numbers of coordinated vehicles. In Section 8.4, experimental results from a demonstrator system are shown. The experiment took place in September 2016 on public highways in Spain. Three heavy-duty trucks were successfully coordinated to form a platoon en route.

The chapter is primarily based on the publications:


Chapter 9: Conclusions and Future Work  In Chapter 9 we conclude the thesis and discuss future work. Section 9.1 summarizes and discusses the obtained results. Section 9.2 outlines possible ways to continue this work.
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The order of the author names in the publications listed above reflects their contribution.
Chapter 2

Background

This chapter provides background on the thesis. We begin in Section 2.1 by giving an overview of how freight transport is organized today. In order to develop a practical approach making use of heavy-duty vehicle platooning, it is important to understand the context in which freight trucks operate. Furthermore, work on planning and on related challenges in freight transportation is reviewed. Transportation systems are heavily influenced by information and communications technology (ICT). Platooning and its coordination is a technology enabled by ICT. Section 2.2 gives a brief overview of developments in this area. Section 2.3 introduces platooning technology and evidence for its potential to reduce fuel consumption. Platooning is classified into different levels of automation and the technologies needed for platooning are discussed. Finally, Section 2.4 reviews in detail existing work on platoon coordination and on the system level effects of platooning.

2.1 Freight Transport

Freight transport systems ensure the movement of goods between stages of the supply chain as illustrated in Figure 2.1. The figure depicts the main modes of transport using vehicles: transport by road, air, water, and rail. Other important elements in freight transport systems are ports, terminals, and warehouses. Ensuring that all these components efficiently work together is a non-trivial problem.

Freight transport is critically important for the world economy and tightly coupled to the GDP [201, 169, 76]. The total transport demand is steadily increasing [169], the reasons being expanding trade, global economic development, globalization, and the ability to handle complicated supply chains. A critical enabler for these developments is indeed ICT and transport systems themselves forming a positive feedback loop. The costs for transportation are significant. Transport accounts for roughly half of the logistic costs and is therefore the single most important cost factor in making goods, once produced, available to the customer [183, 184].

The environmental impact of the current transport system is highly problem-
Figure 2.1: Freight transport systems move goods between stages of the supply chain. The main modes of transport are road, air, rail, and water. These modes can be linked into intermodal transport chains.

Figure 2.2 gives an overview of the most important roles in the freight transportation process. On the left side of the figure are transport operators. They operate the infrastructure and equipment required to physically move goods. Rail, road, air, barge, and sea carriers operate transport vehicles. Ports and terminal operators provide the necessary infrastructure to move goods from one vehicle to another, in many cases to another mode of transport, but also to reorganize and consolidate goods. In addition, they provide intermediate storage and services such as customs clearance. Warehouses are focused on the storage of goods. They also facilitate packaging and consolidating items, as well as loading them onto vehicles.
Between shippers and transport operators, there exist aggregation service providers. They aggregate transport services and organize the transport process [184, 154, 234]. In Figure 2.2, a black dot indicates that the actor to which the arrow points can make use of the service provided by the actors left of the black dot. Freight brokers find suitable carriers for a transport demand without taking any responsibility for the transport process as such. Freight exchanges are ICT systems that fill the same role and that gain considerable traction as online platforms [25]. Freight forwarders organize entire transportation chains, across different modes if needed. In contrast to brokers and exchanges, the customer of a freight forwarder does not get into direct contact with the carriers. They work with ports and terminals for inter-modal transport and they consolidate freight for higher transport efficiency. Couriers are similar to freight forwarders but they are focused on the door-to-door delivery of parcels using a standardized distribution network. Freight forwarders, on the other hand, are more focused on larger quantities, larger items and offer more customization. Third-party logistics providers (3PL) and fourth-
party logistics providers (4PL) organize the entire logistics system on behalf of their customers, of which transportation is a part. 4PLs offer in addition to 3PLs consultancy services on the supply-chain organization.

A black dot in Figure 2.2 only indicates that making use of service is common, but it is not mandatory. For example, some shippers organize all their transport demand by directly contracting carriers. A company that takes the role of a shipper could even act as a carrier transporting goods on own account. Other shippers source all their transport through freight brokers or hand only transport demand to brokers that cannot be fulfilled by directly contracted carriers.

Many companies combine several of the roles shown in Figure 2.1. It is, for instance, common that freight forwarders and couriers operate a fleet of vehicles themselves and subcontract to meet demand fluctuations. There can also be further levels of subcontracting, especially on carrier level [125]. Various other role definitions exist that can be partially overlapping with the roles listed here such as a multi-modal transport operator, a role that can be taken by some carriers, freight forwards, or third-party logistics providers.

We exclude transport by pipelines from the discussion since operational characteristics and challenges are quite different from transport by vehicles. We also do not discuss transport modes that play only a minor role in order to keep the presentation concise.

**Planning and Control in Freight Transport** Driven by its vital role in the economy, transport systems and freight transport are active fields of study. Planning for freight transport systems is divided into three levels: strategic level, tactical level, and operational level [68, 152]. The three levels are illustrated in Figure 2.3. On the strategic level, long term decisions are made. The construction of infrastructure such as depots and harbors fall in this category. In addition, the types of service offered by a transport operator are decided on this level. For example, the transportation of iron ore from a mine to a furnace poses different challenges than the just-in-time delivery of car components. On the tactical level decisions are made about how the transport should take place. Here, the transport mode is traditionally decided. On the operational level, the actual transport schedule is determined. Assignment of drivers falls into this category, too, which is a challenging task due to the uncertainties in transport times and strict hours of service regulations [156, 83].

Different transport modes have their own domain specific challenges. For instance in air traffic, airborne waiting times are very expensive and should be minimized while high safety standards have to be guaranteed [34]. In marine traffic, many of the challenges are related to the operations in ports [209, 38]. In railway systems, infrastructure disruptions are difficult to handle due to the infrastructure’s high complexity [120]. There is an increasing interest to integrate different transport modes into multimodal or synchromodal transport systems and to handle their mutual dependencies in close to real-time [43, 141, 152].
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Figure 2.3: Planning for freight transport systems is typically divided into three levels.

Road transport is the dominating mode of surface freight transport [4, 169] with shares over 60% in the OECD countries. The reason is very high accessibility through the road network and the high flexibility of trucks [25]. Road freight transport is characterized by a high degree of decentralization compared to other transport modes [125, 211]. There is almost no active control of vehicle movements by the infrastructure compared to, for instance, air or rail traffic and according to Eurostat [11], the average number of persons employed per enterprise in the road transport sector in the EU 28 countries in the year 2015 was just 5.4. Cost and life span of road vehicles are small and the training requirements to operate a heavy-duty vehicle are moderate. Compared to other modes of transport, the size of road
vehicles is small. This leads to fast adaptation of innovations on vehicle level and makes road freight transport dynamic and competitive on the one hand. On the other hand, the large number of parties involved and the relatively small resources per organization to invest in central ICT can make efforts of system wide prediction, optimization, and coordination such as decreasing empty movements (e.g., [52]) challenging [211, 106, 250]. Thus, developments in automation, electrification, and communication are challenging to introduce into the road freight system [29], but they have potentially high impact when ways are found to implement them.

2.2 Information and Communication Technology in Transportation Systems

ICT developments have major impact on transportation systems improving efficiency, safety, and reliability [25, 96, 174, 45, 127, 98, 67]. Coordinated platooning is one such ICT-enabled technology.

ICT is applied in multi-modal transport integrating the different transport modes [106]. Since transport is traditionally organized in a relatively decentralized way with many actors involved, multi-modal transport relies on efficient collaboration of various stakeholders. The focus of ICT in multi-modal transport is thus on the seamless integration and coordination of the different parties involved in the transport process.

ICT has applications in all individual modes of transportation. In the maritime transport sector, the application of ICT has a long history due to the need to communicate over long distances, due to its application for navigation purposes, and since large amounts of goods transported by ship travel internationally. GNSS and radar systems are commonplace in modern vessel operation. The automatic identification system (AIS) allows vessels to share their position data using radio communication. AIS is used for a range of applications such as collision avoidance, navigation, tracking etc [215]. Auto-pilot systems support the crew in maneuvering the ship and there are efforts in developing unmanned vessels for the use in transport [153, 51]. ICT is also heavily used in ports to automate and optimize the loading and unloading of vessels [57].

Similar to the maritime domain, ICT is an integral part of air transport systems with use of radars, radio communication, and radio navigation systems going a long way back. Fly-by-wire systems help reduce weight of the aircraft. Auto-pilots and more advanced flight management systems relive the crew from manually controlling the aircraft in many situations and allow them to concentrate on exceptional situations [196]. Collision avoidance systems based on radar improve safety. Modern use of ICT include optimization of the traffic flow and air-port operations [34, 187]. GNSS allows for more economic and less polluting operation of the aircraft [41, 64].

In rail transport, ICT plays an increasingly important role. Modern signaling systems rely on ICT-technology. Communications-based train control uses radio communication to the trains instead of classic block-based signaling in order to
improve efficiency and make the system more flexible [173, 164]. Technology permits to operate trains automatically with either the operator monitoring the system or being completely replaced by the control system [55]. It can allow for higher ride comfort and energy efficiency [249]. Gathering operational data in a central location opens up the opportunity to optimize the schedule and the vehicle utilization.

**ICT in Road Transport** Compared to other modes of transport, implementing ICT solutions into road transport is challenging. This is due to its decentralized nature, its fast dynamics, and a large number of relatively cheap vehicles. ICT applications in road transport are commonly referred to as intelligent transportation systems (ITS). Figure 2.4 shows some of the most important ITS technologies categorized by systems that rely on infrastructure, connectivity, and ICT situated on board the vehicle. The overview is adapted from [206].

The first ITS technologies focused on intelligent roadside infrastructure. Remote traffic monitoring allows to inspect the traffic state from a traffic control center. Similarly, roadside weather stations provide information on the road conditions. These information sources can be used to provide warnings to drivers,
help improve the design of the road network, and provide input to ITS components that can actively influence the traffic flow. One such component is adaptive signal control. It is used in an urban context to optimize the traffic flow based on traffic demand and in highway settings to do ramp metering, which allows to keep traffic density at the point of optimal flow rate [172, 26]. Incident detection and response algorithms process sensor data in order to quickly react to disruptions in the network. Dynamic message signs can display warnings, routing advice, and adjust speed limits dynamically. Reconfigurable lanes can make more efficient use of the infrastructure by adjusting lane usage according to traffic demand. Smart parking systems guide drivers to available parking spots thus reducing the up to 30% of traffic that arises in some cities just from vehicles searching for parking [200].

On-board automation plays an increasingly important role [39, 170]. Anti-lock braking systems (ABS) and electronic stability control (ESC) are safety features that allow the driver to keep control over the vehicle in critical situations by sensing the vehicle movement and actuating the brakes individually. Collision avoidance and mitigation uses radar sensors in order to automatically brake when a collision is eminent. Automated parking actuates the steering wheel to maneuver the car into parking spots while the driver actuates throttle and brakes. Adaptive cruise control (ACC) is an extension to regular cruise control which senses the distance to preceding vehicles, typically by radar, and keeps a safe following distance. Traffic jam assist adds lateral control to the adaptive cruise control when driving with low speed on highways.

Communication technology becomes increasingly important in todays transport systems [244, 107]. Navigation with GNSS in combination with digital maps and fast routing algorithms [195] helps the driver to find the best routes and concentrate on traffic even in unknown environments. This is often complemented by historic and real-time information about traffic and different objectives such as travel time, fuel consumption, and arrival time reliability can be considered in the routing [44, 95, 94]. Cellular voice and data connections as well as infotainment systems aim to make the driving experience more enjoyable and productive. Telematics use wireless data transmission, typically over the cellular network, to provide information about vehicle location, transport conditions, driving times, etc. to the transport operators or clients. It is one of the key technologies to automate and optimize road freight transport and commercial passenger transport [115]. Ridesharing systems use real-time vehicle location, destination, and smartphones in order to dynamically match passengers to vehicles. As a result, they make more efficient use of the available transport capacity [16].

Areas in which on-board automation technology is combined with intelligent infrastructure are personal rapid transit and automated driving with automated vehicle-enabling infrastructure. Personal rapid transport systems use small automated vehicles running on dedicated infrastructure. Due to the smaller vehicles, trips with no or few stops and without transfer to another vehicle are possible decreasing journey times compared to conventional public transport. It is possible to simplify the automation of vehicles using on-board technology by adapting the
infrastructure [232]. An example is embedding magnetic markers into the pavement [160].

On-board automation is often combined with connectivity. Cooperative automation based on vehicle-to-vehicle (V2V) communication promises to improve the traffic flow significantly compared to automation based on vehicle sensors only [107, 81]. Platooning and cooperative adaptive cruise control [162, 165], where communication is used to safely reduce the inter-vehicle distance, belongs to this category. Another interesting area of development is automated intersection crossing [81, 255, 70]. Instead of using traffic lights, vehicles communicate and adapt their speed automatically prior to crossing the intersection so they do not collide but only slow down as much as needed. This can also be supported by infrastructure in the form of an intersection controller. Vehicle automation can also be supported by GNSS for localization and cloud computing. The idea is that the sensor data are shared via a communication network and possibly processed and augmented with other data sources off-board. Like this, vehicles can expand their environmental model beyond the scope of their own sensors. Coordinated platooning, as investigated in this thesis, uses this approach to reduce fuel consumption.

Increasingly, infrastructure connects directly with vehicles, known as vehicle-to-infrastructure (V2I) communication. One such application is automated tolling: roadside communication units connect to communication equipment on-board the vehicle to register it and bill the driver. Instead of expensive roadside infrastructure, increasingly probe vehicle data are used to collect information about the road network and the traffic situation [108]. Emergency vehicle signal preemption and transit vehicle signal priority are both technologies where vehicles communicate with traffic lights to get priority. Priority for emergency vehicles is granted with minimal delay, whereas priority for transit vehicles typically affects only the signal cycle length. V2I communication enabled warnings and messages are displayed in the vehicle so that expensive (variable) message signs are not needed.

On board automation, connectivity, and intelligent infrastructure is combined in automated highway systems (AHS) [233, 160]. AHS are envisioned as systems with dedicated infrastructure where regular passenger and freight vehicles are fully automated once they enter the system. A hierarchical control system enables higher throughput, less accidents, and less pollution than conventional highway systems. Connected personal rapid transit systems are similar to AHS with the difference that vehicles are dedicated for the system and cannot be used on regular roads. Finally, variants of AHS allow both automated and human operated vehicles trading some of the efficiency for a gradual introduction of the technology [21].

Applications of ICT specifically for road freight transport have been focusing on telematics and fleet management [238]. Telematic systems allow to locate the vehicle remotely using GNSS localization and mobile data connection. Digital tachographs facilitate monitoring vehicles’ operation conditions and driver behavior. Digital tachographs can be integrated with a telematics system making the data centrally available in real-time. These data can be used in fleet management systems and help to optimize vehicle scheduling and routing, as well as maintenance [28].
Integration with systems on logistics level such as transport management systems, customer relationship management systems etc. leads to higher overall transport efficiency. Radio frequency identification (RFID) and other communication technologies enable so-called smart transportation management systems. These systems allow to track vehicles and goods along the transport chain in real-time enhancing efficiency and reliability of the transport process [210, 197]. As professional driver wages constitute a considerable share of the cost operating a road freight vehicle, there is a clear business case for implementing high levels of automation in freight vehicles [124]. Automation of freight vehicles not only promises higher productivity but could also lead to far reaching operational changes [90]. When there is no driver, constraints such as hour of service regulations are no longer present.

**Travel Time Prediction**  An important ICT-enabled prerequisite for en route platoon formation is accurate travel time prediction. In order for two vehicles to arrive at the same position at the same time to form a platoon, the feasible travel times up to that point need to estimated with good precision. Hereby, the primary source of variations in the travel time is due to traffic. Increasing availability of travel time data from connected probe vehicles open up for levels of accuracy required by platooning application.

Travel times can be predicted based on historic data and potentially also incorporating real-time information [133, 180, 61, 248, 202, 132]. Some methods estimate the state of a traffic model, which has been calibrated with historic data, and use it to predict travel times [237, 56, 212, 60]. A class of these models describe traffic flow as a system of partial differential equations that is then discretized in space and time for implementation on digital computers. By estimating the current state of the system from traffic measurements and forecasts on the travel demand, such a model can be used to predict traffic flow and thus travel times.

An accurate prediction of the travel times in a road network is a challenging task due to the large scale of the system and a large number of factors that influence travel times [128, 221]. Being able to model the distribution of the prediction error provides additional information useful for planning.

Various stochastic distributions have been explored to model travel time distributions. The input data for such models are typically direct or indirect travel time measurements but they can also be estimated from randomized simulations [62]. One motivation for modeling travel times distributions explicitly, is to use parameters of the distribution as a performance measurement. [59, 89, 128, 231, 239]. Another important application of travel time distribution models is planning and operations [109, 119, 243]. Such models have been successfully employed to find reliable routes rather than fastest routes [85, 194, 207]. In [23], the authors are concerned with modeling travel time distributions for stochastic routing. We use in the thesis such stochastic models to compute the probability that two vehicles will successfully meet and form a platoon. Is the probability of a successful merge too small, it can be preferable to not attempt the merge in the first place or attempt to form a platoon with another vehicle.
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Platooning means vehicles driving in groups with the gap between adjacent vehicles being controlled as shown in Figure 2.5. In its simplest form, this occurs naturally on busy roads [188]. Modern sensor and wireless communication technology enable automatic control of the inter-vehicle gaps. Such automatic control has a number of advantages over manual control by human drivers. Adaptive cruise control (ACC) [246], which has been in series production for some time [84], is both a convenience and a safety feature. It relieves the driver from the task of controlling the distance to the vehicle in front. Rear collision accidents due to insufficient gaps and inattentive drivers account for a significant number of accidents [19]. ACC can help to avoid such accidents. Automatic control of the inter-vehicle gaps, in particular cooperative adaptive cruise control (CACC) where vehicles communicate actively, opens
Table 2.1: Platooning technologies categorized by levels of automation according SAE International standard J3016 (Adopted from SAE International, [190])

<table>
<thead>
<tr>
<th>SAE level</th>
<th>Name</th>
<th>Lon./Lat. Control</th>
<th>OEDR</th>
<th>DDT Fallback</th>
<th>ODD</th>
<th>Platooning Techn.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No Driving Automation</td>
<td>Driver</td>
<td>Driver</td>
<td>Driver</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>1</td>
<td>Driver Assistance</td>
<td>Driver and system</td>
<td>Driver</td>
<td>Driver</td>
<td>Limited</td>
<td>CACC, DATP</td>
</tr>
<tr>
<td>2</td>
<td>Partial Driving Automation</td>
<td>System</td>
<td>Driver</td>
<td>Driver</td>
<td>Limited</td>
<td>DATP</td>
</tr>
</tbody>
</table>

Automated Driving System (“System”) performs the entire DDT (while engaged)

<table>
<thead>
<tr>
<th>SAE level</th>
<th>Name</th>
<th>Lon./Lat. Control</th>
<th>OEDR</th>
<th>DDT Fallback</th>
<th>ODD</th>
<th>Platooning Techn.</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Conditional Driving Automation</td>
<td>System</td>
<td>System</td>
<td>Fallback-ready user</td>
<td>Limited</td>
<td>DATP</td>
</tr>
<tr>
<td>4</td>
<td>High Driving Automation</td>
<td>System</td>
<td>System</td>
<td>System</td>
<td>Limited</td>
<td>FAP</td>
</tr>
<tr>
<td>5</td>
<td>Full Driving Automation</td>
<td>System</td>
<td>System</td>
<td>System</td>
<td>Unlimited</td>
<td>FAP</td>
</tr>
</tbody>
</table>


up the possibility to reduce the inter-vehicle gaps compared to human-controlled gaps without compromising safety [114, 219, 162, 24]. This results in two other desirable effects. By reducing the inter-vehicle gaps, more vehicles can fit on the road [20, 101, 147, 199, 223, 72], leading to more efficient use of the infrastructure. Small inter-vehicle gaps lead to a slipstream effect (Figure 2.6), which reduces the air drag experienced by the trailing vehicles. Reduced air drag, in turn, leads to reduced fuel consumption. The slipstream effect is frequently exploited in bicycle races.

Different definitions of platooning exist in the literature. Some authors require automation of the lateral control in addition to the longitudinal control [123, 74, 32]. Another way to differentiate between CACC and platooning is that the vehicles in the platoon form a group and they are aware of each other, as opposed to CACC systems where only adjacent vehicles interact [236]. In this thesis, we use the latter definition of platooning. Another term used is driver assisted truck platooning (DATP) [40, 36]. DATP refers to platooning systems in which the driver constantly monitors and potentially steers the vehicle. Table 2.1 categorizes platooning technology according to the levels of automation defined by the Society
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of Automobile Engineers (SAE International), [190]. CACC is classified as level 1 as it only requires the longitudinal control of the vehicle to be automated. DATP may range from SAE levels 1 to 3. DATP systems that only automate the longitudinal control are classified as level 1, while systems that automate both steering and longitudinal control are on level 2 or 3, depending on the degree of which exceptional situations such as a passenger vehicle cutting in the platoon can safely be handled before the control is handed back to the human driver. We refer to platooning systems on level 4 or 5 as fully automated platooning (FAP). On these levels, the platooning function is a part of the capabilities of a self-driving vehicle. In the context of long haulage road freight transport, level 4 might become important. A scenario is possible in which vehicles can operate without the need for a driver on the highway network allowing the driver to rest and only drive manually on the final stretch to the destination.

Fuel Saving Potential of Platooning  The main driving factor behind the early implementations of DATP is its potential to reduce fuel consumption [124]. There is strong evidence that platooning is an effective way to decrease fuel consumption. In a two-truck platoon, typical air-drag reduction lies in the range of 40% for the trailing vehicle and around 10% for the leading vehicle. This leads to nominal fuel savings of 10% for the trailing vehicle and 4% for the leading vehicle compared to the vehicle driving by itself [181]. These figures on fuel consumption reduction assume loaded heavy-duty vehicles traveling at regular motorway speeds. For longer platoons, most results suggest that the leading vehicle saves the same amount of fuel as in a two-truck platoon. The trailing vehicles save at least as much as the trailing vehicle in a two-truck platoon. To measure the exact fuel consumption reduction of platooning under realistic conditions is a difficult task since there are many factors that influence fuel consumption. This pertains both to the platooning technology used and the vehicle types as well as to external factors such as road topography, traffic, weather etc. Apart from the air-drag reduction, the platoon control itself has an effect on the fuel consumption. When road topography is, for instance, not taken into account [222, 53], platooning can even increase fuel consumption [18, 17] on hilly roads. On the other hand, there is a potential for improving fuel consumption further than the reduction caused by lowered air-drag. This is due to the ability of some platoon controllers to reject disturbances from the preceding vehicle [135, 252, 142, 208] and thus waste less energy in braking in order to maintain a safe inter-vehicle distance.

The potential of platooning to reduce air-drag and fuel-consumption has been shown in computational fluid dynamics (CFD) studies, wind tunnel tests, and field experiments. CFD studies [166, 80, 203, 112, 217, 242, 97, 69, 235, 14] allow to test a large number of configurations at relatively low incremental cost and to analyze the aerodynamic phenomena in more detail. It is however challenging to ensure accuracy of these simulations as the underlying dynamic equations are inherently difficult to solve numerically. They also might neglect important effects such as
cross-winds and disturbances from surrounding traffic.

Wind-tunnel experiments [177, 99, 171, 163, 251, 241, 48] are quite similar to CFD studies in their characteristics, except for that they do not rely on modeling assumptions for the airflow dynamics. They are often conducted with simplified geometries at scale, which is a potential source of error. According to [203], no wind-tunnel facilities exist that would allow testing a heavy-duty vehicle platoon in full scale. In terms of equipment needed, they are more expensive than CFD studies. Both CFD and wind-tunnel studies only make statements about the air-drag reduction, which is connected to but not the same as fuel consumption reduction.

Studies evaluating data from platooning vehicles [203, 112, 18, 217, 149, 186, 175, 104, 134, 69, 160, 42, 49, 157, 17, 1, 139] have the highest potential to indicate realistic fuel savings of platooning when taking most factors into account that can influence the fuel consumption in a platoon. However, they are very expensive to conduct and it is non-trivial to establish a consistent baseline due to the large number of factors that influence fuel consumption. To mitigate this problem, the studies are often conducted under idealized conditions on test tracks. This approach bears the risk of missing important effects on the fuel consumption in a platoon as they would occur in driving on public roads such as road topography, traffic disturbances, etc. Opposed to CFD studies and wind-tunnel experiments, the air-drag reduction obtained in experiments with real vehicles can only indirectly be measured through the fuel consumption or the motor torque. Therefore, it is not trivial to single out the different effects that have an influence on the fuel consumption in a platoon and to compare with CFD studies and wind-tunnel experiments.

The work in this thesis explicitly considers that fuel consumption depends on vehicle speed and that platooning affects the fuel consumption. The development of an accurate fuel consumption model is non-trivial, as fuel consumption depends on a large number of factors such as road, weather, vehicle, driver, speed, load, traffic, etc. [71, 44, 139]. However, to assess and optimize the effect of platooning, an absolute prediction of fuel consumption is not needed. The reduction of fuel consumption obtained is the relevant quantity.

Enabling Technologies for Platooning and Platoon Control

Platooning is enabled by the combination of modern sensor, communication and embedded computing technology. In [218], an overview of the technology used in three major platooning projects is provided. Figure 2.7 shows some of the most important elements used in state-of-the-art platooning systems. Radar systems are used to measure inter-vehicle distance and also to monitor the environment, for instance, to detect intruding vehicles. Lidar sensors can also be used for that purpose but they are currently less common due to their higher price. Cameras are used to detect lane markings for lateral control. They can also complement the measurements from the radar. A number of low-cost sensors on vehicle level are used to estimate vehicle speed, position, brake capacity etc. A human machine interface provides the interaction with the driver [189, 92, 91, 93]. Absolute vehicle position-
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Figure 2.7: An overview of the technologies that enable platooning

...
relevant for receiving real-time information such as weather data and updating digital maps. It is typically realized through existing cellphone data networks but the use of IEEE 802.11p might become important in the future when such infrastructure is deployed. Platooning relies on the automatic control of the drive line and the brake systems. Such functionality is fairly standard for heavy-duty vehicles due to its use in advanced driver assistance systems. Less common are steering actuators, which are needed in case lateral control is automated. Finally, in order to process all the data coming from sensors and communication, embedded control units (ECU) are needed.

The automatic control of inter-vehicle gaps is a challenging problem that has attracted significant research interest \[58, 20, 159, 102, 105, 114, 130, 140, 165, 179, 213, 220, 233, 219\]. Apart from the stringent requirements of safety, i.e., that vehicles do not collide under any circumstances, it is required that disturbances in one part of the platoon do not get amplified as they travel from vehicle to vehicle through the platoon. The phenomenon of spontaneously occurring traffic jams in heavy traffic is an example of a small disturbance being amplified as it travels upstream through the string of vehicles. To formalize this phenomenon for the sake of control design, the notion of string stability is used \[214, 176\]. Roughly speaking, a system is string stable when a disturbance on one subsystem is attenuated as it propagates along the string of subsystems. When wireless communication is used to transmit control information between the vehicles, interference can cause information to be lost. The controller needs to handle such loss of information, for instance, by relying on data from other sensors or increasing the gap between the vehicles. Surrounding traffic needs to be taken into account. For instance, other vehicles still have to be able to enter and exit the highway. Long platoons need to detect such vehicles and open gaps for the other vehicles when needed. When platooning is used as a measure to reduce fuel consumption, it is important that the control of the inter-vehicle gaps is performed in a way that the reduced air drag actually translates into reduced fuel consumption. If the vehicles brake and accelerate a lot in order to keep the gap at the desired value, they might consume more fuel compared to not platooning \[18\]. In particular in hilly terrain, a sophisticated fuel-efficient control strategy is a prerequisite to realizing the potential fuel consumption benefits from platooning \[222\].

### 2.4 Platoon Coordination

Platooning requires in most scenarios some level of coordination to form, split and potentially to reorder platoons. We define platoon coordination for the context of this thesis as an approach to organize the formation and splitting of platoons. That a platoon can easily be formed and split, even while driving, is the main advantage of platooning compared to road trains with physical coupling. So only with a coordination approach, platooning cannot realize its full potential.

Platoon coordination can be categorized into local, regional, and global level
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Figure 2.8: Platoon coordination is categorized into three levels: local platoon coordination, regional platoon coordination, and global platoon coordination.

[168]. These levels are illustrated in Figure 2.8. Local platoon coordination takes effect when vehicles are close enough to establish V2V communication, and use it to coordinate the platoon formation and splitting with a distributed protocol. When this approach is used without any higher level of coordination, we refer to it as spontaneous platooning. Spontaneous platooning relies on having a relatively high share of platooning-enabled vehicles on the road in order to benefit from platooning. The next level is regional coordination. On this level, the coordination of
platooning is organized over a region that is smaller than the entire road network but too large to rely on V2V communication only. An example is coordination on a particular stretch of highway. The third level is global coordination. On this level, vehicles are coordinated across the entire road network using a suitable communication network. This is the most complex coordination but also the one with most potential. Global coordination is especially interesting, when there are only few platooning-enabled vehicles or only vehicles from the same fleet can platoon. Note that these approaches build to some extend on top of each other. For example, two vehicles that coordinated to meet at some point still need to use V2V communication to locally form the platoon.

An overview of existing work on platoon coordination with a focus on regional and global platoon coordination is provided by Table 2.2. In addition to the categories local, regional, and global coordination, Table 2.2 characterizes work by the following features.

- **Fuel savings potential** These publications focus on the system-wide potential to reduce fuel consumption under coordination rather than a specific coordination approach to realize the potential.

- **AHS** Work that focuses on platoon coordination specifically in the context of AHS is listed here.

- **HDV platooning** Work in this category is specific to platoon coordination for vehicles transporting goods.

- **Optimization-based** These contributions use mathematical optimization for coordination.

- **Effect of traffic** This category lists contributions that consider the interaction of platoon coordination with traffic.

In the following, we discuss the references listed in Table 2.2 in detail.

**Platoon Coordination in AHS and Local Coordination** Platoon coordination has first been studied in the context of AHS. In AHS, platoons are primarily considered as an organizational unit and a way to increase traffic throughput. Fuel economy is a secondary effect and all vehicles on the highway or at least on a special lane are platooning enabled. This gives rather different requirements for the coordination algorithms needed compared to the ones needed in the context of this thesis, where only a small subset of vehicles can platoon. In [111], the authors consider a hierarchical model for an AHS. On the upper level the network layer controls traffic flows and below that on link level reference speeds are set and platoon maneuvers are suggested. The network layer and the link layers are implemented as an off-board system. The on-board system of each vehicle consists of a coordination layer responsible for executing maneuvers such as merging with a platoon and a regulator that controls the continuous dynamics of the vehicle. The
Table 2.2: Characterization of work on platoon coordination

<table>
<thead>
<tr>
<th>Feature</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Coordination</td>
<td>[21, 81, 111, 149, 161, 198, 240]</td>
</tr>
<tr>
<td>Regional Coordination</td>
<td>[15, 27, 47, 86, 100, 101, 129, 136, 143, 144, 193, 191, 192, 253]</td>
</tr>
<tr>
<td>Global Coordination</td>
<td>[87, 131, 137, 138, 150, 158, 167, 205, 254]</td>
</tr>
<tr>
<td>Fuel Savings Potential</td>
<td>[36, 79, 118, 145]</td>
</tr>
<tr>
<td>AHS</td>
<td>[21, 27, 81, 101, 111, 161, 240]</td>
</tr>
<tr>
<td>HDV Platooning</td>
<td>[36, 87, 100, 118, 131, 143, 145, 149, 158, 192, 253, 254]</td>
</tr>
<tr>
<td>Effect of Traffic</td>
<td>[27, 86, 143, 192, 198, 205, 253]</td>
</tr>
</tbody>
</table>

Focus of [27] is on the route choice in an AHS leading to an intractable optimization problem. By approximating the problem with a mixed integer linear program, it can be solved sufficiently fast to be used as a model predictive feedback controller. In [101] a setting is considered, where platoons are formed at highway entrances by waiting in dedicated zones. Different approaches are developed to sort vehicles into platoons in order to maximize throughput of the highway. It proves beneficial for the throughput to create platoons that stay intact for a long distance. The Grand Cooperative Driving Challenge 2016 [81] was a competition in which teams participated by designing on-board systems to drive cooperatively supported by V2V communication. One of the scenarios was that two platoons merged before a lane closure. The protocol for this local platoon coordination was specified for all participants.

Further examples for local platoon coordination are [21, 149, 198, 240]. In [149], field tests are reported with a heavy-duty vehicle platooning system. In addition to steady state cruising, acceleration, deceleration, join and split maneuvers are evaluated. A protocol for a vehicle joining a platoon is proposed in [198]. The protocol is evaluated through simulations and the effect of communication errors is investigated. The authors of [21] introduce an extensive framework for local platoon coordination in a highway context. The protocol covers all relevant situations and scenarios for vehicle platooning on highways. It is evaluated using an integrated micro traffic and V2V communication simulator. In [240], two trajectory generation methods for joining a platoon and splitting vehicles from a platoon are introduced and evaluated with respect to their emissions.
**Coordinated Heavy-Duty Vehicle Platooning**  The setting considered in this work is that platooning is primarily a measure to improve fuel consumption. We consider that only a subset of the vehicles on the road can platoon with each other either due to technical reasons or because only vehicles from the same organization are allowed to platoon. We refer to this as coordinated heavy-duty vehicle platooning. In this setting, the focus is on finding and creating platoons of vehicles that would not spontaneously meet during their journeys. In AHS, there is primarily a need to form platoons in order to increase capacity, which is only needed when there are many vehicles on the road. But then, finding platoon partners locally is not a problem. Coordinated heavy-duty vehicle platooning thus requires different coordination approaches than the ones developed for AHS. A literature review of recent contributions in the area of coordinated heavy-duty vehicle platooning is provided by [37]. It also discusses the relation of coordinated heavy-duty vehicle platooning with other cooperative transport solutions such as freight consolidation and ridesharing.

In [79, 145, 36, 118], the potential of platooning is evaluated without much focus on the actual coordination scheme that realizes the potential. An artificial road network is generated in [79] and vehicles traveling on that network at simulated. The generated dataset is then analyzed in order to answer the question how much platooning is possible when vehicles wait up to a certain time at nodes of the network for platoon partners. The authors of [145] analyze location data from a fleet management system. They investigate how many vehicles spontaneously platoon and to what extent the platooning rate can be improved when adjustments to the schedule are made. In [36], data from fleet management systems is analyzed as well. The objective is to find out what the routes are on which vehicles could have platooned allowing for adaptation of the vehicle speeds. The speed adaptation is determined using an unspecified optimization algorithm and different types of adaptations are tested. Also the effect of different braking capabilities leading to differences in the inter-vehicle gaps is investigated. In [118], platooning potential for three road carriers is analyzed based on their operation patterns. The effect of fuel reduction and two different scenarios of labor cost reduction is considered.

Work that considers the formation of platoons when it is already decided which vehicles should form a platoon and which consider fixed routes are [144, 193, 191, 253, 143]. In [144], the focus is on computing when two vehicles sharing the same route should initiate a catch-up maneuver from a fuel economy perspective. The increased speed of one of the vehicles until the platoon is formed leads to an increased fuel consumption while the subsequent platooning phase lowers the fuel consumption. The study explores different parameters influencing this trade-off. In [191], strategies for merging vehicles en route into a platoon are analyzed. Vehicles are either allowed to increase speed, decrease speed or a combination of the two. The authors of [193] apply a consensus algorithm to join several vehicles into a platoon on a highway in a distributed way. The consensus approach is compared to the approach developed in [191]. The comparison is performed based on scenarios generated from real driving data on a public highway. The authors of
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[129] consider fuel-optimal speed control of vehicles merging at intersections. The approach takes the inertia of vehicles into account and uses optimal-control theory and model-predictive control to solve the control problem.

The effect of traffic on platooning is explored in [253]. Travel times are modeled as stochastic quantities with a known distribution. In order to form platoons, vehicles can delay their start time. A penalty oriented on monetary costs for arriving early or late at the destination is derived. The optimal starting times in expectation considering both the arrival penalty and the fuel savings from platoon are given. Another approach to taking traffic on into account is presented in [143]. There, a macroscopic traffic model is considered. The vehicle that is ahead acts as a moving bottleneck, which can slow down the merging process. A similar approach is taken by [192] also considering the effect of changing the speed of a heavy-duty vehicle on traffic. It proposes a decision support system for the real-time operation of heavy-duty vehicle platooning. The focus of [192] is on optimizing the overall traffic flow rather then improving fuel consumption.

In [131] and [158], data mining techniques are used to identify vehicles with similar properties and similar routes. A ranking is created of matching vehicles and the top choices are displayed to the driver. The driver can then select a suitable platoon partner and form the platoon. Fuel consumption reduction is only implicitly considered in this approach.

Approaches using centralized optimization to coordinate platooning are considered by [138, 137, 205, 150, 167, 254]. In [138], the problem of fuel efficient platoon coordination is formulated as a mixed integer linear program. Combined routing and platooning is considered and it is assumed that vehicles wait at nodes of the network without additional cost. The problem is shown to be NP-hard and several heuristics are developed to obtain solutions. Information for departure times and destinations is considered to be known beforehand. In [137], further insight on the solution structure is modeled as constraints which allows to compute optimal solutions for more vehicles. The solution is tested both on an artificial network and a real highway network. In [205], the same optimization model as in [137] is being dealt with. While the focus of [137] lies on algorithmic performance, [205] concentrates on a case study on a grid road network with a traffic simulator. The effect of the maximum wait time is systematically investigated. Variable speed as part of the optimization is added in [150]. The method is analyzed in a case study. Furthermore, a heuristic clustering for large scale instances is considered, which groups vehicles with similar origin destination pairs and timing. The authors of [167] approach the problem posed in [138] using a genetic algorithm and test it on a simple graph reflecting an actual motorway network. The genetic algorithm is compared to a mixed integer linear programming solver and outperforms it in most cases. In [254], the formulation as a mixed integer linear program from [138] is extended with soft time-windows for the arrival. The formulation is evaluated in simulations and the sensitivity to disturbances in the time windows is estimated.

In [47], algorithms for grouping vehicles with the same route into platoons are developed and their complexity is analyzed. Different types of cost functions as
well as constraints on the platoon size and departure time windows are considered, leading to different complexity levels of the planning problem.

The authors of [136] present a distributed control framework. Vehicles approaching highway intersections adjust their speed as to form a platoon on the intersection when it is beneficial from a fuel economy perspective. The controller is simulated on a model of a motorway network and significant fuel savings are demonstrated for a moderate number of participating vehicles.

In [15], ride sharing and platooning is combined. Passengers board vehicles at dedicated stations. Before a vehicle leaves the station, it waits for some time in order to form a platoon with other vehicles leaving the station in order to save fuel. The trade-off between waiting time and energy consumption is explored under different policies.

In [100], platooning in the context of city logistics is explored. The study focuses on simulating platooning in a micro-simulation framework. In an urban scenario, the impact on delay of different policies to form platoons is tested.

The authors of [86] study departure time scheduling in a game theoretic setting. Drivers balance the increased probability of finding platoon partners when there are more platooning-enabled trucks on the road with increased travel time due to congestion, congestion tax, and deviation from the preferred departure time.

In [87], a cryptographic method is presented, which allows one fleet owner to query another fleet owner whether or not a vehicle of the first fleet can platoon with any vehicle of the other fleet. This happens without the first fleet owner revealing routes and departure time to the second fleet owner.

There is significant potential for DATP in realistic settings if platooning-enabled vehicles are efficiently coordinated. Some aspects of such a platoon coordination have been investigated but there is still a research gap how an integrated global platoon coordination system should be designed. The following chapters are a contribution to closing that gap and making globally coordinated DATP systems a reality.

### 2.5 Summary

This chapter provides the background of the thesis. We motivate, that freight transport is the backbone of the industry and thus tightly coupled to economic prosperity. Freight transport systems are complex systems in which different modes of transport, ports, terminals and warehouse come together with the purpose of efficiently moving goods. In order to handle this complexity, various aggregation roles exist. Intricate planning problems arise on strategic, tactical, and operational level. We argue, that road transport is a particularly dynamic mode of transport with a large number of small companies, which can make advanced planning challenging.

Information and communication technology (ICT) has major impact on all modes of transport allowing for more reliable and efficient operation. We show, that there is a wide range of applications of ICT in road transport which can be
classified into technologies focusing on intelligent infrastructure, on-board automation, and connectivity. Platooning is a technology in which on-board automation and connectivity come together to decrease fuel consumption, to increase road capacity, and to partially automate the vehicle. It relies on a number of advanced sensor, communication, and vehicle control technologies, which are shared with other advanced driver assistance systems.

Platooning systems have first been developed with the focus of passenger vehicle automation. More recently, there has been a lot of interest in platooning for heavy-duty vehicles with the focus of reducing fuel consumption called driver assisted truck platooning. We list extensive evidence that heavy-duty vehicle platooning can indeed lead to significant reduction in fuel consumption due to the slipstream effect reducing aerodynamic drag forces.

We motivate that heavy-duty vehicle platooning being a cooperative technology needs some level of coordination. Platoon coordination is organized on three levels: local, regional, and global; where each level builds on top of the other. As discussed in this chapter, different aspects of this coordination have been investigated. However, there it is still an open question how to design a coordinated heavy-duty vehicle platooning system, which is addressed in this thesis.
Chapter 3

Coordinated Platooning System

In this chapter, we introduce the architecture of the coordinated platooning system. As introduced in Section 1.3, the coordinated platooning system consists of platooning-enabled vehicles in a road network, fleet management systems, and a platoon coordination system. The platoon coordination system facilitates fuel-efficient platooning across multiple fleet management systems. In Section 3.1, we introduce the overall system architecture. As central part of the coordinated platooning system, the platoon coordinator interfaces with fleet management systems and data providers in order to solve the problem of guiding vehicles to their destinations in a fuel-efficient manner using platooning to reduce fuel consumption. In Section 3.2, the internal architecture of the platoon coordinator is introduced. In several steps, it computes platoon plans which are communicated through the fleet management systems to the on-board systems. The on-board system derives reference speeds for the vehicle controller and reference platoon configurations for the platoon manager from these plans.

3.1 System Architecture

Figure 3.1 shows a layered transport architecture. The road transport system is structured in four layers with the highest level of abstraction at the top and increasing detail towards the bottom. At the highest layer, the service layer, the existing planning systems for road transport reside in form of transport management systems (TMS) and fleet management systems (FMS). On this layer, goods flows are matched to vehicles and drivers. Typical time scales on this layer are in the order of hours to days. A wide range of complexity levels can be encountered on this layer ranging from manual planning to complex supply chain optimization.

On the layer below, the strategic layer, the platoon coordinator is situated. The platoon coordinator is the central system provided by a platoon service provider. Platoon service providers have been postulated in the literature [118] as organizations that provide crucial platooning services shared between road transport
Figure 3.1: A layered control system architecture for coordinated platooning

Figure 3.2: The coordinator receives assignment data from the fleet management systems of different transport operators and computes routes and speed profiles for the vehicles to form platoons en route.

providers, such as certification, insurance, and coordination. The coordination service, also known as match making, is what this thesis is concerned with. This service might be provided as a public service or through private enterprises.

At the tactical layer, the platoon manager resides. The platoon manager controls the formation, splitting, reorganization, and operation of the platoons according to platoon plans provided by the strategic layer. It does so by coordinating with the other vehicles using vehicle-to-vehicle (V2V) communication and a standardized protocol. The platoon manager sets reference speeds and reference inter-vehicle distances, which are then tracked by the vehicle controller on the operational layer.
The tactical information is also communicated to the driver in each vehicle. The driver takes a supervisory role and can overwrite the decisions of the platoon management.

At the operational layer, the vehicle controller tracks the speed and distance references from the tactical layer. It commands the engine actuators, the brake systems, and the gearbox. It provides an abstraction layer on top of the complex vehicle specific dynamics and presents a standardized interface to the tactical layer.

**Remark 5.** The service layer introduced here is sometimes divided into a strategic, tactical, and operational layer (see [68] and Section 2.1), which should not be confused with the layer structure introduced in this paper.

**Remark 6.** The layered architecture is inspired by the one presented in [17] consisting of a transport layer, a platoon layer, and vehicle layer. The service and strategic layer combined correspond to the transport layer, the tactical layer to the platoon layer, and the operational layer to the vehicle layer in [17].

The platoon coordinator interfaces with the FMSs of transport operators as illustrated in Figure 3.2. Each FMS controls the vehicles that belong to its transport operator. The platoon coordinator receives assignments from the FMSs as shown in Figure 3.3. An assignment $A = (P^S, P^D, t^S, t^D, D)$ consists of a start position $P^S$ at which the vehicle starts its trip at start time $t^S$ and a destination $P^D$ at which the vehicle is supposed to end the trip before deadline $t^D$. Additional data $D$ can be associated with the assignment such as type of the vehicle, constraints on the route etc. The index set of assignments that are considered by the platoon coordinator at any given point in time is denoted $N_c$.

**Remark 7.** Complex transport missions with multiple stops are broken down into multiple assignments by the FMS. Start location and destination do not have to match the position at which the vehicle starts driving but can be, for instance, the points where the vehicle enters and leaves the highway network.
Remark 8. When $t^S$ lies in the future, the respective FMS ensures that the vehicle position will be $P^S$ at time $t^S$, potentially using a preceding assignment for that purpose or directly sending the vehicle to that location without using the platoon coordinator. Thus, no interdependence of assignments for the same vehicle is taken into account by the platoon coordinator. If $t^S$ is the current time or lies in the past, $P^S$ corresponds to a measurement of the position at that time.

For each assignment in $N_c$, the platoon coordinator computes a platoon plan using information provided by the FMSs and data providers as illustrated in Figure 3.4. A platoon plan $\mathfrak{P} = (e, t, p)$ consists of a route $e$, a time profile $t$, and a platoon configuration profile $p$. The route $e$ connects the start location $P^S$ of the corresponding assignment with the destination $P^D$ in the road network. The time profile $t$ is defined along the route and encodes when the vehicle should be at which location. The platoon configuration profile $p$ encodes in which platoon configurations the vehicle travels along the route.

Platoon plans are updated on a timescale of minutes in order to adapt to new assignments, new planning information, and deviation from the platoon plans. To this end, the platoon coordinator receives periodically updated vehicle positions $(e, x)$ and platoon states $\pi$ for the vehicles corresponding to the active assignments.

Remark 9. The platoon coordinator cannot interface directly with the vehicles’ on-board systems as the layered architecture in Figure 3.1 might suggest. This is because the mapping between vehicles and transport assignments is only known by the respective FMS. Furthermore, the transport operator might want to check the generated platoon plans for its vehicles and potentially update or cancel the assignment when errors are detected. Note that each FMS only receives the platoon plans corresponding to the vehicles it manages.

Remark 10. The repeated solution of an optimization problem over a receding finite horizon has gained significant traction in the field of automatic control under the term model predictive control [155, 30].

The FMSs forward the platoon plans to the on-board systems. The objective of the on-board system is to track the plans locally on vehicle level. In this way, some disturbances can be compensated for at a faster time-scale without having to rely on the wireless communication link to the off-board system. An architecture overview of an on-board system is shown in Figure 3.5. The plan tracker translates the platoon plans received via vehicle-to-infrastructure (V2I) communication in combination with the locally measured vehicle position $e(t), x(t)$ into routing advice $e^+$, reference speeds $v^\text{ref}$, and reference platoon configurations $\pi^\text{ref}$ for the platoon manager. The platoon manager, in turn, sets, depending on the current platoon state, reference speeds or gaps for the vehicle controller and synchronizes with other vehicles using V2V communication. The vehicle controller accesses directly the engine and brake systems. Steering is either handled by the vehicle controller or by the driver. The steering functionality is not shown in Figure 3.5 for the sake of simplicity. For further details of the on-board system refer, for instance, to [245].
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Figure 3.4: Each assignment consists of a start position and a destination in the network as well as a start time time and arrival deadline. Platoon plans consist of a route, a speed sequence, and a time sequence giving a reference trajectory in time and space as shown in the image. When the position trajectories of two vehicles partially coincide, these vehicles can form a platoon and save fuel.

3.2 Platoon Coordinator Architecture

In this thesis, we focus in particular on the design of the platoon coordinator. The platoon coordinator receives new assignments, vehicle positions, platoon states,
and data from other sources, such as weather and traffic information, in order to compute platoon plans and additional monitoring information for the FMSs. The platoon plans are tracked on-board the vehicles in order for every vehicle to reach its destination before the deadline and using platooning to reduce fuel consumption as described in Section 1.3. Figure 3.6 shows a flow chart detailing the computational steps and the data flow of the platoon coordinator. Dividing the computation of plans into these steps ensures tractability in both the design of planning algorithms and their execution.

- **Route Computation/Map Matching and Assignment Update** The FMSs send two types of messages to the platoon coordinator. The first type of message contains new assignments. For a new assignment, a route \( e \) is either computed or it is matched to the road network representation of the platoon coordinator in case the FMS has already computed a route. The other type of message is a time-stamped update of the vehicle position and the platoon configuration. The time stamp is synchronized using, for instance, GPS as a clock. These messages are used to update the assignment replacing the start position \( P^S \) with the reported position \( (e(t^S), x(t^S)) \) and the start time \( t^S \) with the time stamp of the position measurement \( t^{ts} \). In most cases this does not require a recomputation of the route, but in some cases this
might be necessary, for instance, due to a temporary road closure.

- **Candidate Plan Generation** This stage computes a default platoon plan and adapted platoon plans for each assignment. The default plan involves no platooning. An adapted plan is such that one vehicle adapts to another which implements the default plan and the two vehicles drive in a platoon for some distance. For each assignment, a number of possible adapted plans are computed. Several data sources are used for the plans to be valid such as digital maps that indicate where platooning is possible according to infrastructure and legal restrictions, road topology, historic and live traffic data, weather information, and a dynamical model of the vehicle. More detail on methods for this stage are provided in Chapters 4, 5 and 7.

- **Fuel Consumption Estimation** A fuel consumption model is used to estimate the fuel consumption of the default and the adapted plans. Adapted plans can lead to a lower fuel consumption as they include a phase during which vehicles drive in a platoon. Also, other cost factors can be considered such as driver wages, insurance costs, etc.
• **Plan Composition** At this stage the default and adapted plans, which are the result of the plan computation stage, are combined in a way that maximizes the combined fuel consumption reduction. In addition, the composed default and adapted plans can be jointly optimized. After this stage the system has computed a platoon plan for each assignment and this information is distributed to the respective FMSs along with monitoring information for the transport operators such as expected fuel savings. More detail on methods for this stage are provided in Chapter 6.

• **Data Ingestion** This component receives data relevant for the previous computation steps from several data providers and makes them available to the other components in the platoon coordinator. Relevant data sources are primarily static road network databases providing data such as legal speed limits, road slope, etc.; historic and live traffic measurements; and information on weather conditions.

**Remark 11.** There are a number of possible error scenarios such as an arrival time that is infeasible, or that no route for the vehicle can be found. These are omitted in order to keep the presentation concise.

**Remark 12.** Under the algorithms proposed in the following chapters, the route computation/map matching, assignment update, candidate plan generation, and fuel consumption estimation stages can be trivially parallelized on a per assignment basis. They can thus scale easily on modern computing infrastructures.

The most challenging stages from a design point of view are the candidate plan generation and the plan composition stages. The following chapters provide further detail and methods how to devise these two stages.

### 3.3 Summary

This chapter introduces the architecture of the coordinated platooning system. It is a hierarchical system with service, strategic, tactical, and operational layer. Each layer operates at a different time scale. Fleet management systems determine destinations and arrival deadlines for the vehicles they manage. The platoon coordinator computes platoon plans that let vehicles arrive at their destinations in time. The key feature of the platoon coordinator is that these plans instruct vehicles to platoon in a way that minimizes fuel consumption. Platoon plans are created and updated based on assignments and measured vehicle positions. They are synthesized in several computationally tractable steps: route computation/map matching, candidate generation, fuel consumption estimation, and plan composition. The platoon plans are forwarded by the fleet management systems to the vehicles’ on-board systems. On board the vehicle, a plan tracker executes the plan sending reference signals to the on-board platoon manager and vehicle controller.
Chapter 4

Coordination Algorithms for Pairs of Vehicles

In this chapter, we consider a pair of assignments that offers the possibility for platoon formation on the overlapping part of the corresponding routes. We derive a platoon plan for one vehicle, the coordination follower, for it to meet and drive in a platoon with another vehicle, the coordination leader, by computing an appropriate speed profile for the coordination follower. The coordination leader is assumed to track a default speed profile. We call such a platoon plan an adapted platoon plan. The structure of adapting one speed profile to the default speed profile of another vehicle is chosen in such a way that these profiles can be later composed resulting in platoon plans with more than two vehicles in a platoon. This way, a hierarchical structure is imposed which separates the complexity on vehicle and route level from the complexity arising from the large number of assignment combinations. Pairwise plans, such as the ones introduced in this chapter, are generated in the candidate plan generation stage introduced in Section 3.2 and combined in the plan composition stage.

In Section 4.1, we introduce the structure of adapted platoon plans consisting of a merge phase, a platooning phase, and a split phase. In Section 4.2, we consider two vehicles with the same route. One vehicle selects a speed that allows the two vehicles to meet and form a platoon. We derive how to select this speed in a fuel-optimal way. In Section 4.3, we extend this result to the case in which the two vehicles have different but overlapping routes. According to the structure introduced in Section 4.1, one vehicle adapts its speed profile in a way that allows it to meet the other vehicle on the common section of the routes and the two vehicles form a platoon. In Section 4.4, a method to computing adapted platoon plans is presented for a setting, in which the feasible speed range cannot be approximated as fixed. In that case, the fastest possible speed profile is computed from which the adapted platoon plan is derived.
4.1 The Structure of Adapted Platoon Plans

In this section, we introduce the structure of adapted platoon plans. We consider that one vehicle travels according to a default speed profile. We call this vehicle the coordination leader. The other vehicle, referred to as the coordination follower, adapts its speed profile in order to meet the coordination leader on the common part of the route, and platoon for some distance.

The meaning of the terms “coordination leader” and “coordination follower” becomes more apparent in Chapter 6 where adapted platoon plans are systematically combined with the goal of minimizing the combined fuel consumption by forming platoons.

Remark 13. The notion of a coordination leader/follower is different from the notion of a platoon leader/follower. A coordination leader/follower is a concept used in the composition of pairwise plans. A platoon leader, on the other hand, is the vehicle in in the front of the platoon and the trailing vehicles in the platoon are platoon followers.
4.2. **THE OPTIMAL RENDEZVOUS SPEED**

An adapted platoon plan consists of three phases illustrated in Figure 4.1. In the merge phase, the coordination follower keeps an average speed that allows it to meet the coordination leader on the common segment of their routes and merge into a platoon. Then the two vehicles platoon until they split up, followed by the third segment where the coordination follower drives according to a speed profile ensuring it arrives by its pre-specified deadline at its destination.

The computation of adapted speed profiles happens according to the steps illustrated in Figure 4.2. First, we identify if the routes overlap and if they do so we determine where exactly. If there is no overlap between the routes, no adapted plan can be computed. In case there are multiple disconnected overlaps between the routes, one of them is selected, for instance, taking first or the longest intersection, or computing an adapted plan for both intersections and discarding all but the most fuel efficient. Due to the hierarchical structure of road networks [13], the multiple intersections between two is not a great concern in practice. Next, the merge point along the routes is determined which has to lie both on the common section of the routes and must be feasible according to constraints on the vehicles’ speeds. Due to the latter, there might be no feasible merge point on the common segment in which case there is no adapted plan. Similarly, the point for the coordination follower to split up from the coordination leader is determined. The latest such point is where the coordination leader’s and the coordination follower’s routes diverge. A fuel-optimal split point can lie before the end of the common route section to ensure on-time arrival or because the speed needed to arrive on time with a later split point would imply increased fuel consumption. Finally, whether or not the merge point lies before the split point decides if an adapted plan exists.

### 4.2 The Optimal Rendezvous Speed

In order to approach the problem of finding fuel-optimal merge and split points, consider two vehicles on the same route as depicted in Figure 4.3. The vehicles are initially separated by a distance $\Delta d$. Vehicle 0 drives at a default speed, which is denoted $v_0$. Vehicle 1, which is behind vehicle 0, drives at a higher speed, denoted $v^*_S$. Since $v^*_S > v_0$, the distance between the vehicles decreases with time until the two vehicles meet and form a platoon. At this point, both vehicles continue driving in a platoon at default speed $v_0$.

We want to select the rendezvous speed $v^*_S$ in a fuel-optimal way, while $v_0$ is not altered. To this end, we introduce a linear affine fuel-model. The fuel consumption per distance traveled as platoon leader or alone is $f_0(v) = F^0 + F^1 v$, and the fuel consumption per distance traveled as platoon follower is $f_p(v) = F^0_p + F^1_p v$. We assume that the fuel consumption of a platoon follower is lower at default speed than if the vehicle was to travel alone, i.e., $F^0_p + F^1_p v_0 < F^0 + F^1 v_0$. It is reasonable to assume this since without this assumption there is no reason to form platoons for the sake of fuel consumption reduction. We assume that $v_0$ lies within the feasible
speed-range, i.e., $0 < v_{\min} \leq v_0 \leq v_{\max}$. The optimal rendezvous speed $v^*_S$ is also constrained to lie within the feasible speed range.

**Remark 14.** An affine fuel model is used here as it admits an analytical solution giving more insight than a data-driven one. Extending the result to other differentiable fuel models, such as higher order polynomials, is possible along the same lines of reasoning using numerical minimization.

This problem setting is related to the optimal catch-up schemes derived in [144]. In fact, the catch-up schemes from [144] have been combined with the methods of Chapter 6 in a simulation study presented in [35].
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Figure 4.3: Two vehicles on the same route with inter-vehicle distance $\Delta d$. Vehicle 0 has speed $v_0$ and vehicle 1 has speed $v_s^* > v_0$. Since the speed of vehicle 1 is higher than the speed of vehicle 0, vehicle 1 will catch up with vehicle 0, and the two vehicles will form a platoon.

A similar scenario to the one described above is a setting where vehicle 1 is in front of vehicle 0. In that case, vehicle 1 selects a speed smaller than $v_0$. This means that vehicle 0 will catch up to vehicle 1 instead, and the two vehicles can form a platoon. In the remainder of this section, we consider both the case in which vehicle 1 is behind vehicle 0 and the case that vehicle 1 is in front of vehicle 0.

We model this scenario on a road network with one road segment with road segment identifier $e$. The length of the road segment corresponding to $e$, i.e., $L(e)$, is assumed to be long enough to not impose any restrictions on where the two vehicles meet. The time, when the two vehicles start is denoted $t_S$, the time when they meet and start platooning is denoted $t_M$, and the time when they stop platooning is denoted $t_{Sp}$.

The following proposition gives the optimal rendezvous speed $v_s^*$ for vehicle 1.

**Proposition 1.** Assume the following: The speed of vehicle 0 is constant $v_0$ with $v_0 \in \mathbb{R}, v_0 > 0$. The position of vehicle 0 at time $t_S$ is $(e,x_0(t_S))$. The position of vehicle 1 at time $t_S$ is $(e,x_1(t_S))$. Vehicle 1 platoons with vehicle 0 between time $t_M$ and $t_{Sp}$ with $t_{Sp} > t_M$. Vehicle 1 has constant speed $v_s$ for time $t_S$ to $t_M$ and $v_0$ from time $t_M$ to $t_{Sp}$. The rendezvous speed $v_s$ is constrained to the interval $[v_{\min}, v_{\max}]$.

Then the rendezvous speed $v_s^*$ that minimizes fuel consumption from time $t_S$ to $t_{Sp}$ is given by

$$v_s^* = \begin{cases} 
\max \left( v_0 \left( 1 - \sqrt{1 - \frac{F_1^0}{F_1^1} + \frac{\Delta F_0}{F_1^1 v_0}} \right), v_{\min} \right) & \text{if } \Delta d < 0 \\
\min \left( v_0 \left( 1 + \sqrt{1 - \frac{F_1^0}{F_1^1} + \frac{\Delta F_0}{F_1^1 v_0}} \right), v_{\max} \right) & \text{if } \Delta d > 0 \\
v_0 & \text{if } \Delta d = 0,
\end{cases} \quad (4.1)$$

where $\Delta d = x_0(t_S) - x_1(t_S)$ and $\Delta F_0 = F_0^0 - F_p^0$.

**Proof.** Let $\Delta d^S = x_1(t_M) - x_1(t_S)$. Let $D_0 = x_1(t_{Sp}) - x_1(t_S)$. Under the assump-
tion that \( v_S \neq v_0 \), we have the relation
\[
\Delta d^S = \frac{v_S - v_0}{v_S - v_0} \Delta d.
\] (4.2)

At time \( t^M \) we have \( x_0(t^M) = x_1(t^M) \). After the meeting point, both vehicles platoon at speed \( v_0 \). Assume that vehicle 0 is the platoon leader once the two vehicles have merge into a platoon. Hence, the total fuel consumption of 1 up to some distance from the current position \( D_0 \), which fulfills \( D_0 > \Delta d^S \), becomes
\[
f_0(v_S)\Delta d^S + f_p(v_0)(D_0 - \Delta d^S) = (f_0(v_S) - f_p(v_0))\Delta d^S + f_p(v_0)D_0.
\]

The fuel consumption of vehicle 0 is not affected by \( v_S \). We see that the term \( f_p(v_0)D_0 \) is not a function of \( v_S \), so the optimal rendezvous speed does not depend on the total distance traveled. In order to find the optimal \( v_S \), we can therefore consider the remaining terms denoted as \( f_r(v_S) \) and get with (4.2) and the definitions of \( f_0 \), \( f_p \)
\[
f_r(v_S) = (f_0(v_S) - f_p(v_0))\Delta d^S = (F^1 v_S - F^1_p v_0 + \Delta F^0) \frac{v_S}{v_S - v_0} \Delta d,
\]
with \( \Delta F^0 = F^0 - F^0_p \). We take the derivative of the above expression in order to find its extrema
\[
\frac{\partial}{\partial v_S} f_r(v_S) = \frac{\Delta d}{(v_S - v_0)^2} (F^1 v_S^2 - 2 F^1 v_0 v_S + F^1_p v_0^2 - \Delta F^0 v_0).
\]

In order to find the extrema \( \tilde{v}_S \), we check where this expression is zero. We can assume that \( \Delta d \neq 0 \), otherwise \( \Delta d^S = 0 \), which means that the vehicles can directly start platooning. Therefore,
\[
0 = (F^1(\tilde{v}_S)^2 - 2 F^1 v_0 \tilde{v}_S + F^1_p v_0^2 - \Delta F^0 v_0)
\]
\[
\tilde{v}_S = v_0 \left( 1 \pm \sqrt{1 - \frac{F^1_p}{F^1} + \frac{\Delta F^0}{F^1 v_0}} \right).
\] (4.4)

We have to differentiate between two cases. Either \( \Delta d > 0 \), which implies \( v_S > v_0 \), i.e., the coordination follower speeds up, or \( \Delta d < 0 \), which implies \( v_S < v_0 \), i.e., the coordination follower slows down. Otherwise \( \Delta d^S \) becomes negative. There are two solutions for \( \tilde{v}_S \), one where \( \tilde{v}_S > v_0 \), and the other \( \tilde{v}_S < v_0 \). The appropriate one, depending on \( \Delta d \), is \( \tilde{v}_S \), the optimal unconstrained rendezvous speed.

We can verify that this is indeed a minimum by considering the asymptotic behavior of \( f_r(v_S) \) when \( v_S \) approaches \( \pm \infty \) and when it approaches \( v_0 \). Assume \( \Delta d > 0 \) so that \( \tilde{v}_S > v_0 \). We have
\[
\lim_{v_S \to \infty} f_r(v_S) = \infty,
\]
\[
\lim_{v_S \to v_0^+} f_r(v_S) = \infty
\]
where we used that \( f_0(v_0) > f_p(v_0) \) so that the term \( f_0(v_0) - f_p(v_0) \) becomes positive, which is the prerequisite to save fuel by platooning. When we have \( \Delta d < 0, \) so that \( \tilde{v}_S < v_0, \) then

\[
\lim_{v_S \to -\infty} f_1(v_S) = \infty, \\
\lim_{v_S \to v_0^-} f_1(v_S) = \infty.
\]

This shows that if \( \tilde{v}_S > v_{\text{max}}, \) then \( v_S^* = v_{\text{max}}, \) if \( \tilde{v}_S < v_{\text{min}}, \) then \( v_S^* = v_{\text{min}}, \) and \( v_S^* = \tilde{v}_S \) otherwise.

In order to have real solutions for (4.3), we need

\[
1 - \frac{F_p}{F_1} + \frac{\Delta F^0}{F_1 v_0} > 0 \iff F_p v_0 + F^0 < F_1 v_0 + F^0
\]

which is the condition that the coordination follower saves fuel when platooning.

The larger the difference \( f_0(v_0) - f_p(v_0) \), the larger the absolute difference between \( v_0 \) and \( v_S^* \), i.e., the longer the vehicles platoon.

Since the order of the platoon does not change the total fuel consumption of both vehicles, the result also holds in case vehicle 1 is the platoon leader and vehicle 0 the platoon follower.

Proposition 1 yields some insights into the computation of adapted platoon plans. Equation 4.1 shows that change in speed increases with the difference in fuel consumption between driving alone and as a coordination follower, as the term

\[
\sqrt{1 - \frac{F_p}{F_1} + \frac{\Delta F^0}{F_1 v_0}}
\]

increases monotonically with \( \Delta F^0 \) and decreases with \( F_p \). Furthermore, the rendezvous speed \( v_S^* \) is not dependent on how long the vehicles platoon which motivates computing the merge speed and the split speed independently. Another insight is, that should it not be possible to select a speed as high or low as the optimal merge speed without speed constraints, the speed closest to the optimal merge speed is optimal. In fact, using typical values for heavy vehicles on a motorway setting, oftentimes the rendezvous speed is determined by the speed constraints \( v_{\text{min}} \) and \( v_{\text{max}}. \)

4.3 Adapted Platoon Plans for a Fixed Speed Range

In this section, we detail how the individual computation steps shown in Figure 4.2 are implemented using the linear affine fuel model introduced in Section 4.2 and a fixed speed range \([v_{\text{min}}, v_{\text{max}}]\). The default speed profile of the coordination leader is a fixed speed \( v_0 \). For the sake of simplicity, we assume in this section the vehicles to arrive at their destinations exactly on their respective deadlines. This can be extended to arrival before the deadline.
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Figure 4.4: Speed profiles of the coordination leader and the coordination follower. The distance along the respective route with respect to a common reference point on the common part of the route is plotted over time. The coordination leader has a constant speed. In this example, the coordination follower drives slower at the beginning of its journey. Once it meets the coordination leader, the two vehicles platoon. At the end the coordination follower drives at an increased speed in order to make its deadline.

**Remark 15.** Having a fixed speed range from which the vehicle can choose is a simplification. Recall that these plans are locally tracked by the plan tracker onboard the vehicle. The speed profile in the plan is therefore to be interpreted as an average speed over some distance.

The route, which is computed in the route computation/map matching stage, is a sequence of road segment identifiers $\mathbf{e} = (\mathbf{e}[1], \mathbf{e}[2], \ldots, \mathbf{e}[N^A])$, where $N^A$ is a notational convenience to refer to the number of elements in $\mathbf{e}$. In order to simplify notation, we define the distance $d_\mathbf{e}$ between two positions $(\mathbf{e}[i_1], x_1), (\mathbf{e}[i_2], x_2)$ with respect to a route $\mathbf{e}$. Recall that a position $(e, x) \in E_r \times \mathbb{R}$ in the road network is represented by a route segment identifier $e$ and the distance from the start of the road segment $x$.

**Definition 1 (Distance).** Let $i_1, i_2$ be such that $N^A \geq i_2 \geq i_1$. Then,

$$d_\mathbf{e}((\mathbf{e}[i_1], x_1), (\mathbf{e}[i_2], x_2)) = \left| x_2 - x_1 + \sum_{i=i_1}^{i_2-1} L(\mathbf{e}[i]) \right|$$
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Consider a coordination leader with index 0 and a coordination follower with
index 1. Vehicles 0, 1 start at $P^S_0 = (e^S_0, x^S_0)$, $P^S_1 = (e^S_1, x^S_1)$ at time $t^S_0$, $t^S_1$ and
arrive at $P^D_0 = (e^D_0, x^D_0)$, $P^D_1 = (e^D_1, x^D_1)$ at time $t^D_0$, $t^D_1$, respectively. We denote
the position at which the coordination leader and the coordination follower start
platooning at time $t^M$ as $P^M = (e^M, x^M)$ and where they split at time $t^{Sp}$ as $P^{Sp} =
(e^{Sp}, x^{Sp})$. These meeting points have to lie on the trajectory of the coordination
leader with constant speed $v_0$:

$$d_{e_0}(P^S_0, P^M) = v_0(t^M - t^S_0),$$
$$d_{e_0}(P^S_0, P^{Sp}) = v_0(t^{Sp} - t^S_0).$$

When platooning with the coordination leader the planned trajectory of the
coordination follower consists of three phases: from start to the meeting point with
speed $v_S$, from meeting point to the split point platooning as platoon follower of
0 with speed $v_0$, and from the split point to the destination with speed $v_{Sp}$. We
define $d^S = d_{e_1}(P^S_1, P^M)$ and $d^{Sp} = d_{e_1}(P^{Sp}, P^D_1)$. We have the relations

$$d^S = v_S(t^M - t^S_1),$$
$$d^{Sp} = v_{Sp}(t^D_1 - t^{Sp}).$$

We define the virtual position difference at the start/end of the coordination fol-
lower’s trajectory as

$$\Delta d^S = d^S - (t^M - t^S_1)v_0,$$
$$\Delta d^{Sp} = d^{Sp} - (t^D_1 - t^{Sp})v_0,$$

which are equivalent to $\Delta d$ in Proposition 1. If $\Delta d^S > 0$ then $v_S > v_0$, if $\Delta d^S < 0
then v_S < v_0$, if $\Delta d^{Sp} > 0$ then $v_{Sp} > v_0$, and if $\Delta d^{Sp} < 0$ then $v_{Sp} < v_0$. Then,
we can compute according to (4.4) the appropriate, fuel-optimal speed $v^*_S$ for the
first and the last phase. Proposition 1 considers that the two vehicles are initially
separated. The same lines of reasoning apply in order to determine the optimal
speed of the coordination follower during the last phase.

This derivation has not taken into account so far that the first possible point
to merge is when the coordination leader’s and the coordination follower’s routes
meet. If $v^*_S$ leads to a distance from $P^S_1$ to the merge point that is too small,
than the coordination leader selects a speed that lets the coordination leader and
coordination follower merge at the position where the two routes meet, denoted here ($e^F, 0$). This speed is

$$v_S = \frac{d_{e_1}(P^S_1, (e^F, 0))}{t^M - t^S_1}.$$ 

The corresponding case might occur at split up, so that

$$v_{Sp} = \frac{d_{e_1}((e^L, L(e^L)), P^D_1)}{t^D_1 - t^{Sp}},$$

The distance $d_{e_1}(P^S_1, (e^F, 0))$ is computed according to (4.4). Then $v^*_S$ is
computed as

$$v^*_S = \frac{d_{e_1}(P^S_1, (e^F, 0))}{t^M - t^S_1}.$$
where \((e^L, L(e^L))\) is the position where the coordination leader’s and the coordination follower’s routes split up.

The first test if platooning is possible and beneficial is, whether the calculated merge point lies before the split point or not, i.e., whether

\[
d^S + d^{Sp} < d_{e_1}(P^S_1, P^D_1).
\]

The estimated fuel consumption for the coordination follower with the speed profile that is adapted for platooning with the coordination leader is

\[
F = d^S f_0(v_S) + d^{Sp} f_0(v_{Sp}) + (d_{e_1}(P^S_1, P^D_1) - d^S - d^{Sp}) f_p(v_0).
\]  

If \(F\) is smaller than the fuel consumption that results from traveling alone at a constant speed, it is beneficial that the vehicles platoon.

The results of this section can be summarized as follows. The optimal speed profile of a coordination follower with index 1 to a coordination leader with index 0 consists of three phases with constant speed: \(v_S\) from \(t^S_1\) to \(t^M\), then \(v_0\) from \(t^M\) to \(t^{Sp}\), and finally \(v_{Sp}\) from \(t^{Sp}\) to \(t^D_1\), where coordination leader and follower platoon from time \(t^M\) to \(t^{Sp}\).

**Remark 16.** In this model, the order of the platoon does change the combined fuel consumption in the platoon. It is convenient for the derivation to assume that the coordination follower is also platoon follower. Since we optimize the fuel consumption of all vehicles collectively, the results also apply when the coordination follower becomes the platoon leader.

### 4.4 Adapted Platoon Plans for Position-Dependent Speeds

In this section, we derive how adapted platoon plans as introduced in Section 4.1 can be computed considering that the maximum speed of a vehicle depends on the position in the road network. Heavy vehicles are less affected by local speed restrictions on highways compared to cars since in many countries the allowed maximum speed for heavy vehicles is lower than the posted speed limit in most parts of the highway network. However, it can still be important to consider these cases for accurate planning. Furthermore, the vehicle speed can be limited by dense traffic, which can be predicted and consequently modeled as a speed limit. Finally, heavy vehicles have small power-to-weight ratio and are thus limited in their speed when climbing steep uphill sections. By taking these effects into account, less deviations from the platoon plans occur.

We use the route segment identifiers of \(e = (e[1], e[2], \ldots, e[N^A])\) as a natural discretization for all data in the platoon plan as compared to, for instance, a discretization of time. This is convenient as most relevant properties are primarily a function of the road segment. We assume that a vehicle with assignment index \(n\) starts at position \(P^S_n = (e_n[1], 0)\) and has destination \(P^D_n = (e_n[N^A], L(e_n[N^A]))\).
where \( e_n[1] \) is the first and \( e_n[N^A] \) the last element in the route computed for assignment \( n \).

The time profile \( t = (t[1], t[2], \ldots, t[N^A + 1]) \) according to which the vehicle is supposed to travel along the route is represented by a list of segment start times. For \( i \in \{1, \ldots, N^A\} \), \( t[i] \) is the reference time when the vehicle should start traversing the road segment identified by \( e[i] \). The first element \( t[1] \) is the start time of the vehicle and \( t[N^A + 1] \) is the arrival time of the vehicle.

The time profile can be converted into a speed profile \( v \) approximating the speed on a road segment as constant. The length of a road segment is denoted \( L : E_t \rightarrow \mathbb{R}^+ \). It is the distance a vehicle travels from the beginning to the end of the road segment. The speed profile is defined as

\[
v[i] = \frac{L(e[i])}{t[i + 1] - t[i]}, \quad i \in \{1, \ldots, N^A\}.
\]

The speed profile \( v \) combined with the start time \( t[1] \) can be used to compute the corresponding time profile \( t \) as

\[
t[i] = t[1] + \sum_{j=1}^{i-1} \frac{L(e[j])}{v[j]}, \quad i \in \{2, \ldots, N^A + 1\}.
\] (4.7)

Constraints such as maximum speeds are more conveniently expressed in the speed profile representation. For vehicles to platoon they have to be at the same location at the same time which is easier to express in terms of the time profile. Hence, we work with both representations and (implicitly) convert from one representation to the other whenever necessary in order to not violate the speed limit.

We derive time profiles based on a maximum speed profile \( \bar{v} \). The maximum speed profile corresponds to a vehicle that at any point drives as close to the maximum legal speed \( v_{\text{max}} \) as possible, i.e., that accelerates whenever possible and decelerates only as much as needed.

**Definition 2.** The maximum speed profile \( \bar{v} \) is defined for a speed limit \( v_{\text{max}} \), maximum accelerations \( \Delta v_{\text{max}} \), and minimum accelerations \( \Delta v_{\text{min}} \) as

\[
\bar{v}[i] = \min(v_{\text{fwd}}[i], v_{\text{bwd}}[i]), \quad i \in \{1, \ldots, N^A\}
\]

where

\[
v_{\text{fwd}}[i + 1] = \min(v_{\text{fwd}}[i] + \Delta v_{\text{max}}[i], v_{\text{max}}[i + 1]), \quad v_{\text{fwd}}[1] = v_{\text{max}}[1]
\]

\[
v_{\text{bwd}}[i - 1] = \min(v_{\text{bwd}}[i] - \Delta v_{\text{min}}[i - 1], v_{\text{max}}[i - 1]), \quad v_{\text{bwd}}[N^A] = v_{\text{max}}[N^A].
\]

The speed limit \( v_{\text{max}} \) covers legal restrictions that depend on the vehicle, road segment, and also the limiting effect of surrounding traffic. Legal restrictions are mostly straightforward to retrieve from databases. Predicting the effect of traffic is more involved and is based both on historic and real-time measurements in
combination with advanced prediction models. The maximum acceleration over
road segment \( e[i] \), \( \Delta v^{\text{max}}[i] \) takes into account the limited power-to-weight ratio
of heavy vehicles. This becomes particularly important on hilly roads where maximum
engine power is not sufficient to keep the legal speed. It can be useful to
model \( \Delta v^{\text{max}}[i] \) as a function of \( v^{\text{fwd}}[i] \) using a dynamic vehicle model. The minimum
acceleration \( \Delta v^{\text{min}}[i] \leq 0 \) over the \( i \)th segment is limited by safety and
comfort considerations. The physical constraints of braking systems are typically
only reached in emergency situations. Limits of the brake system in long downhill
slopes can be taken into account by lowering the speed limit \( v^{\text{max}} \) on that part
of the route. The forward speed profile \( v^{\text{fwd}} \) models the effect that the vehicle is
limited by the maximum acceleration \( \Delta v^{\text{max}} \) when trying to gain a speed as close
as possible to \( v^{\text{max}} \). The backward speed profile \( v^{\text{bwd}} \) models that the vehicle must
decelerate in time in order to avoid exceeding the minimum acceleration \( \Delta v^{\text{min}} \) or
the speed limit \( v^{\text{max}} \).

Speed profiles are computed by scaling the maximum speed profile \( \bar{v} \). The
default speed profile is the speed profile used by the coordination leader or when
the vehicle travels alone.

**Definition 3.** The default speed profile is defined as

\[
v^d[i] = \sigma \bar{v}[i], \quad i \in \{1, \ldots, N^A\},
\]

where

\[
\sigma = \max \left( \sigma_d, \frac{t^A - t^S}{t^D - t^S} \right),
\]

with \( t^A = t[N^A + 1] \leq t^D \) being the arrival time according to the maximum speed
profile and \( 0 < \sigma_d \leq 1 \) being a design parameter. The time profile corresponding
to \( v^d \) according to (4.7) is denoted \( t^d \) with \( t^d[1] = t^S \).

**Remark 17.** If \( t^A > t^D \), the vehicle cannot meet it’s deadline, which means the
assignment is ill-posed and the vehicle travels as fast as possible to its destination.
The factor \( \sigma_d \) determines how much slower a vehicle travels compared to the max-
imum speed profile when the deadline permits it. The benefit of letting the vehicle
travel slower is more room for the controller consisting of plan tracker, platoon
manager, and vehicle controller to account for disturbances. It also allows other
vehicles to catch up to the platoon. We consider \( \sigma_d \) being a choice of the transport
operator.

Consider now a pair of vehicles with assignment indices \( n \) and \( m \). We want
to determine if it is possible to compute an adapted speed profile so that the two
vehicles platoon during part of their journey. We denote the index of the first
segment of the route that vehicle \( n \) has in common with vehicle \( m \) on overlapping
part of the route as \( N^M_{n,m} \) and the last as \( N^{\text{Sp}}_{n,m} \), so \( e_n[N^M_{n,m}] = e_m[N^M_{m,n}] = e^F \) and
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\[ e_{n}[N_{n,m}^{\text{Sp}}] = e_{m}[N_{m,n}^{\text{Sp}}] = e_{L}, \]
where \( e_{n}, e_{m} \) denote the routes for assignments \( n, m \) respectively. This means that

\[ e_{n}[N_{n,m}^{M} + i] = e_{m}[N_{m,n}^{M} + i], \quad i \in \{0, \ldots, N_{n,m}^{\text{Sp}} - N_{n,m}^{M}\}. \]

Note that \( N_{n,m}^{\text{Sp}} - N_{n,m}^{M} = N_{m,n}^{\text{Sp}} - N_{m,n}^{M}. \)

The adapted speed profile is computed in a way that the vehicle with the adapted speed profile meets the vehicle with the default speed profile on the common part of their routes in order to platoon until the two routes split as shown in Figure 4.5. For notational convenience, we introduce the offset in the route segment index on the common part of the route \( \Delta N_{n,m} = N_{m,n}^{M} - N_{n,m}^{M}. \)

**Definition 4.** The adapted speed profile of \( n \) adapted to the default speed profile \( v_{d}^{m} \) of assignment \( m \) is denoted as \( v_{a}^{n,m} \) and the corresponding time profile denoted \( t_{n,m}^{a} \) are such that

\[
 v_{a}^{n,m}[i] = \begin{cases} 
 \sigma_{M} \bar{v}_{n}[i] & \text{for } i \in \{1, \ldots, N_{n,m}^{M} - 1\} \\
 v_{d}^{m}[i + \Delta N_{n,m}] & \text{for } i \in \{N_{n,m}^{M}, \ldots, N_{n,m}^{\text{Sp}}\} \\
 \sigma_{\text{Sp}} \bar{v}_{n}[i] & \text{for } i \in \{N_{n,m}^{\text{Sp}} + 1, \ldots, N_{n}^{A}\},
\end{cases}
\]

with \( \sigma \leq \sigma_{M} \leq 1 \) and \( \sigma_{d} \leq \sigma_{\text{Sp}} \leq 1, \) and with

\[ e_{n}[i] = e_{m}[i + \Delta N_{n,m}], \quad i \in \{N_{n,m}^{M}, \ldots, N_{n,m}^{\text{Sp}}\}, \]

and

\[ t_{n,m}^{a}[N_{n}^{A} + 1] \leq t_{n}^{D}, \]

and

\[ t_{n,m}^{a}[N_{n,m}^{M}] = t_{m}^{d}[N_{n,m}^{M} + \Delta N_{n,m}]. \]

Figure 4.5 shows an example of an adapted plan. The coordination follower selects speeds higher than its default speed profile during the merge phase. During the platooning phase, coordination leader and follower drive according to the default speed profile of the coordination leader. Finally, during the split phase, the coordination follower drives according to its default speed profile since it is ahead of schedule from the higher speeds during the merge phase.

To check whether or not an adapted speed profile that fulfills the Definition 4 exists and computing one according to the procedure shown in Figure 4.2 if it exists is straightforward as such but entails many steps and a more detailed description is thus omitted here.

**Remark 18.** If the vehicle is parked at the beginning of its trip, the start time \( t_{n,m}^{a}[1] \geq t_{n}^{S} \) can be adjusted in order to minimize \( |\sigma_{d} - \sigma_{M}|, \) i.e., the deviation from the default speed profile during the first part of the adapted speed profile.
Remark 19. The speed difference between consecutive elements of the adapted speed profile can lie outside the interval \([\Delta v^\text{\scriptsize min}, \Delta v^\text{\scriptsize max}]\) at parts of route where \(\Delta v^\text{\scriptsize max} < 0\) and at the transition from road segment \(e_n[N^M_{n,m} - 1] \) to \(e_n[N^M_{n,m}]\) and from \(e_n[N^\text{\scriptsize Sp}_{n,m} - 1] \) to \(e_n[N^\text{\scriptsize Sp}_{n,m}]\). Negative maximum acceleration can occur, for instance, at the beginning of steep uphill sections. The resulting deviations are small and infrequent and can thus be compensated for by the on-board controller.

Remark 20. We neglect the small time gap between the vehicles in the platoon for the sake of planning as they are small compared to disturbances from traffic, road grade, etc. Once a platoon is formed, the platoon manager ensures cohesion of the platoon. The objective of the coordinator is to get vehicles close enough that platoons can be formed and small deviations from the time profiles are expected and they are dealt with by lower layers of control.

4.5 Summary

This chapter considers that a vehicle, a coordination follower, follows an adapted platoon plan so that it meets another vehicle, a coordination leader, during its journey and they platoon together. The speed profile of the coordination leader is fixed. An adapted plan consists of three phases. In the first phase the speed is set
to a value so the vehicles meet to form a platoon, which is the start of the second phase. During the second phase the vehicles platoon. At the end of the second phase, the vehicles split up and the coordination follower selects a speed that lets it arrive by its deadline at its destination.

Based on an affine fuel model, an analytical expression of the fuel-optimal speed for the first and the last phase is derived. Taking into account that platooning can only happen on the common part of the routes, we arrive at the fuel-optimal adapted plan for a fixed speed range. In order to handle space-dependent speed restrictions due to legal speed limits, traffic, and limited hill climbing capabilities of heavy-duty vehicles, a maximum speed profile is computed. By scaling the maximum speed profile, a default and an adapted speed profile is derived.
Chapter 5

Coordination Algorithms under Uncertain Travel Times

This chapter introduces coordination algorithms to form platoons en route that take the uncertainty of travel times into consideration. In deriving the pairwise planning algorithms introduced in Chapter 4, we assume that travel times of segments along the route can be deterministically planned. Despite progress in travel time prediction algorithms using the increasingly available travel time data and traffic flow models, much uncertainty remains predicting travel times up to several hours ahead as relevant for platoon coordination. While some of the effects of travel time uncertainty can be mitigated reactively by frequently updating plans using real-time feedback from the vehicles, it is advantageous to estimate the probability of two vehicles successfully merging into a platoon. The success probability for a merge to succeed is used when taking the decision whether or not two vehicles should platoon penalizing plans with a small estimated probability of success. A vehicle pair with small nominal benefit from platooning but a high chance of success can be more beneficial to pursue than one with large nominal benefit but small probability of success. For instance, a vehicle A could either platoon with vehicle B or C. Vehicles A and B have a longer part of their routes in common than A and C and the potential fuel consumption reduction for A and B is lower than of A and C. However, B passes through a densely populated area with frequent traffic jams resulting in high travel time uncertainty in that region. This results in a small chance of A and B successfully forming a platoon and therefore it is preferable A and C attempt to form a platoon on common part of their routes.

In Section 5.1, we model the problem of two vehicle merging at a highway intersection. Both vehicles pass a finite number of road segments until the merging point and the traversal time of a road segment is randomly distributed with known distribution. The distribution of travel times is affected by a reference speed, which is fixed for one of the vehicles. The other vehicle adapts the reference speed in order to maximize the probability of the two vehicles merging at the intersection.
Figure 5.1: In the considered scenario, two vehicles are to merge into a platoon at the intersection of their routes by adapting their speed on the way leading to that intersection.

Section 5.2 shows how to control the speed in an optimal way using dynamic programming. It also derives a way to improve the computational efficiency of the dynamic programming algorithm when a small error in the computed value function can be accepted. It also considers the case when travel time distributions are correlated across adjacent road segments. In Section 5.3, we discuss how the influence of the reference speed can be modeled. An illustrative simulation example is presented in Section 5.4.

5.1 Modeling

Consider the scenario depicted in Figure 5.1 of two vehicles approaching an intersection at which they are supposed to merge into a platoon. The reference speed of the coordination leader is fixed. The speed of the other vehicle, the coordination follower, is controlled to maximize the probability of merging with the coordination leader. This setting of a coordination follower adapting to a coordination follower is similar to the setting considered in Chapter 4.

First, we model the movement of a single vehicle until the merge point. We consider that the route is partitioned into a finite number of segments. We consider discrete time and represent it as integers where the measurement unit is such that one increment corresponds to a sufficiently small discretization interval. The traversal time $T^i$ of the $i$-th segment is a random variable. Let $t^i \in \mathbb{Z}$ be the time
the vehicle starts traversing the \( i \)-th route segment, in the following referred to as segment arrival time.

The arrival time at the next segment is the sum of the arrival time at the previous segment and the traversal time of the segment:

\[
t^{i+1} = t^i + T^i. \tag{5.1}
\]

The traversal time \( T^i \in \mathbb{Z} \) is a random variable that is assumed only to be dependent on the reference speed at the \( i \)-th segment \( v^i_{\text{ref}} \in \mathbb{V} \), which is considered to be a control input. The domain of \( \mathbb{V} \) is a finite set of reference speeds. It is assumed that \( T^i_{\text{min}} \leq T^i \leq T^i_{\text{max}} \), see Figure 5.2, where, for instance, \( T^i_{\text{min}} \) can be derived from the maximum speed of a heavy-duty vehicle and \( T^i_{\text{max}} \) from the largest observed traversal time on that segment ever recorded.

Since \( T^i \) is assumed to depend only on the control input \( v^i_{\text{ref}} \), eq. (5.1) describes a Markov decision process where \( t^i \) denotes the value of its state at the \( i \)-th stage and \( \mathbb{V} \) is the set of actions. Note that the stages in the decision process correspond to locations. Let \( p_{T^i}(\tau|v^i_{\text{ref}}) \) denote the probability of \( T^i = \tau \) conditioned on \( v^i_{\text{ref}} \). The transition probability between state \( t^i \) to \( t^{i+1} \) is the probability that \( T^i = t^{i+1} - t^i \), and thus the probability distribution of \( t^i \) can be recursively computed as

\[
p_{t^{i+1}}(t) = \sum_{\tau = -\infty}^{\infty} p_{T^i}(\tau|v^i_{\text{ref}}) p_{t^i}(t - \tau)
= \sum_{\tau = T^i_{\text{min}}}^{T^i_{\text{max}}} p_{T^i}(\tau|v^i_{\text{ref}}) p_{t^i}(t - \tau). \tag{5.2}
\]

Note that \( p_{T^i} \) can also be modeled conditioned on the segment arrival time \( t^i \) to reflect that travel time distributions are time dependent. Let \( t^i_{\ell} \) denote the segment arrival time of the coordination leader at the \( i \)-th segment of its route. We consider that the reference speed of the coordination leader is given as \( v^i_{\ell} \) and its start time \( t^i_{S\ell} \) is known meaning that \( p_{t^i_{\ell}}(t) = 1 \) if \( t = t^i_{S\ell} \) and \( p_{t^i_{\ell}}(t) = 0 \) otherwise. Let \( N^i_{\ell} \) be the index in the coordination leader’s route at which the coordination leader and the coordination follower are supposed to meet. The probability distributions of \( t^i_{N^i_{\ell}} \) are recursively computed from (5.2).

We assume that a coordination leader and a coordination follower can platoon if they arrive at the merge point with an absolute time difference of at most \( \Delta t \), which is chosen small enough so that they can establish V2V communication and initiate a merge maneuver. Furthermore, being at this point close-by on the same route, both vehicles are subject to approximately the same traffic disturbances. In this case, the two vehicles can initiate a catch-up maneuver during which the vehicle in front selects a lower speed than the vehicle that catches up until the vehicles merge. This coordination phase is considered to be so small that its impact on the platooning benefit can be neglected.

The objective is to control the coordination follower so that the probability of platooning is maximized. Furthermore, we want to compute this probability
explicitly as a basis for the decision whether the two vehicles should attempt to platoon or not. The probability of platooning conditioned on the arrival time of the coordination follower at the merge point \( t_f^{N_f} = t \) is

\[
P_{pl}(t) := P(|t_f^{N_f} - t_f^{N_f}| < \Delta t | t_f^{N_f} = t) = \sum_{\tau=t-\Delta t}^{t+\Delta t} p_{t_f^{N_f}}(\tau).
\]

We want to compute policies \( v_{ref}^i : \mathbb{Z} \rightarrow \mathbb{V}, i = 1, \ldots, N_f - 1 \) for selecting reference speeds for the coordination follower. These policies are to maximize the expected value of \( P_{pl} \) with respect the probability distribution of the coordination follower’s arrival time at the merge point and conditioned on that the follower’s start time at the first segment is \( t_f^S \).

\[
\mathbb{E}_{t_f^{N_f}}(P_{pl}|t_f^1 = t_f^S) = \sum_{t=-\infty}^{\infty} p_{t_f^{N_f}}(t|t_f^1 = t_f^S)P_{pl}(t).
\]

The relation between \( p_{t_f^1} \) and \( p_{t_f^{N_f}} \) is given by (5.2). Equation (5.2) is also how the reference speed policies \( v_{ref}^i \) enter into (5.3).

### 5.2 Optimal Speed Control

In this section, we derive the optimal reference speeds using dynamic programming. At the same time, the probability of platooning \( \mathbb{E}_{t_f^{N_f}}(P_{pl}) \), as defined in (5.3), is computed. This information can be used to decide whether or not two vehicles should platoon. More specifically, expected fuel savings from platooning...
would now be used instead of a predicted reduction in fuel consumption based on a deterministic model in the plan composition stage.

The formulated problem fits the framework of optimal stochastic programming [33], when defining the value function as

$$J_i(t) = \mathbb{E}_{t_i} \left( P_{pl} | t_i^j = t \right),$$

where $\mathbb{E}_{t_i} \left( P_{pl} | t_i^j = t \right)$ is the expected value of $P_{pl}$ conditioned on that $t_i^j = t$ and under the optimal policies $v_{ref}^j$, $j = i, \ldots, N_f - 1$.

The value function at the final stage is accordingly

$$J_{N_f}(t) = \mathbb{E}_{t_f} \left( P_{pl} | t_f^{N_f} = t \right) = P_{pl}(t),$$

and there is no stage cost.

The dynamic programming backwards recursion becomes

$$J_{i-1}(t) = \max_{v_{ref}^i} \left( \sum_{\tau = -\infty}^{\infty} p_{t_i-1}^i(\tau | v_{ref}^i) J_i(t + \tau) d\tau \right). \quad (5.5)$$

The probability of a successful merge when the coordination follower starts at time $t_f^S$ is given by

$$J_1(t_f^S) = \mathbb{E}_{t_i} \left( P_{pl} | t_i^1 = t_f^S \right),$$

and the argument of the maximization in (5.5) yields the optimal policy for each stage.

**Correlated Travel Time Distributions**

This section describes how the previously derived method can be extended to the case where travel times are correlated between segments. Depending on the length of the segment and the number of exogenous explanatory variables $T^i$ is conditioned on for prediction such as weather, time of the day, etc.; $T^i$ might be dependent on segments that are geographically close.

We only consider correlation of travel times within the coordination leader’s and the coordination follower’s route. The travel times of the coordination leader’s and the coordination follower’s route are assumed to be independent. In the framework of dynamic programming, the above reasoning implies that we have to add upstream traversal times $T^i = [T^{i-1}, T^{i-2}, \ldots, T^{i-H}]$ with horizon length $H \geq 1$ to the state, which previously consisted only of the segment arrival time $t$, in order to retain the Markov property. The horizon length $H$ depends on the probabilistic model of the travel times. Equation (5.1) is augmented to:

$$
\begin{bmatrix}
t_{i+1}^i \\
T^{(i-1)+1} \\
\vdots \\
T^{(i-H)+1}
\end{bmatrix} =
\begin{bmatrix}
t^i + T^i \\
T^i \\
\vdots \\
T^{i-(H+1)}
\end{bmatrix}.
$$
A state \([t, T^{-1}, T^{-2}, \ldots, T^{-H}]\) can be reached from \([t-T^{-1}, T^{-2}, T^{-3}, \ldots, T^{-(H-1)}, \tau]\) for any \(\tau \in \mathbb{Z}\) with probability \(p_{T_i}(T^{-1}|T^{-2}, T^{-3}, \ldots, T^{-(H-1)}, \tau)\), so that (5.2) becomes

\[
p_{(t^i+1, T^i+1)}(t, T) = \sum_{\tau = T_{i}^{-H} \min}^{T_{i}^{-H} \max} p_{T^i}(T^{-1}|v_{\text{ref}}^i, T^i = T^-(\tau)) p_{(t^i, T^i)}(t - T^{-1}, T^-(\tau)),
\]

where \(p_{(t^i, T^i)}\) denotes the joint probability distribution of \(t^i\) and \(T^i\), and where \(T = [T^{-1}, \ldots, T^{-H}]\) and \(T^-(\tau) = [T^{-2}, \ldots, T^{-(H-1)}, \tau]\).

Note the difference in notation between the random variable \(T^i\) and a concrete value \(T\) that \(T^i\) can take. The terminal value is similar to (5.4)

\[
J^N(t, T) = P_{pl}(t),
\]

where \(T \in \mathbb{Z}^H\) and where the distribution \(p_{tN^\ell}\) is computed by marginalizing the traversal time states.

The backwards recursion as in (5.5) changes to

\[
J^{i-1}(t, T) = \max_{v_{\text{ref}}^i} \left( \sum_{\tau = -\infty}^{\infty} p_{T^{i-1}}(\tau|v_{\text{ref}}^i, T) J^i(t + \tau, T^+(-\tau)) \right),
\]

where \(T^+(-\tau) = [\tau, T^{-1}, \ldots, T^{-(H-1)}]\).

While it is straightforward to keep a record of previous segment traversal times, measuring traversal times of segments before the start is not trivial. If we assume that the computation of the platooning probability and the policies happen shortly before the vehicles start driving, real-time information from other sources such as traffic sensors or other vehicles might be leveraged. Otherwise, travel time distributions that are not conditioned on segments before the start of the route have to be used.

It is well known that the complexity of dynamic programming increases exponentially with the size of the state, an effect known as the curse of dimensionality. However, if we assume that most correlation between segment traversal time is actually caused by traffic dynamics [221], we can reduce the state space size [178]. According to macroscopic traffic flow theory, traffic has mainly three states [126]: free flow, synchronized flow, and congested flow. Therefore, the elements of \(T^i\) could potentially be discretized into these three regimes.
Efficient Computation of Optimal Control Policies

A challenge in using dynamic programming is finding ways of implementing the recursion and handling its complexity. There are two features making the problem considered in this paper computationally tractable. The first is the finite horizon of the problem and the second is the low dimensionality of the state space. Additionally, we can exploit the fact that unlike many other control systems, the objective of simultaneous arrival at the merge point does not have to be achieved at all cost. In case the merge fails, the problem can be resolved on the higher planning layer. Because of this property, it is reasonable to omit exploring state trajectories that lead to a successful merge but have low probability.

We show that $J^i$ only has to be computed for an interval $[t^i, \bar{t}^i]$ if a small error $\epsilon \geq 0$ on the computation of $J$ can be accepted. Furthermore, the length of the interval, i.e., $\bar{t}^i - t^i$ does not depend on the stage $i$. We define $t^i$ as

$$t^{i+1} = t^i + T_{\text{min}}^i \Rightarrow t^i = t^1_i + \sum_{j=1}^{i-1} T_{\text{min}}^j,$$

with $t^1 = t_{Sf}^i$, with $t_{Sf}^i$ being the start time of the coordination follower. Similarly, we define $\bar{t}^i$ as

$$\bar{t}^i = \bar{t}^{i+1} - T_{\text{min}}^i \Rightarrow \bar{t}^i = \bar{t}_{Nf}^i - \sum_{j=i}^{N_f-1} T_{\text{min}}^j,$$

where $\bar{t}_{Nf}^i$ is selected large enough so that

$$J_{Nf}^i(t) \leq \epsilon \text{ for } t > \bar{t}_{Nf}^i,$$

for a given error tolerance $\epsilon \geq 0$.

Furthermore, we define an approximation of $J^i$ denoted as $\tilde{J}^i$. It is initialized at $i = N_f$ by

$$\tilde{J}_{Nf}^N(t) = \begin{cases} J_{Nf}^N(t) & \text{if } t \in [t_{Nf}, \bar{t}_{Nf}] \\ 0 & \text{if } t \notin [t_{Nf}, \bar{t}_{Nf}] \end{cases},$$

and analogously to (5.5) for $t \in [t^{i-1}, \bar{t}^{i-1}]$

$$\tilde{J}^{i-1}(t) = \max_{v_{\text{ref}}^i} \left( \sum_{\tau=t^i}^{\bar{t}^i} p_{T^{i-1}_i}(\tau - t | v_{\text{ref}}^i) \tilde{J}^i(\tau) \right),$$

where the summation is rewritten in terms of the arrival time rather than the traversal time.
Note that segment arrival times $t_i \leq \bar{t}_i$ cannot be reached from $t^i_1 = t^i_S$, and therefore $J^i$ and likewise $\tilde{J}^i$ do not need to be computed for these times. Furthermore, $\tilde{J}^i(t) = 0$ for $i = 1, \ldots, N_f$ and $t > \bar{t}^i$. The following result on the error between $J^i$ and $\tilde{J}^i$ holds

**Proposition 2.** For given error tolerance $\epsilon \geq 0$ it holds that

$$0 \leq J^i(t) - \tilde{J}^i(t) \leq \epsilon,$$

for all $i = 1, \ldots, N_f$ and $t \geq \bar{t}_i$.

**Proof.** The proof is done through induction over $i$. From the definition of $\bar{t}^N_f$ in (5.6) and the definition of $\tilde{J}^{N_f}(t)$ in (5.7) it can be seen that the statement holds for $i = N_f$. Note that $J^i(t)$ is a probability and hence non-negative.

Assume that $0 \leq J^i(t) - \tilde{J}^i(t) \leq \epsilon$ holds. Then for $t \geq \bar{t}_i^{i-1}$

$$J^{i-1}(t) - \tilde{J}^{i-1}(t)$$

$$= \max_{v^i_{\text{ref}}} \left( \sum_{\tau = -\infty}^{\infty} p_{T^i_t}(\tau|v^i_{\text{ref}})J^i(t + \tau) \right) - \max_{v^i_{\text{ref}}} \left( \sum_{\tau = \bar{t}_i^i}^{\infty} p_{T^i_t}(\tau - t|v^i_{\text{ref}})\tilde{J}^i(\tau) \right)$$

$$= \sum_{\tau = -\infty}^{\infty} p_{T^i_t}(\tau|v_1)J^i(t + \tau) - \sum_{\tau = \bar{t}_i^i}^{\infty} p_{T^i_t}(\tau - t|v_2)\tilde{J}^i(\tau),$$

where $v_1$ and $v_2$ are the optimal values of the two maximizations over $v^i_{\text{ref}}$. Since $p_{T^i_t}(\tau|v^i_{\text{ref}}) = 0$ for $\tau \leq T^{i}_{\text{min}}$, we can rewrite the above expression as

$$\sum_{\tau = \bar{t}_i^i}^{\infty} p_{T^i_t}(\tau - t|v_1)J^i(\tau)$$

$$\leq \sum_{\tau = \bar{t}_i^i}^{\infty} p_{T^i_t}(\tau - t|v_1)J^i(\tau) - \sum_{\tau = \bar{t}_i^i}^{\infty} p_{T^i_t}(\tau - t|v_1)\tilde{J}^i(\tau)$$

$$= \sum_{\tau = \bar{t}_i^i}^{\infty} p_{T^i_t}(\tau - t|v_1) \left( J^i(\tau) - \tilde{J}^i(\tau) \right)$$

$$\leq \sum_{\tau = T^{i}_{\text{min}}}^{\infty} p_{T^i_t}(\tau|v_1) \epsilon = \epsilon,$$

where the first equality holds since $v_2$ maximizes the second sum.
Furthermore

\[ J^{i-1}(t) = \sum_{\tau=\tilde{t}^i}^{\infty} p_{T^i}^i(\tau - t|v_1)J^i(\tau) \]
\[ \geq \sum_{\tau=\tilde{t}^i}^{\infty} p_{T^i}^i(\tau - t|v_2)J^i(\tau) \]
\[ = \sum_{\tau=\tilde{t}^i}^{\infty} p_{T^i}^i(\tau - t|v_2)\left(\tilde{J}^i(\tau) + J^i(\tau) - \tilde{J}^i(\tau)\right) \]
\[ = \sum_{\tau=\tilde{t}^i}^{\infty} p_{T^i}^i(\tau - t|v_2)\left(\tilde{J}^i(\tau) + \sum_{\tau=\bar{t}^i}^{\infty} p_{T^i}^i(\tau - t|v_2)\left(J^i(\tau) - \tilde{J}^i(\tau)\right) \right) \]
\[ \geq \sum_{\tau=\tilde{t}^i}^{\bar{t}^i} p_{T^i}^i(\tau - t|v_2)\tilde{J}^i(\tau) = \tilde{J}^{i-1}(t) \]
\[ \Leftrightarrow J^{i-1}(t) - \tilde{J}^{i-1}(t) \geq 0, \]

which concludes the proof.

This proposition states that we underestimate the probability of platooning by at most \( \epsilon \) when using \( \tilde{J}^i \) instead of \( J^i \). Choosing \( \epsilon \) large means that \( \bar{t}^i - \tilde{t}^i \) is small which translates into small computational complexity but larger errors on the computation of \( J^i \) and vice versa, since \( \tilde{J}^i \) only needs to be computed in the interval \([\tilde{t}^i, \bar{t}^i]\). For \( t > \bar{t}^i \), the chance of platooning with the coordination leader is smaller than \( \epsilon \). Once the vehicle reaches a segment later than \( \bar{t}^i \), it would no longer try to platoon with this coordination leader and instead either try to join another coordination leader or drive alone. The computational complexity can potentially be significantly reduced by this approach depending on the distribution of \( T^N_i \). In practice, we would expect that \( T^N_i \) with high variance also leads to platooning probabilities so small that they can in any case be discarded regardless of the follower’s arrival time at the merge point.

5.3 Modeling Controlled Travel-Time Distributions

A prerequisite for using the results derived in this paper is a good model of how traversal times are distributed, i.e., we need to be able to compute the probability distributions of the traversal times conditioned on the reference speed \( p_{T^i}(\cdot|v^i_{\text{ref}}) \). In the context of commercial heavy vehicles, it is common that they report their position at regular intervals, mainly for fleet management purposes. A number of methods to model travel time distributions as functions of exogenously measurable factors such as time of the day or precipitation from such data has been reported in literature as discussed in the introduction. We introduce the reference speed as
an additional exogenous factor that is not present in the current road transport system.

Once coordinated platoon systems are widely deployed, obtaining travel time data with known reference speed will not be a technical challenge. However, in the initial phase of low penetration, it will be beneficial to use available data from uncontrolled vehicles to estimate the travel time distributions. In this case, the influence of control has to be modeled. We propose to pre-process the travel time data for different control values assuming that vehicles in regular traffic typically follow a speed profile that is determined by the maximum speed of the vehicle, legal restrictions, and external factors such as traffic and weather. Next, these data are used for modeling travel time distributions as if the data were obtained from measurements.

A practical way to control the vehicle speed is to set a reference speed on the adaptive cruise control system (ACC) that is present in many modern vehicles and that is a prerequisite for platooning. This system tracks a reference speed but ensures a safe gap from preceding vehicles. Assume we have a speed trajectory \( v^i_{\text{free}}(x) \) on segment \( i \) for a vehicle driving a maximum possible speed as a function of the distance \( x \) traveled along the segment. So, the speed of the vehicle \( v^i \) will be the minimum of the set speed \( v^i_{\text{ref}} \) and speed profile \( v^i_{\text{free}}(x) \) that the vehicle would drive without cruise control, i.e.,

\[
v^i(x, v^i_{\text{ref}}) = \min(v^i_{\text{free}}(x), v^i_{\text{ref}}).
\]

See Figure 5.3 for an illustration. Assume trajectories of \( v^i_{\text{free}}(x) \) are have been measured. By computing the point-wise minimum, the controlled trajectories can be computed for a finite number of values of \( v^i_{\text{ref}} \). This procedure generates samples of traversal times, which are used for training of the models that give the probability distributions of \( T^i \) denoted \( p_{T^i}(\cdot|v^i_{\text{ref}}) \) using existing methods for modeling travel time distributions.

More elaborate models for pre-processing the trajectory data can also be considered. It is, for instance, possible to simulate a controller that tracks a specified traversal time but where the maximum speed of the vehicle is limited by \( v^i_{\text{free}} \). In that case, unusually slow speeds at the beginning of the segment can be compensated by higher speeds in the end but not the other way round. With this kind of approach it is also possible to incorporate limits on the vehicles acceleration.

### 5.4 Simulations

Simulations are presented in this section in order to demonstrate the applicability of the derived results. The model published in [239] is adapted for modeling the traversal time distributions. In [239], speed distributions are modeled as the mixture of Gaussian distributions, i.e.,

\[
p_V(v) = W \mathcal{N}(v, \mu_1, \sigma_1) + (1 - W) \mathcal{N}(v, \mu_2, \sigma_2).
\]

We interpret one mode as corresponding to the free-flow and one to the congestion regime between which transition often happens suddenly ([126]).
5.4. SIMULATIONS

Figure 5.3: The controlled speed profile \( v^i(x, v^i_{\text{ref}}) \) is the pointwise minimum of the measured maximum speed profile \( v^i_{\text{free}}(x) \) and the reference speed \( v^i_{\text{ref}} \). The dashed curves show the controlled speed profile for different reference speeds \( v^i_{\text{ref}} \), the red dashed line highlighting one of them for better readability.

We model the effect of control by setting the mean value of the free flow model \( \mu_2 \) to \( v^i_{\text{ref}} \), and we consider reference speeds in the range \( v^i_{\text{ref}} \in [70 \, \text{km/h}, 90 \, \text{km/h}] \) with increments of 1 km/h. Furthermore, both Gaussian kernels in \( p_V(v) \) are truncated individually to the range of [10 km/h, 100 km/h]. The measured speed value distributions in [239] contain some entries well above the heavy-duty vehicle speed limit of 60 mph \( \approx 96.56 \, \text{km/h} \). Limiting the maximum speed is justified considering that a centralized planning system would not recommend speeds above the legal speed limits. The speed is assumed to be constant over a segment, i.e., we have that the probability \( P(T^i \leq \tau) = P(V \geq L^i/\tau) \), where \( L^i \) is the length of the \( i \)-th segment. The remaining parameters of the speed distribution are listed in Table 5.1. The first set of parameters corresponds to a reliable segment with high speeds and little variation in the speed. The other set of parameters corresponds to an unreliable segment with a high risk of small speeds due to congestion and a wide spread in possible speeds.

First, the following scenario is considered. The coordination leader’s route consists of three segments with length 4 km, 4 km, 5 km respectively, and the leaders start at time \( t^1_t = 0 \). The reference speed of the leader is 80 km/h. The coordination follower’s route also consists of three segments with lengths 6, 4, 5 km, and the start time is computed so that the coordination leader and follower would meet if they kept a constant speed of 80 km/h. All segments are considered to be of
Table 5.1: Parameters of the speed distributions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Reliable</th>
<th>Unreliable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>0.04</td>
<td>0.55</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>64.45 km/h</td>
<td>38.64 km/h</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>34.76 km/h</td>
<td>18.96 km/h</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>8.22 km/h</td>
<td>9.96 km/h</td>
</tr>
</tbody>
</table>

The maximum tolerable error $\epsilon$ between $J$ and $\tilde{J}$ is set to 1%, and the maximum time-gap for platooning $\Delta t$ is 0.01 h = 36 seconds. A time step corresponds to $10^{-4}$ h = 0.36 s. The simulation was implemented using CPython 2.7 with Numpy and Scipy and this example takes less than 50 milliseconds to compute on a Core i3 processor using only one core.

Figs. 5.4 and 5.5 show the results from this scenario. Figure 5.4 shows the computed distributions of $T_i^j$. We can see that the distribution of $T_i^j$ spreads out from segment to segment. Figure 5.5 shows the computed function $\tilde{J}_i$ with and without optimal control as well as a visualization of the optimal control policies. The optimal control is able to significantly improve the probability of platooning by centering the arrival time distributions of the next segment at arrival times with high values for $\tilde{J}_i$. As $\tilde{J}_i$ gets more spread out to the left, the transition from slow reference speeds to the highest reference speeds with increasing segment arrival times also becomes more spread out. The start time has been chosen here in a way that the two vehicles can easily meet in their reference speed range. This means that being unable to arrive sufficiently late is no issue and nothing could be gained from starting later. It is also possible to see how the optimal control is able to compensate if the coordination follower deviates from the trajectory that would be obtained by driving constantly at 80 km/h. The merge probability $\tilde{J}_0(t_0^f)$ equals 52.96% using the optimal control and 43.97% using the fixed reference speed. The interval $t_i - t_i$ is 11.51 times smaller than with $\epsilon = 0$, while the actual error on the platooning probability according to (5.3) from using $\tilde{J}_i$ instead of $J_i$ is 0.03% $\ll \epsilon = 1%$.

Figure 5.6 shows $\tilde{J}_i$ for a similar scenario as described above with the difference that the second segment in the coordination follower’s route is unreliable. We can see that this causes a high risk of delay and thus much smaller values for $\tilde{J}_i$. Furthermore, the control policy selects higher reference speeds on the first segment compared to the previous scenario without an unreliable segment in order to compensate for a potential delay on the second segment. The merge probability $\tilde{J}_0(t_0^f)$ equals 32.62% using the optimal control and 24.62% using the fixed reference speed.

The two speed distributions are extreme cases of reliable and unreliable segments. In reality, there is a whole range of characteristics between these two extremes. Furthermore, it is unclear how a controlled vehicle would behave with re-
5.4. SIMULATIONS

Figure 5.4: This plot shows the segment arrival time probability density functions of the coordination leader. At the beginning of the first segment, the start time is known and indicated by an arrow. The remaining densities are plotted on the vertical axis and are jointly scaled for presentation. The vertical dotted lines correspond to the maximum value of the first distribution and provide a reference for comparison of the distributions. The dashed line corresponds to the maximum speed of 100 km/h. At the end of the last segment, which is the merge point, also $J^{N_t}$ is plotted in green. It is scaled so that a value of 1 corresponds to the level of the dotted line. The scale of $2\Delta t$ is indicated on the right side of the plot.

With respect to traversal time distributions, but we can assume that the variability would probably be smaller. A vehicle that is controlled to follow a reference speed behaves more predictably as the control reduces the variability due to different driver characteristics. In addition, we have to take into account that the spot speed can vary more than the traversal time. Consider, for instance, a stop-and-go situation with regular shock-waves traveling upstream. In this case, vehicles will exhibit a large variability in the speed which will be averaged out over a longer distance. Nevertheless, the simulations demonstrate that the method can handle realistically sized instances of the problem and smaller variability would lead to even smaller
Figure 5.5: This plot shows $\tilde{J}^i$ at the distances from the coordination follower’s start point corresponding to $i = 1, \ldots, N_f$ as a function of segment arrival time. The vertical dotted lines correspond to a level of 1 on the scale of $\tilde{J}^i$. The blue plots show $\tilde{J}^i$ when the optimal control policy is implemented and the green curves when the reference speed is kept constant. The gray semi-transparent triangles visualize the control policy. The two rightmost corners of the triangle correspond to the 5- and 95 percentiles of the arrival times at a segment under the optimal control policy conditioned on that the start time at the previous segment corresponds to the leftmost corner of the triangle. The dashed lines correspond to $\bar{t}^i$ and $\bar{t}^i$.

intervals of $\bar{t}^i - t^i$ and thus faster computation times. Note also that these kind of computations lend themselves well to parallel processing, for instance, on graphics cards.

5.5 Summary

Travel times can be hard to predict accurately which can lead to failed platooning attempts decreasing the overall system performance. To address the issue, a
stochastic model is formulated in this chapter. In order to counteract the disturbances to the planned trajectory and to avoid overly pessimistic predictions, feedback control is introduced. In this model, control enters the system by affecting the traversal time distribution on segments leading towards the meeting point.

The control problem is solved by means of dynamic programming which also yields the meeting probability explicitly as an input to higher planning layers. Considering the maximum speed of a vehicle and allowing for a small error in computing the value function makes it possible to reduce the computational effort. The reduction is achieved by bounding the state-space in which solutions have to be computed. Simulations demonstrate the effectiveness of this approach.
Chapter 6

Coordination Algorithms for Many Vehicles

This chapter presents a systematic way of combining the pairwise platoon plans derived in the previous chapters assigning a plan to each vehicle. The problem of how to combine such plans into a fuel-efficient plan for all vehicles is expressed as a combinatorial optimization problem. Section 6.2 deals with the computation of exact solutions to this problem. The problem is formulated as an integer programming problem, which allows to use general purpose solvers to obtain a solution. Furthermore, we establish results on the solution structure of the problem, which can restrict the number of solutions to be explored and gives insight into the problem. Finally, the problem is proven to be NP-hard, which is commonly believed to imply that finding a global minimizer can be computationally expensive for general problem instances. This motivates developing the algorithm for computing heuristic solutions presented in Section 6.3. This algorithm can find sub-optimal solutions efficiently but it is not guaranteed to converge to a globally optimal combination of pairwise plans. Similar approaches are often used when dealing with NP-hard problems. Once the pairwise plans are combined into a platoon plan for all vehicles, it is possible to adjust the timing when platoons are formed and split, not altering where platoons are to be formed. Section 6.4 discusses how to do such adjustments in a way that minimizes fuel consumption.

6.1 Combining Pairwise Plans by Selecting Coordination Leaders

In Chapter 4 and 5, we introduce planning methods for two vehicles. The speed profile of one vehicle is fixed according to the default plan and the speed profile of the other vehicle is adjusted so the two vehicles platoon for some distance. The latter platoon plan is referred to as the adapted plan as introduced in Section 4.1. Due to the structure of these plans, it is possible to select one vehicle, the coordination
leader, to follow the speed profile of the default platoon plan and have more than one vehicle select the adapted plan, adapted to the coordination leader. Like this, platoons with more than two vehicles can be formed.

In order to guide the selection of adapted plans, the resulting fuel consumption needs to be estimated. Hereby, when considering an adapted plan of a vehicle, its fuel consumption is compared to the fuel consumption of its default plan and not platooning. We only need to model the difference in fuel consumption between default and adapted plan. The absolute fuel consumption is not needed for the presented method. The two factors that change the fuel consumption of the adapted plan compared to the default plan is the speed profile and that the two vehicles platoon for some distance.

Speed influences the fuel consumption in multiple ways as shown in Figure 6.1. When traveling at low speeds, smaller gears have to be selected causing increased friction losses per distance traveled and the correlation between speed and fuel consumption is negative. At high speeds, the quadratic increase of air-drag leads to a positive correlation between vehicle speed and fuel consumption.
6.1. COMBINING PAIRWISE PLANS

The reduction of fuel consumption due to platooning is caused by a reduction in air-drag due to the small inter-vehicle distances. The dominant effect is a drag-reduction for the trailing vehicle. This effect is called slipstreaming. At very small distances, also an effect on the lead vehicle can be observed. This effect is smaller than the slipstreaming effect. These effects have been reported in a large number of studies using computational fluid dynamics, wind-tunnel experiments, and experiments with real vehicles. The results consistently show a reduction of fuel consumption for the trailing vehicles in the order of 10% due to slipstreaming [181].

In order to get a tractable solution to the planning problem, we estimate the fuel consumption reduction resulting from an adapted plan (e.g. Definition 4) of vehicle $n$, adapted to the default plan (e.g. Definition 3) of vehicle $m$, denoted $\Delta F(n, m)$. This assumes that only $n$ and $m$ platoon according to the adapted plan. Since the coordination leader’s speed profile is not changed due to the adaptation, fuel consumption due to speed is only changed for the coordination follower. Furthermore, we assume that the effect of fuel saved during platooning due to the coordination follower is independent of the other vehicles in the platoon. Both physical models, data-driven models, or combinations of the two can be used to estimate $\Delta F$.

**Remark 21.** It is also possible to consider other aspects than fuel in the cost function such as the trip duration or the risk of being delayed (see Chapter 5). It is also possible to add a fixed cost to join a platoon to a model a merge phase.

We now compute $\Delta F$ for all ordered pairs in $N_c$. We are only interested in adapted plans that save fuel, i.e., for which $\Delta F$ is positive. We collect this information in a weighted graph that we call the coordination graph.

**Definition 5 (Coordination Graph).** The coordination graph is a weighted directed graph $G_c = (N_c, E_c, \Delta F)$. Recall that $N_c$ represents the vehicles. $E_c \subseteq N_c \times N_c$ is a set of edges, and $\Delta F : E_c \rightarrow \mathbb{R}^+$ are edge weights, such that there is an edge $(n, m) \in E_c$, if the adapted plan of $n$ to $m$ saves fuel compared to $n$’s default plan, i.e., $E_c = \{(n, m) \in N_c \times N_c : \Delta F(n, m) > 0, n \neq m\}$.

Furthermore, we introduce the set of in-neighbors of a node $n \in N_c$ as

$$N^i_n = \{m \in N_c : (m, n) \in E_c\}$$

and the set of out-neighbors of $n$ as

$$N^o_n = \{m \in N_c : (n, m) \in E_c\}.$$  

We define the maximum over an empty set to be zero, i.e., $\max_{n \in \emptyset} (\cdot) = 0$.

With these definitions, we are ready to formulate the problem of finding a fuel optimal set of coordination leaders $N_l^i$. 
Problem 1. Given a coordination graph $G_c = (N_c, E_c, \Delta F)$, find a subset $N_l \subset N_c$ of nodes that maximizes

$$f_c(N_l) = \sum_{n \in N_c \setminus N_l} \max_{m \in N_o \cap N_l} \Delta F(n,m). \quad (6.1)$$

For a given set of coordination leaders $N_l$, a coordination follower $\bar{n}$ implements the adapted plan to the best coordination leader, i.e., to $\arg \max_{m \in N_o \cap N_l} \Delta F(\bar{n},m)$. If $(\bar{n}, \bar{m}) \in E_c$ with $\bar{n} \in N_c \setminus N_l$ and $\bar{m} = \arg \max_{m \in N_o \cap N_l} \Delta F(\bar{n},m)$, we say that $\bar{n}$ is the coordination follower of $\bar{m}$ and that $\bar{m}$ is the coordination leader of $\bar{n}$. If there is no coordination leader for a coordination follower $\bar{n}$, then $N_o \cap N_l = \emptyset$ and $\max_{m \in N_o \cap N_l} \Delta F(\bar{n},m) = \max_{m \in \emptyset} \Delta F(\bar{n},m) = 0$. In this case the coordination follower does not platoon and implements its default speed profile. One coordination leader can have multiple coordination followers leading to platoons with more than two vehicles. The exact order of the platoon is left to the on-board systems to coordinate locally.

At this point, we have a combinatorial problem, whose solution allows us to group transport assignments in a fuel-efficient way. All continuous optimization is contained in the adapted plans. Since an adapted plan only involves computing the speed profile for one vehicle, deriving such adapted plans is a task that is feasible as demonstrated in Chapter 4.

The simplifying structure imposed by adapted plans comes with a price on the fuel-savings that can be achieved. In Section 6.4, we address this problem to some extent by jointly optimizing the speed profile of each cluster. Furthermore as introduced in Chapter 3, the platoon coordinator executes the optimization procedure repeatedly. Each time the coordination graph is updated based on the vehicle positions, platoon states, and new assignments. A coordination follower that joins a platoon during the first part of its journey can become coordination follower of another vehicle at a later point in time and drive in a platoon for the remaining part of its journey.

Remark 22. Realistically, there is a limit on the size of a platoon. This can be either handled by the platoon manager splitting up large platoons into several smaller platoons or by putting an additional constraint on the number of coordination followers of a coordination leader. Note however, that the platoon size can be smaller than the number of coordination followers of a coordination leader since different coordination followers can follow the same coordination leader at different parts of its route.

Remark 23. This approach is inspired by clustering algorithms. Clustering is a widely used tool for analysis of large data sets. Data are structured into a finite number of sets. Elements within the set are in some way related. K-means clustering is a popular technique in machine learning. An algorithm related to K-
means clustering is called K-medoids clustering [116, 117, 122], which inspired the formulation of Problem 1.

**Remark 24.** Other types of adapted plans than the ones presented in Chapter 4 can be handled in the framework, for instance, adapting the route of the coordination follower or including stops along the route.

## 6.2 Exact Solution to the Coordination Leader Selection Problem

In this section, we study the problem of selecting an optimal set of coordination leaders, i.e., solving Problem 1. Formulating the problem as an integer program let us employ general purpose solvers to compute optimal solutions. We also establish that Problem 1 is NP-hard.

### Integer Programming Formulation

Problem 1 is a combinatorial optimization problem, which we can formulate as an integer programming problem. This makes it possible to use advanced general purpose solvers which can find both exact and heuristic solutions.

We do this by introducing a binary variable \( x(e) \in \{0, 1\} \) for each edge \( e \in \mathcal{E}_c \) in the coordination graph. This variable equals 1, if the corresponding edge contributes to the objective \( f_{ce} \) of Problem 1, i.e., if the corresponding pairwise plan is selected. Otherwise \( x(e) = 0 \). A constraint for each node \( n \) in the coordination graph \( \mathcal{G}_c \) ensures that either exactly one outgoing edge is selected, which implies that \( n \) is a coordination follower, i.e., \( n \in \mathcal{N}_c \setminus \mathcal{N}_l \). Otherwise an arbitrary number of incoming edges can be selected, which implies that \( n \) is a coordination follower, i.e., \( n \in \mathcal{N}_l \). For notational convenience, we write \( x(n, m) \) for \( x((n, m)) \) where \((n, m) \in \mathcal{E}_c\).

**Proposition 3.** Given Problem 1 with coordination graph \( \mathcal{G}_c = (\mathcal{N}_c, \mathcal{E}_c, \Delta F) \). The optimal solution \( \{x(e) : e \in \mathcal{E}_c\} \) of the integer program

\[
\max_{\{x(e) : e \in \mathcal{E}_c\}} \sum_{e \in \mathcal{E}_c} \Delta F(e)x(e) \quad \text{(6.2a)}
\]

\[
\text{s. t.} \quad \sum_{m \in \mathcal{N}_m^o} x(n, m) + \frac{1}{|\mathcal{N}_m^o| + 1} \sum_{m \in \mathcal{N}_m^i} x(m, n) \leq 1 \quad \text{for } n \in \mathcal{N}_c^o \quad \text{(6.2b)}
\]

\[
x(e) \in \{0, 1\} \quad \text{for } e \in \mathcal{E}_c. \quad \text{(6.2c)}
\]

is an optimal solution \( \mathcal{N}_l^1 \) to Problem 1, with

\[
\mathcal{N}_l^1 = \{n \in \mathcal{N}_c : \exists (m, n) \in \mathcal{E}_c, x(m, n) = 1\}. \quad \text{(6.3)}
\]
Proof. We denote the objective of the integer program as
\[ f_{IP}(x) = \sum_{e \in E_c} \Delta F(e) x(e), \]
and the mapping from solutions of the integer program to solutions of Problem 1 as
\[ N_{IP}(x) = \{ n \in N_c : \exists (m,n) \in E_c, x(m,n) = 1 \}. \]
We define a mapping from solutions \( \tilde{N}_l \) of Problem 1 to solutions of the integer program as
\[ X_{CL}(\tilde{N}_l, n, m) = \begin{cases} \text{1} & \text{if } n \in N_c \setminus \tilde{N}_l \land m = \arg \max_{m \in N_c \setminus \tilde{N}_l} \Delta F(n,m), \\ 0 & \text{otherwise} \end{cases} \]
for \( n, m \in N_c \times N_c \), (6.4)
for some appropriate \( \arg \max \) operator in case the maximizer is not uniquely defined. We write \( X_{CL}(\tilde{N}_l) \) to refer to the mapping \( X_{CL}(\tilde{N}_l, n, m) \) for all \( n, m \in N_c \times N_c \).
We have from the definition of \( X_{CL} \) that
\[ f_{ce}(\tilde{N}_l) = \sum_{n \in N_c \setminus \tilde{N}_l} \max_{m \in N_c \setminus \tilde{N}_l} \Delta F(n,m) \]
\[ = \sum_{(n,m) \in E_c} \Delta F(n,m) X_{CL}(\tilde{N}_l, n, m) \]
\[ = f_{IP}(X_{CL}(\tilde{N}_l)). \]
We show now that all solutions \( X_{CL} \) to the integer program are feasible. Consider (6.2b) for any \( n \notin \tilde{N}_l \), i.e., \( n \notin N_c \setminus \tilde{N}_l \). We denote \( X_{CL}(\tilde{N}_l, n, m) \) as \( \bar{x}(n, m) \) for readability. Then the sum
\[ \sum_{m \in N^0_n} \bar{x}(n, m) = 0, \]
and since \( \bar{x}(n, m) \in \{0,1\} \)
\[ \frac{1}{|N^0_n| + 1} \sum_{m \in N^0_n} \bar{x}(m,n) \leq \frac{|N^i_n|}{|N^0_n| + 1} \leq 1, \]
which implies that constraint (6.2b) is fulfilled.
Consider (6.2b) for any \( n \notin \tilde{N}_l \), i.e., \( n \in N_c \setminus \tilde{N}_l \). Then
\[ \frac{1}{|N^i_n| + 1} \sum_{m \in N^i_n} \bar{x}(m,n) = 0, \]
because
\[ n = \arg \max_{\bar{n} \in N^0_m \setminus \tilde{N}_l} \Delta F(m, \bar{n}) \] cannot hold for any \( m \) and
\[ \sum_{m \in N^0_n} \bar{x}(n, m) \leq 1, \]
as there is at most one \( \arg\max \Delta F(n, m) \). Consider an optimal solution \( x^* \) to the integer program. We show that \( x^* = X_{CL}(N_{IP}(x^*)) \). Consider \( n, m \) with \( x^*(n, m) = 1 \). This implies that \( m \in N_{IP}(x^*) \) and \( n \notin N_{IP}(x^*) \) due to constraint (6.2b). Furthermore, it holds that \( m = \arg\max_{\bar{m} \in N_{IP}(x^*)} \Delta F(n, \bar{m}) \) for an appropriate \( \arg\max \) operator, otherwise \( x^* \) cannot be optimal. But then \( X_{CL}(N_{IP}(x^*), n, m) = 1 \). Consider \( n, m \) with \( x^*(n, m) = 0 \). This implies due to constraint (6.2b) either that \( n \in N_{IP}(x^*) \) or that \( m \neq \arg\max_{\bar{m} \in N_{IP}(x^*)} \Delta F(n, \bar{m}) \). But then \( X_{CL}(N_{IP}(x^*), n, m) = 0 \).

Assume now that there is an optimal solution \( x^* \) to the integer program for which \( N_{IP}(x^*) \) is not an optimal solution to Problem 1. Let \( \mathcal{N}^* \) be an optimal solution to Problem 1. Then \( X_{CL}(\mathcal{N}^*) \) is a feasible solution to the integer program with \( f_{IP}(X_{CL}(\mathcal{N}^*)) = f_{ce}(\mathcal{N}^*) \). But then we have that \( X_{CL}(N_{IP}(x^*)) = x^* \), and \( f_{IP}(x^*) = f_{ce}(N_{IP}(x^*)) < f_{ce}(\mathcal{N}^*) = f_{IP}(X_{CL}(\mathcal{N}^*)) \), which contradicts the assumption that \( x^* \) is an optimal solution to the integer program.

**Remark 25.** Constraints (6.2b) imply that

\[
\sum_{m \in N^o} x(n, m) \leq 1,
\]

which constitutes a type 1 special ordered set constraint. In term of Problem 1 it corresponds to the structure that each vehicle adapts to at most one coordination leader. This structure can be used in general purpose integer programming solvers to speed up the optimization procedure.

### Results on the Solution Structure

Next, we derive results on the structure of the optimal solution. These results can be used to limit the search space when searching for an optimal solution, for instance, when using a branch-and-bound algorithm. The first result on the structure of the optimal solution is an upper bound on the maximum number of coordination leaders, i.e., on the cardinality of the optimal \( \mathcal{N}^* \). It states that there is an optimal solution with at most \( |\mathcal{N}_c|/2 \) coordination leaders.

**Proposition 4.** There exists an optimal solution \( \mathcal{N}_l \) to Problem 1 with \( |\mathcal{N}_l| \leq |\mathcal{N}_c|/2 \).

**Proof.** First of all, we note that Problem 1 is an unconstrained optimization problem and the optimization argument belongs to a finite set. Therefore, an optimal solution always exists.

The existence of an optimal solution \( \mathcal{N}_l \) with \( |\mathcal{N}_l| \leq |\mathcal{N}_c|/2 \) is proven by contradiction. Assume that every optimal solution \( \mathcal{N}_l \) to Problem 1 fulfills \( |\mathcal{N}_l| > |\mathcal{N}_c|/2 \). Then \( |\mathcal{N}_c \setminus \mathcal{N}_l| < |\mathcal{N}_l| \). Hence, there is at least one \( \bar{n} \in \mathcal{N}_l \) for which there...
is no \( n \in \mathcal{N}_c \setminus \mathcal{N}_1 \) for which \( \bar{n} = \arg \max_{m \in \mathcal{N}_n \cap \mathcal{N}_l} \Delta F(n, m) \). Thus, \( \bar{n} \) can be removed from \( \mathcal{N}_l \) without decreasing \( f_{ce}(\mathcal{N}_i) \), i.e., \( f_{ce}(\mathcal{N}_i \setminus \{ \bar{n} \}) \geq f_{ce}(\mathcal{N}_i) \). This reasoning can be repeatedly applied until \( |\mathcal{N}_l| \leq \lfloor |\mathcal{N}_c|/2 \rfloor \) with \( f_{ce}(\mathcal{N}_i) \) no smaller than the optimal \( \mathcal{N}_i \). Thus, the smaller \( \mathcal{N}_1 \) is as well an optimal solution to Problem 1. This, however, contradicts the assumption. \( \square \)

This proposition helps when computing an optimal solution since coordination leaders sets with cardinality larger than \( \lfloor |\mathcal{N}_c|/2 \rfloor \) do not have to be considered.

To add this result as a constraint to the integer programming formulation in Proposition 3, we have to introduce auxiliary variables \( \{ x^\ell(n) : n \in \mathcal{N}_c \} \), \( x^\ell(n) \in \{0, 1\} \) that indicate if node \( n \) is a coordination leader, i.e., if \( n \in \mathcal{N}_l \). This is ensured by adding the following constraints

\[
\begin{align*}
 x^\ell(n) & \geq \frac{1}{|\mathcal{N}_n|^2 + 1} \sum_{m \in \mathcal{N}_n^\ell} x(m, n) \\
 x^\ell(n) & \leq 1 - \sum_{m \in \mathcal{N}_n^o} x(n, m) \\
 x^\ell(n) & \leq \sum_{m \in \mathcal{N}_n^o} x(n, m) + \sum_{m \in \mathcal{N}_n^i} x(m, n)
\end{align*}
\]  

(6.5a) (6.5b) (6.5c)

If node \( n \) is a coordination leader, then at least one element \( x \) in the sum \( \sum_{m \in \mathcal{N}_n^\ell} x(m, n) \) equals 1 so that \( x^\ell(n) > 0 \) which implies \( x^\ell(n) = 1 \) since \( x^\ell(n) \in \{0, 1\} \). Otherwise \( \sum_{m \in \mathcal{N}_n^\ell} x(m, n) = 0 \) and constraint (6.5a) is inactive. Conversely, when node \( n \) is a coordination follower, then \( \sum_{m \in \mathcal{N}_n^o} x(n, m) = 1 \) which implies \( x^\ell(n) = 0 \). Otherwise constraint (6.5b) is inactive. In the case \( \sum_{m \in \mathcal{N}_n^o} x(n, m) + \sum_{m \in \mathcal{N}_n^i} x(m, n) = 0 \), it makes no difference if \( n \in \mathcal{N}_1 \) so we exclude it from \( \mathcal{N}_1 \) with constraint (6.5c). Thus, the constraints (6.5a), (6.5b), and (6.5c) imply that \( x^\ell(n) = 0 \) if the node is a coordination follower and \( x^\ell(n) = 1 \) if it is a coordination leader.

Then Proposition 4 can be formulated as

\[
\sum_{n \in \mathcal{N}_c} x^\ell(n) \leq \left\lfloor \frac{|\mathcal{N}_l|}{2} \right\rfloor.
\]

The next result on the solution structure is that a node is either a coordination leader itself or at least one node in its two-hop out-neighbor set is a coordination leader. To this end, we define the set of two-hop out-neighbors of a node \( \bar{n} \in \mathcal{N}_c \) as

\[
\mathcal{N}_n^{2o} = \mathcal{N}_n^o \cup \bigcup_{n \in \mathcal{N}_n^i} \mathcal{N}_n^o.
\]
6.2. EXACT SOLUTION

Figure 6.2: Example of a node’s two-hop out-neighbor set. The gray circles that have a solid line represent the two-hop out-neighbor set of the node drawn as a circle with a dashed line. An optimal solution $N_1$ to Problem 1 contains at least one of the gray-filled nodes.

Figure 6.2 shows an example of the set $N_2^{2o} \cup \{\bar{n}\}$.

**Proposition 5.** Let $N_1$ be an optimal solution to Problem 1. For each $\bar{n} \in N_c$ with $N_2^{2o} \bar{n} \neq \emptyset$, we have that $N_1 \cap (N_2^{2o} \bar{n} \cup \{\bar{n}\}) \neq \emptyset$.

**Proof.** Assume $N_2^{2o} \bar{n} \neq \emptyset$. If $\bar{n} \in N_1$, then clearly $N_1 \cap (N_2^{2o} \bar{n} \cup \{\bar{n}\}) \neq \emptyset$. If $\bar{n} \notin N_1$ and $N_1 \cap N_2^{2o} \bar{n} = \emptyset$, then we can add any node in $N_2^{2o} \bar{n}$ to $N_1$ and increase $f_{cc}$, which contradicts the assumption that $N_1$ is an optimal solution to Problem 1. This is because for any $n \in N_2^{2o} \bar{n}$ it holds that $\max_{m \in N_2^{2o} \bar{n} \cap N_1} \Delta F(n, m) = \max_{m \in \emptyset} \Delta F(n, m) = 0$, but $\max_{m \in N_2^{2o} \bar{n}} \Delta F(\bar{n}, m) > 0$. \qed

Also this result can be formulated as a set of constraints to the integer programming formulation.

$$\sum_{m \in N_2^{2o} \cup \{\bar{n}\}} x^\ell(m) \geq 1 \text{ for } \bar{n} \in \{n \in N_c : N_2^{2o} \bar{n} \neq \emptyset\}.$$  

Proposition 5 can be used to compute a lower bound on the number of coordination leaders in an optimal solution. Proposition 5 tells us that each union of a node and its two-hop out-neighbors contains at least one coordination leader, unless that node’s two-hop out-neighbor set is empty. However, in most cases these sets overlap and one coordination leader is contained in the two-hop out-neighbor sets of several nodes. We can, nevertheless, select some of these sets so that the selected sets mutually do not intersect. A coordination leader cannot be contained in two of these sets.
Proposition 6. Let \( \mathcal{N}_1 \) be an optimal solution to Problem 1 and let the set of sets \( \mathcal{D} \subset \{ \{ n \} \cup \mathcal{N}_n^{\text{c}} : n \in \mathcal{N}_c, \mathcal{N}_n^{\text{c}} \neq \emptyset \} \) be defined such that any two elements of \( \mathcal{D}_1, \mathcal{D}_2 \in \mathcal{D} \) have zero intersection, i.e., \( \mathcal{D}_1 \cap \mathcal{D}_2 = \emptyset \). Then it holds that \( |\mathcal{N}_1| \geq |\mathcal{D}| \), and for every \( d \in \mathcal{D} \), it holds that \( d \cap \mathcal{N}_1 \neq \emptyset \).

Proof. From Proposition 5 it follows that \( \mathcal{D}_1 \cap \mathcal{N}_1 \neq \emptyset \) and \( \mathcal{D}_2 \cap \mathcal{N}_1 \neq \emptyset \). Since \( \mathcal{D}_1 \cap \mathcal{D}_2 = \emptyset \) it holds also that \( (\mathcal{D}_1 \cap \mathcal{N}_1) \cap (\mathcal{D}_2 \cap \mathcal{N}_1) = \emptyset \). This holds for any two elements \( \mathcal{D}_1, \mathcal{D}_2 \) in \( \mathcal{D} \). Thus, every element of \( \mathcal{D} \) contains at least one element of \( \mathcal{N}_1 \).

Since this holds for any two elements in \( \mathcal{D} \), there is at least one unique element in \( \mathcal{N}_1 \) for every element in \( \mathcal{D} \), i.e., there are at least as many elements in \( \mathcal{N}_1 \) as in \( \mathcal{D} \).

The set \( \mathcal{D} \) is an independent subset of the set \( \{ \{ n \} \cup \mathcal{N}_n^{\text{c}} : n \in \mathcal{N}_c, \mathcal{N}_n^{\text{c}} \neq \emptyset \} \). Maximal independent sets, i.e., sets \( \mathcal{D} \) where no element from \( \{ \{ n \} \cup \mathcal{N}_n^{\text{c}} : n \in \mathcal{N}_c, \mathcal{N}_n^{\text{c}} \neq \emptyset \} \) can be added without violating that any two subsets have non-zero intersection, can be computed with a greedy algorithm. The problem of finding the maximum independent set—this is, the independent set with largest cardinality—is however NP-hard [182], so finding the largest value for the bound might not always be feasible.

Proposition 6 can be formulated as constraint to the integer program as

\[
\sum_{n \in \mathcal{N}_c} x^f(n) \geq |\mathcal{D}|.
\]

The quality of this bound depends on the graph. Consider Figure 6.3. The optimal solution with the graph shown on the left side will have 4 or 5 coordination leaders, namely the middle layer of nodes. Adding the top node to the set of coordination leaders does not change the objective. All sets \( (\mathcal{N}_n^{\text{c}} \cup \{ n \}) \) include the node on the top of the graph, and therefore \( |\mathcal{D}| = 1 \) for any choice of \( \mathcal{D} \). When the weights of the edges from the middle layer to the top node are changed in a way so that they are larger, than the edges from the bottom layer to the middle layer, then the top node becomes the only coordination leader and the bound is tight. On the other hand, the graph shown on the right-hand side of the figure will admit a tight bound regardless of the weights. For every pair of nodes that is connected by an edge, the top node becomes coordination leader. These pairs of nodes are the sets \( (\mathcal{N}_n^{\text{c}} \cup \{ n \}) \), which are all independent.

**Worst Case Complexity**

An important property to investigate with respect to algorithms for combinatorial optimization problems is the algorithm’s worst case complexity. Like many combinatorial optimization problems, Problem 1 can be shown to be NP-hard. This means it is unlikely, even though not yet proven, that there can be an algorithm that solves every instance of the problem efficiently, meaning that the number of
Proposition 6 shows that an optimal solution on the left graph has at least one coordination leader whereas an optimal solution on the right graph has at least 4 coordination leaders, which are drawn as gray-filled circles.

computation steps needed to compute the result cannot be upper bounded by a polynomial evaluated on the size of the input. The size of the input is measured in terms of number of edges and nodes in the coordination graph.

Proposition 7. Problem 1 is NP-hard.

Proof. We show the result by reduction of the optimization version of the set covering problem to Problem 1. The optimization version of the set problem covering is well known to be NP-hard. Reduction to a known hard problem is a common proof technique for this kind of result [66]. We do this by constructing a coordination graph $G_c$ for which there is a one-to-one correspondence between coordination leaders and selected sets for the cover. Then we show that the minimum number of leaders that corresponds to a set cover gives the maximum value for $f_{ce}$.

Consider the following set covering problem. We have a finite set $U$. Furthermore, let $S_u$ be a family of subsets of $U$ with $\bigcup_{S \in S_u} S = U$. The problem is to find the smallest number of subsets in $S_u$ whose union is $U$.

We construct the coordination graph as the one shown in Figure 6.4. We introduce a node for each element in $U$. We denote the set of these nodes with $N_3$ and let $\mu_3 : U \rightarrow N_3$ be a bijective mapping from the elements in $U$ to the nodes in $N_3$. We introduce a node for each element in $S_u$. We denote the set of these nodes with $N_2$ and let $\mu_2 : S_u \rightarrow N_2$ be a bijective mapping from elements in $S_u$ to nodes in $N_2$. Consider a node $n_2 \in N_2$ that corresponds to the element $S \in S_u$. The in-neighbors of $n_2$ are $N_{n_2}^i = \{\mu_3(S) : S \in \mu_2^{-1}(n_2)\}$. The weight of the corresponding edges is 1. We introduce an additional node $N_1$. There is an edge from
each node in $N_2$ to $N_1$ with weight 0.5. Clearly, this reduction is linear in the size of the input $U, S_u$.

Since $N_1$ has no out-neighbors, its membership in $N_i$ can only increase $f_{cc}(N_i)$. Since all nodes in $N_3$ have no in-neighbors, adding a node in $N_3$ to $N_i$ can only decrease $f_{cc}(N_i)$. Thus, the problem of finding the optimal $N_i$ reduces to finding which nodes in $N_2$ belong to $N_i$. In the optimal solution, each node in $N_3$ has at least one out-neighbor in $N_i$. Otherwise we could add any out-neighbor of that node to $N_i$ and increase $f_{cc}(N_i)$ by at least 0.5. Therefore, $\{\mu_2^{-1}(n) : n \in N_i \cap N_2\}$ is a set cover of $U$. Otherwise there would be $u \in U$ such that there is no $S \in \{\mu_2^{-1}(n) : n \in N_i \cap N_2\}$ with $u \in S$. If such a $u$ existed, $\mu_3(u)$ would be a node with no out-neighbor in $N_i \cap N_2$. Furthermore, let $S_u \subseteq S_u$ be a set cover of $U$. Then $\{\mu_2(S) : S \in S_u\}$ has the property that $\bigcup_{n \in \{\mu_2(S) : S \in S_u\}} N_i^n = N_3$, so any set cover has the property that all nodes in $N_3$ have at least one out-neighbor in $N_i$. Each node in $N_2$ contributes with 0.5 to the objective if it is not in $N_i$. Therefore, the optimal $N_i$ contains a minimum number of nodes from $N_2$ such that every node in $N_3$ has at least one out-neighbor in $N_i$. Since any $N_i \cap N_2$ that fulfills this property maps to a set cover $\tilde{S}_u$ and vice versa, and since $|N_i \cap N_2| = |\tilde{S}_u|$, we have that $\tilde{S}_u$ is the solution to the set covering problem. Thus, the NP-hard set-covering problem can be reduced to Problem 1, which shows that Problem 1 is NP-hard. \( \square \)
6.3. HEURISTIC AND APPROXIMATE SOLUTIONS

**Algorithm 1** Iterative Algorithm to compute the set of coordination leaders $N_l$.

**Input:** $G_c$

**Output:** $N_l$

\[
N_l \leftarrow \emptyset \\
\text{while } \{ n \in N_c : \Delta u(n, N_l) > 0 \} \neq \emptyset \text{ do} \\
\quad \text{Select } \bar{n} \in \{ n \in N_c : \Delta u(n, N_l) > 0 \} \\
\quad \text{if } \bar{n} \in N_l \text{ then} \\
\quad \quad N_l \leftarrow N_l \setminus \{\bar{n}\} \\
\quad \text{else} \\
\quad \quad N_l \leftarrow N_l \cup \{\bar{n}\} \\
\text{end if} \\
\text{end while}
\]

Exact solutions to NP-hard problems can be hard to compute, which is why heuristic and approximate solutions are often used. These algorithms compute sub-optimal solutions in a computationally efficient way. Heuristic algorithms for Problem 1 are developed in the next section.

### 6.3 Heuristic and Approximate Solutions to the Coordination Leader Selection Problem

In this section we present an algorithm that computes heuristic solutions to Problem 1. This is motivated by the result that Problem 1 is NP-hard, which implies that finding an optimal solution might take a very long time to find. Since Problem 1 is repeatedly solved as part of an automated feedback loop, it is important to find solutions quickly and to guarantee a result after a fixed amount of time.

#### Iterative Algorithm

Consider Algorithm 1. The input is a coordination graph $G_c$ and the output is a set of coordination leaders $N_l$. Initially $N_l$ is an empty set. In each iteration, a node $\bar{n} \in N_c$ is selected for which the objective function $f_{ce}$ is increased if it is added to $N_l$ or removed from $N_l$, and $N_l$ is updated accordingly. The difference in $f_{ce}$ when adding or removing a node in $N_c$ to or from the set of coordination leaders $N_l$ is given by a function $\Delta u$. The algorithm iterates until no further increase of $f_{ce}$ is possible.

The function $\Delta u$ that measures how much is gained from switching whether $\bar{n}$ belongs to $N_l$ is defined as follows:

\[
\Delta u(\bar{n}, N_l) = \begin{cases} 
    f_{ce}(N_l \setminus \{\bar{n}\}) - f_{ce}(N_l) & \text{if } \bar{n} \in N_l \\
    f_{ce}(N_l \cup \{\bar{n}\}) - f_{ce}(N_l) & \text{otherwise}.
\end{cases}
\]  

(6.6)
If \( \tilde{n} \notin \mathcal{N}_l \), we get
\[
\begin{align*}
    f_{ce}(\mathcal{N}_l \cup \{\tilde{n}\}) - f_{ce}(\mathcal{N}_l) &= \\
    &\sum_{n \in \mathcal{N}_l \setminus \mathcal{N}_i} \left( \max_{m \in \mathcal{N}_c \cap (\mathcal{N}_i \cup \{\tilde{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_c \cap \mathcal{N}_i} \Delta F(n, m) \right) \\
    &\quad - \max_{m \in \mathcal{N}_c \cap \mathcal{N}_i} \Delta F(\tilde{n}, m). 
\end{align*}
\] (6.7)

The sum over \( n \) covers nodes that can select \( \tilde{n} \) as their new coordination leader. The last summand accounts for \( \tilde{n} \) possibly not being a coordination follower any longer.

If \( \tilde{n} \in \mathcal{N}_l \), we get
\[
\begin{align*}
    f_{ce}(\mathcal{N}_l \setminus \{\tilde{n}\}) - f_{ce}(\mathcal{N}_l) &= \\
    &\sum_{n \in \mathcal{N}_l \setminus \mathcal{N}_i} \left( \max_{m \in \mathcal{N}_c \cap (\mathcal{N}_i \setminus \{\tilde{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_c \cap \mathcal{N}_i} \Delta F(n, m) \right) \\
    &\quad + \max_{m \in \mathcal{N}_c \cap (\mathcal{N}_i \setminus \{\tilde{n}\})} \Delta F(\tilde{n}, m). 
\end{align*}
\] (6.8)

The sum over \( n \) covers nodes that can have \( \tilde{n} \) as their coordination leader before the change. The last summand accounts for \( \tilde{n} \) possibly becoming a coordination follower.

We consider two methods to select \( \tilde{n} \) from the set \( \{n \in \mathcal{N}_c : \Delta u(n, \mathcal{N}_l) > 0\} \). The first method is to select \( n \) in a greedy manner according to \( \tilde{n} = \arg \max_{n \in \mathcal{N}_c} \Delta u(n, \mathcal{N}_l) \).

The second method is to choose \( \tilde{n} \) randomly with equal probability from the set \( \{n \in \mathcal{N}_c : \Delta u(n, \mathcal{N}_l) > 0\} \).

Algorithm 1 is guaranteed to converge in finite time. This is due to the number of possible subsets of \( \mathcal{N}_c \) being finite and thus the number possible assignments of \( \mathcal{N}_l \) is finite. In every iteration \( f_{ce}(\mathcal{N}_l) \) strictly increases, which means that \( \mathcal{N}_l \) changes in every iteration and the same assignment for \( \mathcal{N}_l \) never reoccurs. So in the worst case Algorithm 1 iterates over all subsets of \( \mathcal{N}_c \) before termination. It is also possible to interrupt the algorithm before termination and use the value of \( \mathcal{N}_l \) at this point in the execution. It is easy to see that a coordination leader set \( \mathcal{N}_l \) computed by Algorithm 1 fulfills the condition on the optimal solution stated in Proposition 5, i.e., that every union of a node and its two-hop out-neighbors contains at least one coordination leader.

Algorithm 1 can be efficient. Note for instance that the function \( \Delta u \) can be computed based on the sub-graph induced by the one- and two-hop neighbors of \( \tilde{n} \) only. This means that the average complexity of computing \( \Delta u \) is a function of the average node degree but not of the number of nodes in the coordination graph. Furthermore, if a node is added to or removed from \( \mathcal{N}_l \), then only the \( \Delta u \) for the two-hop neighbors needs to be recomputed.

Simulations in Section 8.1 suggest that selecting \( \tilde{n} \) in a greedy or a random manner makes little difference for the quality of the computed solution. However, greedy
node selection tends to lead to less iterations of the algorithm and is thus better suited for a serial implementation. Random node selection might be preferable for a parallel implementation due to the reduced need for synchronization.

One-Pass Algorithm

The approximation algorithm presented in [50] is applicable to Problem 1 and shown here as Algorithm 2. It has two theoretical advantages over Algorithm 1. Algorithm 2 executes $|N_c|$ iterations while Algorithm 1 can potentially iterate over $2^{|N_c|} - 1$ subsets with similar complexity per iteration. Furthermore, Algorithm 2 guarantees a $(1/3)$-approximation, while for Algorithm 1 no theoretical performance guarantees have been found.

**Proposition 8.** Algorithm 2 is a $(1/3)$-approximation to Problem 1.

**Proof.** We know from [50] that Algorithm 2 is a $(1/3)$-approximation to Problem 1, if $f_{ce}$ is submodular. In particular, we need to show that for every $N_A \subseteq N_B \subseteq N_c$ and $\bar{n} \in N_c \setminus N_B$ holds that $f(N_A \cup \{\bar{n}\}) - f(N_A) \geq f(N_B \cup \{\bar{n}\}) - f(N_B)$.

We have that

$$f_{ce}(N_1 \cup \{\bar{n}\}) - f_{ce}(N_1) = \sum_{\bar{n} \in N_1 \setminus N_1} \left( \max_{m \in N_1 \cap (N_1 \cup \{\bar{n}\})} \Delta F(n, \bar{n}) - \max_{m \in N_1 \cap N_1} \Delta F(n, \bar{n}) \right) - \max_{m \in N_1 \cap N_1} \Delta F(\bar{n}, m).$$

It holds that

$$N_A \subseteq N_B \Rightarrow N_1 \cap N_A \subseteq N_1 \cap N_B \Rightarrow \max_{m \in N_1 \cap N_A} \Delta F(\bar{n}, m) \leq \max_{m \in N_1 \cap N_B} \Delta F(\bar{n}, m) \Rightarrow - \max_{m \in N_1 \cap N_A} \Delta F(\bar{n}, m) \geq - \max_{m \in N_1 \cap N_B} \Delta F(\bar{n}, m).$$

(6.9)
Furthermore

\[
\sum_{n \in \mathcal{N}_h^i \cap \mathcal{N}_A} \left( \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_h^o \cap \mathcal{N}_A} \Delta F(n, m) \right) \\
- \sum_{n \in \mathcal{N}_h^i \cap \mathcal{N}_B} \left( \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_h^o \cap \mathcal{N}_B} \Delta F(n, m) \right) \\
\geq \sum_{n \in \mathcal{N}_h^i \cap \mathcal{N}_B} \left( \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_h^o \cap \mathcal{N}_A} \Delta F(n, m) \right) \\
- \sum_{n \in \mathcal{N}_h^i \cap \mathcal{N}_B} \left( \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_h^o \cap \mathcal{N}_B} \Delta F(n, m) \right) \\
= \sum_{n \in \mathcal{N}_h^i \cap \mathcal{N}_B} \left( \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_h^o \cap \mathcal{N}_A} \Delta F(n, m) \right) \\
- \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) + \max_{m \in \mathcal{N}_h^o \cap \mathcal{N}_B} \Delta F(n, m),
\]

where the inequality holds since

\[
\max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_h^o \cap \mathcal{N}_A} \Delta F(n, m) \geq 0,
\]

and

\[
\mathcal{N}_A \subseteq \mathcal{N}_B \Rightarrow \mathcal{N}_h^i \setminus \mathcal{N}_A \supseteq \mathcal{N}_h^i \setminus \mathcal{N}_B.
\]

We distinguish four cases:

1. \( \bar{n} \neq \arg \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m), \bar{n} \neq \arg \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) \)
2. \( \bar{n} = \arg \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m), \bar{n} \neq \arg \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) \)
3. \( \bar{n} \neq \arg \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m), \bar{n} = \arg \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) \)
4. \( \bar{n} = \arg \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m), \bar{n} = \arg \max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) \)

We assume that there is a consistent way of selecting the arg max in case there is no unique maximizer. In Case 1,

\[
\max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) = \max_{m \in \mathcal{N}_h^o \cap \mathcal{N}_A} \Delta F(n, m),
\]

\[
\max_{m \in \mathcal{N}_h^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) = \max_{m \in \mathcal{N}_h^o \cap \mathcal{N}_B} \Delta F(n, m),
\]
and thus
\[
\max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_n^o \cap \mathcal{N}_A} \Delta F(n, m)
\]
\[
- \max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) + \max_{m \in \mathcal{N}_n^o \cap \mathcal{N}_B} \Delta F(n, m)
\]
\[= 0.\]

For case 2, we have that
\[
\max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_n^o \cap \mathcal{N}_B} \Delta F(n, m) = 0,
\]
and clearly
\[
\max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_n^o \cap \mathcal{N}_A} \Delta F(n, m) \geq 0,
\]
so that
\[
\sum_{n \in \mathcal{N}_n^o \setminus \mathcal{N}_B} \left( \max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) - \max_{m \in \mathcal{N}_n^o \cap \mathcal{N}_A} \Delta F(n, m) \right)
\]
\[
- \max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) + \max_{m \in \mathcal{N}_n^o \cap \mathcal{N}_B} \Delta F(n, m)
\]
\[\geq 0.\] (6.10)

Case 3 cannot occur since \(\mathcal{N}_B \supseteq \mathcal{N}_A\) which implies that
\[\bar{n} \neq \arg \max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) \in \mathcal{N}_B,\]
but
\[\max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) > \Delta F(n, \bar{n}),\]
so
\[\bar{n} = \arg \max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m)\]
cannot hold. In case 4, we have
\[\max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_A \cup \{\bar{n}\})} \Delta F(n, m) = \max_{m \in \mathcal{N}_n^o \cap (\mathcal{N}_B \cup \{\bar{n}\})} \Delta F(n, m) = \Delta F(n, \bar{n}),\]
and since \(\mathcal{N}_A \subseteq \mathcal{N}_B\)
\[\max_{m \in \mathcal{N}_n^o \cap \mathcal{N}_A} \Delta F(n, m) \geq \max_{m \in \mathcal{N}_n^o \cap \mathcal{N}_B} \Delta F(n, m),\]
and thus
\[
\max_{m \in N_{\tilde{n}} \cap (N_A \cup \{\tilde{n}\})} \Delta F(n, m) - \max_{m \in N_{\tilde{n}} \cap N_B} \Delta F(n, m) \\
- \max_{m \in N_{\tilde{n}} \cap (N_B \cup \{\tilde{n}\})} \Delta F(n, m) + \max_{m \in N_{\tilde{n}} \cap N_B} \Delta F(n, m) \\
= \max_{m \in N_{\tilde{n}} \cap N_B} \Delta F(n, m) - \max_{m \in N_{\tilde{n}} \cap N_A} \Delta F(n, m) \geq 0
\]

Combining (6.9) and (6.10) shows that $f_{ce}$ is submodular.

\[\Box\]

**Remark 26.** The authors of [50] also present a randomized version of the algorithm that is a $(1/2)$-approximation in expectation. In simulation results presented in [113], the theoretical advantages Algorithm 2 has over Algorithm 1 do not manifest.

**Remark 27.** Just as for Algorithm 1, the expressions $f_{ce}(N_1 \cup \{\tilde{n}\}) - f_{ce}(N_1)$ and $f_{ce}(N_1 \setminus \{\tilde{n}\}) - f_{ce}(N_1)$ can be computed based on the sub-graph induced by the two-hop out-neighbors of $\tilde{n}$ without computing $f_{ce}$ explicitly (see (6.7) and (6.8)), which can significantly improve performance.

**Remark 28.** Algorithm 2 and 1 can be combined using the solution of Algorithm 2 as the initial assignment for $N_1$ instead of the empty set. Since Algorithm 1 strictly increases the objective, the combined algorithm inherits the property of being a $(1/3)$-approximation to problem to Problem 1. Algorithm 2 and 1 can also be used as a heuristic when solving the integer-program.

Having computed the set of coordination leaders, there is immediately a platoon plan for each vehicle. These plans can be further improved as discussed in the following section.

### 6.4 Joint Platoon-Plan Optimization

In this section, we derive how to jointly optimize the pairwise platoon plans that are selected by any algorithm solving Problem 1 such as Algorithm 1 or Algorithm 2. We do this by formulating a convex optimization problem with linear constraints for a group consisting of a coordination leader and its coordination followers. Hereby, the timing when platoons are assembled and split is adjusted while the locations where this happens stay the same. Vehicles that are not matched to any coordination leader and are not coordination leaders themselves just follow their default plans and are not considered in this section.

**Remark 29.** We present the derivation for a fixed, space-independent speed range as introduced in Section 4.3. This can be extended to space-dependent speed profiles. The main challenge lies in finding a convex analytical fuel model describing the aggregated behavior over larger segments.
Consider a coordination leader \( n_l \in \mathcal{N}_l \) and its followers
\[
\mathcal{N}^{fl}_{n_l} = \{ n \in \mathcal{N}_c \setminus \mathcal{N}_l : n_l = \arg \max_{m \in \mathcal{N}_l \cap \mathcal{N}^{o}_n} \Delta F(n, m) \}.
\]
This group of agents is denoted
\[
\mathcal{N}_g = \{ n_l \} \cup \mathcal{N}^{fl}_{n_l}.
\]
We construct an ordered set of time instances \( t = (t[1], t[2], \ldots) \). This set contains the start time and the arrival deadline of the coordination leader, and the merge times and the split times of its followers. We divide the distance traveled by the coordination leader from start to destination according to these time instances and get the distances \( W[n_l][i] = v_{cd} \times (t[i+1] - t[i]) \) between these points, where \( v_{cd} \) is the speed of the leader according to its default plan. These are the distances between the points where coordination followers join or leave the platoon. Similarly, for a coordination follower \( n \in \mathcal{N}^{fl}_{n_l} \), we have
\[
W[n][i] = (v_S \times (t^M_n - t^S_n), W[n][i^M], \ldots, W[n][i^{Sp}], v_{Sp} \times (t^A_n - t^{Sp}_n)).
\]
The variables \( t^M_n, t^S_n, t^{Sp}_n, t^A_n \) denote the start time, merge time, split time, and arrival time of follower \( n \) according to its adapted plan. Recall that \( v_S \) is the speed of the coordination follower until the vehicle merges with the coordination leader and \( v_{Sp} \) is the speed after the vehicle has split up from the coordination leader according to the adapted plan. The first element of \( W[n] \) is the distance along the route from start to the merge point. For the part of the route the coordination follower drives in a platoon with the coordination leader, the entries are the same as for the coordination leader. The indices \( i^M_n, i^{Sp}_n \) are defined accordingly. The last element of \( W[n] \) is the distance from the split point to the destination of the follower. We denote the number of elements in \( W[n] \) as \( N^v_n \).

Figure 6.5 illustrates the definition of \( W[n] \). We introduce sequences \( p_n = (p_n[1], \ldots, p_n[N^v_n]) \) that indicate on which segments of the journey the coordination follower is a platoon follower. If vehicle \( n \) is a platoon follower on the segment that corresponds to \( W[n][i] \) for some \( i \), then \( p_n[i] = 1 \). Otherwise, we have \( p_n[i] = 0 \). For the coordination leader \( n_l \), we have \( p_{n_l} = (0, \ldots, 0) \) and for a coordination follower \( n \in \mathcal{N}^{fl}_{n_l} \), we have that \( p_n = (0, 1, 1, \ldots, 1, 0) \).

The fuel consumption per distance traveled is modeled as function \( f : \mathbb{R} \times \{0, 1\} \rightarrow \mathbb{R} \), where the first argument is the speed and the second argument whether or not the vehicle is a trailing vehicle in a platoon.

We express the speed and time sequence of vehicle \( n \in \mathcal{N}_g \) as traversal times \( T_n = (T_n[1], \ldots, T_n[N^v_n]) \) of the segments \( W_n \). The speed on each such segment remains constant and can be computed as
\[
v_n[i] = \frac{W_n[i]}{T_n[i]} \quad i \in \{1, \ldots, N^v_n\}.
\]
The traversal times of the segments in all vehicles’ routes are the optimization variables. Working with traversal times rather than the sequence of speeds \( v \) allows us to state the optimization problem with linear constraints.
Figure 6.5: Illustration of how the sequences $W_n$ are defined. The red, dotted line represents the route of the coordination leader and the black, solid lines with arrows represent the routes of the coordination followers. The thin lines indicate the distances that the elements of $W_n$ correspond to.

With these definitions, we are ready to state the following problem:

**Problem 2.**

$$\min_{\{T_n : n \in N_k\}} \sum_{n \in N_k} \sum_{i=1}^{N_n^y} f \left( \frac{W_n[i]}{T_n[i]}, p_n[i] \right) W_n[i]$$

s.t.

for $n \in N_k^g$:

$$\frac{W_n[i]}{v_{\text{max}}} \leq T_n[i], \ i \in \{1, \ldots, N_n^y\}$$

$$\frac{W_n[i]}{v_{\text{min}}} \geq T_n[i], \ i \in \{1, \ldots, N_n^y\}$$

$$t_n^S + \sum_{i=1}^{N_n^y} T_n[i] \leq t_n^D$$

and for $n \in N_{n_1}^{fl}$:

$$t_n^S + T_n[1] = t_n^S + \sum_{i=1}^{i_n^M - 1} T_n[i]$$

$$T_n[1 + i] = T_n[i_n^M + i - 1], \ i \in \{1, \ldots, i_n^{sp} - i_n^M + 1\}.$$
fuel consumption of the coordination leader and the coordination followers. The coordination leader is considered to travel alone or to take the role as the platoon leader throughout its journey. The coordination followers travel alone on the first and the last segment of their journey. They become platoon followers in-between these segments.

There are two sets of constraints. The first set applies to all vehicles and ensures that the sequences $T_n$ correspond to valid platoon plans. In particular, the constraints (6.11b) and (6.11c) express that the trajectories stay within the allowed range of speed $[v_{\text{min}}, v_{\text{max}}]$. The constraints (6.11d) express that all vehicles arrive at their destinations before their individual deadlines $t^D_n$. The second set of constraints ensures that platooning happens as specified in the original pairwise plans. The constraints (6.11e) ensure that the coordination leader and each of its followers arrive at the same time at their respective merge point. The constraints (6.11f) ensure that the speed of the leader and the speed of the follower are the same when they are supposed to platoon.

When $f(T^{-1}, 0), f(T^{-1}, 1)$ are convex in $T$ for $T > 0$, then the objective (6.11a) is a sum of convex functions and hence convex. For instance, polynomials with arbitrary constant part and non-negative coefficients fulfill this requirement. Furthermore, all constraints are linear. Thus, Problem 2 is a convex optimization problem for which well developed numerical solvers are readily available [46, 22]. The optimization is initialized with the pairwise plans.

Remark 30. In this formulation, we assume that the coordination follower does not platoon with the coordination leader on the first and the last segment of its route. The formulation can be adapted to the case in which platoon follower and leader platoon on the first, the last, or both segments of the coordination followers route setting $p_{n}[1] \text{ and } p_{n}[N_{n}]$ to 1 accordingly as well as changing some indices appropriately.

6.5 Summary

This chapter describes ways of computing platoon plans for more than two vehicles. The key element in making the presented approach to coordinating heavy-duty vehicle platooning feasible for large numbers of vehicles is the systematic combination of default plans and adapted plans, building on the results from Chapter 4 and 5. Some vehicles, the coordination leaders, get their default plans assigned. The remaining vehicles use the most fuel efficient plan that is adapted to one of the coordination leaders or travel alone. The fuel efficiency of the adapted plans is based on becoming a platoon follower of a coordination leader during a part of the route. By selecting coordination leaders in a smart way, the fuel savings that result from the adapted plans are maximized.

We show, that the problem of optimally selecting coordination leaders can be formulated as an integer program allowing the use of general purpose solvers to obtain exact and heuristic solutions. The presented results on the structure of the
optimal solution help to reduce the search space and give insight into the problem. Optimally selecting coordination leaders is proven to be NP-hard, which means that any algorithm that computes exact solutions might have very long running times.

This motivates the design of algorithms that compute a good selection of coordination leaders efficiently but not necessarily the best one. One possible choice is an algorithm that starts from an empty set of coordination leaders and iteratively adds and removes leaders from that set, increasing the fuel savings in each iteration. Such an algorithm can compute a good result efficiently for large numbers of vehicles. Another option presented in this chapter is a one-pass (1/3)-approximation algorithm, which iterates once over all assignments.

The combination of default and adapted plans can be further improved in order to reduce fuel consumption. By committing to which platoons to form and where they should be formed, it is possible to adjust the timing that leads to such platoons. Since adjusting the timing alters the speed profiles, it has an influence on the total fuel consumption. We derive how by using convex optimization, the timing can be adjusted in a fuel-optimal way.
Chapter 7

Computational Efficiency Improvements

In this chapter, we introduce a scalable way of computing all pairs of assignments that have an overlapping route. Two vehicles can only form a platoon if they have at least one segment of their routes in common. Furthermore, they have to be able to arrive at the common segment at the same point in time. In the plan computation stage when computing the coordination graph $G_c$ as introduced in Chapter 6, all pairs of transport assignments that can potentially platoon have to be identified. The straightforward way of doing this is to compute for each pair of transport assignments individually the common road segment identifiers in their routes. If there are common segments, we can determine if the vehicles can form a platoon on any of those segments taking into account the start times, arrival deadlines, and speed constraints following a procedure for computing adapted platoon plans such as the ones introduced in Chapter 4. This procedure involves computing a number of set intersections, and this number scales quadratically with the transport assignment count. Such computation can become problematic for large vehicle fleets. Therefore, we introduce a computationally less expensive and scalable step to narrow down the set of candidate pairs.

The proposed approach is inspired by solutions to a related problem in computer graphics of finding the intersection of geometric objects [31, 77, 121, 65, 148]. When the number of objects is large, instead of checking all possible pairs for intersection, it is more efficient to identify a smaller set of candidate pairs. In our case, this set includes all pairs of vehicles that can potentially platoon, i.e., for which an adapted platoon plan exists. The pairs in the candidate set are then processed individually.

Section 7.1 associates each assignment with a sequence of time intervals and a sequence of two-dimensional positions. This information provides limits on the possible points in time a vehicle can be at a certain position as long as the vehicle travels according to a valid platoon plan. If two vehicles can be at the same position at the same time, they are candidates for platooning. Section 7.2 introduces
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Figure 7.1: This plot illustrates the computation of the lower and upper bounds on the node arrival times $t$, $\bar{t}$. The vehicle begins the trip at the start time $t^S$ and at the start position $P^S$. The lower bound $t$ can be achieved by the maximum speed profile from start to destination. The upper bound $\bar{t}$ can be achieved by selecting the minimum speed up to the point where the vehicle arrives on deadline $t^D$ when it follows the maximum speed profile until the destination.

the concept of feature extraction and culling. Features are computed based on sequences of positions and time intervals, and they are significantly less complex than these sequences. For some assignment pairs, it is feasible to efficiently rule out the possibility of platooning based on these features. An algorithm for such computation is called a classifier. Section 7.3 develops appropriate features and classifiers for the problem at hand. In Section 7.4, these classifiers are demonstrated in a simulation example.

7.1 Candidate Platoon Pairs

We start by defining a function that indicates whether platooning between two transport assignments is possible or not. This is the case if there is at least one common route segment in the routes of the transport assignments where the vehicles can platoon. To this end, we compute lower bounds $t$ and upper bounds $\bar{t}$ on the segment arrival times $t$. Overlapping time bounds on two consecutive segments indicate that the two transport assignments can potentially platoon. Recall, that the route $e_i$ for vehicle $i$ is represented as lists of route segment identifiers, i.e., edges in the road network graph $G_r = (N_r, E_r)$, where $E_r \subseteq N_r \times N_r$. 
7.1. CANDIDATE PLATOON PAIRS

The lower bound \( \tilde{t} \) on the segment arrival times is given by the time profile corresponding to the maximum speed profile as defined in Section 4.4, Definition 2. The upper bound is defined as

\[
\bar{t}_i = \min(\tilde{t}[i] + t^D - \bar{t}^A[i], \tilde{t}^*[i]) \quad \text{for} \quad i \in \{1, \ldots, N^A\},
\]

where \( \tilde{t}^* \) is the time sequence corresponding to the vehicle traveling at minimum speed \( \sigma \bar{v}[i] \) for \( i \in \{1, \ldots, N^A\} \) regardless of the arrival deadline. The difference between arrival deadline \( t^D \) and earliest arrival time according to the maximum speed profile \( t^A \) quantifies how much later compared to time obtained when following the maximum speed profile the vehicle can arrive at any route segment and not miss the deadline. Figure 7.1 illustrates the above definition of \( \tilde{t} \) and \( \bar{t} \). Furthermore, each road segment is associated with the two-dimensional position of its beginning \( P_{geos} : \mathcal{E} \rightarrow \mathbb{R}^2 \) and end \( P_{geoe} : \mathcal{E} \rightarrow \mathbb{R}^2 \). This can be, for instance, measured in longitude and latitude.

**Remark 31.** We follow here the framework from Section 4.4 but finding feasible time intervals or potentially an over-approximation for other assumptions on the vehicle dynamics is straightforward in most cases.

We introduce a function that indicates whether or not two transport assignments have the possibility to form a platoon.

**Definition 6 (Coordination Function).** The coordination function \( C : \mathcal{N}_c \times \mathcal{N}_c \rightarrow \{0, 1\} \) has the following properties. Let \( \bar{t}_n, \bar{t}_m \) be the lower bounds and \( \bar{t}_n, \bar{t}_m \) the upper bounds on the node arrival times of transport assignments \( n \) and \( m \). Then it holds that \( C(n, m) = 1 \), if there are indices \( a, b \) such that

\[
e_n[a] = e_m[b]
\]

and

\[
[t_n[a], t_n[a]] \cap [t_m[b], t_m[b]] \neq \emptyset
\]

\[
[t_n[a+1], t_n[a+1]] \cap [t_m[b+1], t_m[b+1]] \neq \emptyset
\]

Otherwise \( C(n, m) = 0 \).

Comparing the routes and the time bounds in order to evaluate \( C \), is straightforward but computationally expensive. We refer to this as the exact algorithm. In the remainder of this chapter, we derive a scalable method for computing the set of all possible platoon pairs \( \mathcal{C} = \{(n, m) \in \mathcal{N}_c \times \mathcal{N}_c : C(n, m) = 1\} \). Instead of iterating over all elements in \( \mathcal{N}_c \times \mathcal{N}_c \) and using the exact algorithm, we propose first efficiently computing an over-approximation \( \hat{\mathcal{C}} \supset \mathcal{C} \) (see Figure 7.2) and then applying the exact algorithm.
Remark 32. The exact algorithm can be implemented computing the set intersection of the route segments identifiers and then comparing the time bounds on the intersecting road segments. Fast methods for computing set intersections that scale linearly in the size of the sets exist [73]. However, the number of assignment pairs scales quadratically in the number of assignments and can be become so large that it is worthwhile studying a more efficient approach.
7.2. CULLING CANDIDATE PLATOON PAIRS

Figure 7.3: Each assignment’s route and time bounds are used to compute features, such as an interval.

7.2 Culling Candidate Platoon Pairs

The key idea of our approach is to extract features from the routes and time bounds \((e, t, \bar{t})\) of the transport assignments, as illustrated in Figure 7.3, in order to compute \(\hat{C}\). These features can be more efficiently processed than \((e, t, \bar{t})\). The features are designed in a way that no platooning opportunity in \(C\) is be excluded from \(\hat{C}\), so that \(C\) can be computed from \(\hat{C}\) using the exact algorithm. However, there might be some additional elements in \(\hat{C}\) that do not actually correspond to platooning opportunities. We call these additional elements false-positives. The less false-positives there are in \(\hat{C}\), the faster the computation of \(C\) from \(\hat{C}\) is. This approach is inspired by algorithms for detecting collisions between a large number of geometric objects \([31, 77]\). Figure 7.2 illustrates the relation between \(N_c \times N_c, \hat{C},\) and \(C\).

We consider two types of features. These are interval features and binary features. Interval features map each object to an interval. The corresponding classifier indicates an intersection between two objects if the intervals generated by the objects overlap. There are algorithms, such as \([31, 77]\), that can compute this classifier for all object pairs more efficiently than checking each pair individually if the number of intersecting pairs is small. Binary features map each object to a boolean value. The corresponding classifier indicates an intersection between two objects if the feature holds true for both objects. In Section 7.3, we derive appropriate features for the problem of identifying candidate platoon pairs.

The classifiers are aggregated using boolean connectives. We formalize this in the remainder of the section. Let \(\mathcal{N}\) be a set of objects. We define a classifier as a function \(c : \mathcal{N} \times \mathcal{N} \to \{0, 1\}\). If \(c(n, m) = 0\), we call the combination of \(c\) and \((n, m)\) a negative, and if \(c(n, m) = 1\), we call it a positive. Let \(g : \mathcal{N} \times \mathcal{N} \to \{0, 1\}\) be the ground truth, which can be computed by the exact algorithm. If, for a pair \((n, m)\), we have \(g(n, m) = 0\) and \(c(n, m) = 1\), we call it a false-positive, and if \(g(n, m) = 1\) and \(c(n, m) = 0\), we call it a false-negative. Our aim is to design classifiers that yield no false negatives for all elements of \(\mathcal{N} \times \mathcal{N}\) and few false-positives that have to be processed by the exact algorithm in addition to the true-positives.
We can identify two types of basic classifiers that are combined in a specific way in order to achieve the above objective. A classifier \( c \) is \textit{required} if
\[
\neg c(n, m) \Rightarrow \neg g(n, m)
\]
for all \( n, m \in \mathcal{N} \times \mathcal{N} \). In some cases, we have to take into account a set of classifiers to conclude that \( g \) does not hold. A set of classifiers \( S_c \) is \textit{required} if
\[
\neg \bigvee_{c \in S_c} c(n, m) \Rightarrow \neg g(n, m)
\]
for all \( n, m \in \mathcal{N} \times \mathcal{N} \). It is straightforward to construct a required classifier from a required set of classifiers.

**Proposition 9.** If a set \( S_c \) of classifiers is required, then \( \bigvee_{c \in S_c} c \) is a required classifier.

We can combine two required classifiers into one required classifier that performs no worse than any of the required classifiers it is combined of.

**Proposition 10.** If \( c_1 \) and \( c_2 \) are required classifiers, then \( c_{12}(n, m) := c_1(n, m) \land c_2(n, m) \) is a required classifier. Let \( \tilde{E}_{12} = \{(n, m) \in \mathcal{N} \times \mathcal{N} : c_{12}(n, m) = 0\} \) be the set of negatives of \( c_{12} \) and let \( \tilde{E}_1, \tilde{E}_2 \) be the set of negatives for \( c_1 \) and \( c_2 \) respectively. Then \( \tilde{E}_1 \subseteq \tilde{E}_{12} \) and \( \tilde{E}_2 \subseteq \tilde{E}_{12} \).

**Proof.** For \( c_{12} \) to be required, we need to show that \( \neg c_{12}(n, m) \Rightarrow \neg g(n, m) \) for all \( n, m \in \mathcal{N} \times \mathcal{N} \). We have
\[
(\neg c_1 \Rightarrow \neg g) \land (\neg c_2 \Rightarrow \neg g) = (c_1 \lor \neg c_1 \land \neg g) \land (c_2 \lor \neg c_2 \land \neg g)
\]
\[
= c_1 \land c_2 \lor \neg g \land (\neg c_1 \land \neg c_2 \lor c_1 \land \neg c_2 \lor c_2 \land \neg c_1 \land \neg c_2)
\]
\[
= c_1 \land c_2 \lor \neg g \land (\neg c_1 \lor \neg c_2)
\]
\[
= c_1 \land c_2 \lor \neg g \land \neg (c_1 \lor c_2)
\]
\[
= \neg (c_1 \land c_2) \Rightarrow \neg g
\]
\[
= \neg c_{12} \Rightarrow \neg g.
\]

Let \( (n, m) \in \tilde{E}_1 \). Then from the definition of \( \tilde{E}_1 \) we have that \( c_1(n, m) = 0 \). We have that
\[
c_{12}(n, m) = c_1(n, m) \land c_2(n, m) = 0 \land c_2(n, m) = 0.
\]
It follows from the definition of \( \tilde{E}_{12} \) that \( (n, m) \in \tilde{E}_{12} \). Similarly, we see that any element of \( \tilde{E}_1 \) is an element of \( \tilde{E}_{12} \). \( \Box \)

In this manner, we can combine as many required classifiers as we want and have at our disposal. With each classifier we add, we potentially decrease the set of remaining candidates that need to be checked by the exact algorithm. There is a trade-off between doing more work to evaluate more classifiers and having less instances that have to be processed by the exact algorithm [148].
7.3 Features and Classifiers for Culling Platoon Pairs

In order to apply the results from Section 7.2, we need to specify appropriate features and classifiers based on these features for the problem of identifying candidate platoon pairs. Once we know how to compute appropriate features that yield required classifiers or required sets of classifiers, we can use the results from Section 7.2 to execute the culling phase. The remaining candidate pairs are passed on to the exact algorithm to compute $C$. Hence, we derive a selection of features and corresponding classifiers in this section. In Section 7.4, we demonstrate these classifiers and combinations of them in a simulation example.

The first feature projects the possible trajectories in time and space on a line, which yields an interval. Formally, we define this feature as follows.

**Definition 7.** Let $p \in \mathbb{R}^3$ be a three dimensional vector that defines the orientation of the line on which the trajectories are projected to. Then the associated interval feature is defined as

$$I = \left[ \min_{v \in \mathbb{R}} (p^T v), \max_{v \in \mathbb{R}} (p^T v) \right]$$  \hfill (7.1)

with

$$\mathcal{R} = \left\{ \left[ \begin{array}{c} \mathbf{P}_{\text{geo}}^{S}(e[1]) \\ \mathbf{t}[1] \end{array} \right], \ldots, \left[ \begin{array}{c} \mathbf{P}_{\text{geo}}^{S}(e[N^A]) \\ \mathbf{t}[N^A] \end{array} \right] \right\}.$$  \hfill (7.2)

This feature is illustrated in Figure 7.4. The projection vector $p$ is a design choice. Proposition 10 allows us to combine arbitrarily many classifiers based on this kind of feature with different $p$.

Next, we establish that if for a pair of transport assignments the intervals do not overlap, the coordination function is equal to zero. This allows us to define a required feature based on the overlap between these intervals.

**Proposition 11.** Let $(n, m)$ refer to a pair of transport assignments. Let $\mathcal{I}_n, \mathcal{I}_m$ be the interval features according to (7.1) for the two transport assignments. Then $\mathcal{I}_n \cap \mathcal{I}_m = \emptyset \Rightarrow C(n, m) = 0.$

**Proof.** According to Definition 6, $C(n, m) = 1$ implies that there must be indices $a, b$ such that $\mathbf{P}_{\text{geo}}^{S}(e_n[a]) = \mathbf{P}_{\text{geo}}^{S}(e_m[b])$ and $[\mathbf{t}_n[a], \mathbf{t}_n[a]] \cap [\mathbf{t}_m[b], \mathbf{t}_m[b]] \neq \emptyset$, where $e_n, t_n, \bar{t}_n$ and $e_m, t_m, \bar{t}_m$ are the routes and time bounds of transport assignments $n, m$ respectively. We have

$$[\mathbf{t}_n[a], \bar{t}_n[a]] \cap [\mathbf{t}_m[b], \bar{t}_m[b]] \neq \emptyset \Leftrightarrow \mathbf{t}_n[a] \leq \bar{t}_m[b] \land \mathbf{t}_m[b] \leq \bar{t}_n[a].$$
Figure 7.4: Illustration of the projection feature. The illustration on the left shows how two routes (solid lines) are projected onto a line in the direction of the vector \( p \). The borders of the intervals are indicated with dashed lines. For illustration purposes the third dimension is omitted here. The resulting intervals are shown in the gray box on the bottom of the illustration. In this case the projection of the two routes does not overlap and we can conclude that these routes have no road segments in common. On the right illustration, a third route is added that overlaps with the first two and we can see that also the corresponding intervals overlap.

Let

\[
\mathbf{p} = [\mathbf{p}[1], \mathbf{p}[2], \mathbf{p}[3]]^T,
\]

\[
\mathbf{P}_{\text{geo}}^S = \mathbf{P}_{\text{geo}}^S(e_n[a]) = \mathbf{P}_{\text{geo}}^S(e_m[b]),
\]

\[
P^0 = [\mathbf{p}[1], \mathbf{p}[2]]\mathbf{P}_{\text{geo}}^S.
\]

We have

\[
\begin{align*}
\mathbf{t}_n[a] \leq \tilde{\mathbf{t}}_m[b] \land \tilde{\mathbf{t}}_m[b] \leq \mathbf{t}_n[a] \\
\Rightarrow \min(\mathbf{p}[3]\mathbf{t}_n[a], \mathbf{p}[3]\mathbf{t}_n[a]) \leq \max(\mathbf{p}[3]\mathbf{t}_m[b], \mathbf{p}[3]\tilde{\mathbf{t}}_m[b]) \\
\Rightarrow \min(\mathbf{p}[3]\mathbf{t}_n[a] + P^0, \mathbf{p}[3]\mathbf{t}_n[a] + P^0) \leq \max(\mathbf{p}[3]\mathbf{t}_m[b] + P^0, \mathbf{p}[3]\tilde{\mathbf{t}}_m[b] + P^0) \\
\Rightarrow \min_{\mathbf{v} \in \mathcal{R}_n} (\mathbf{p}^T \mathbf{v}) \leq \max_{\mathbf{v} \in \mathcal{R}_m} (\mathbf{p}^T \mathbf{v}),
\end{align*}
\]

with \( \mathcal{R}_n, \mathcal{R}_m \) as in (7.2) for transport assignment \( n, m \), respectively. Similarly, by swapping \( n \) and \( m \), we can show that the conditions of the proposition imply that

\[
\min_{\mathbf{v} \in \mathcal{R}_m} (\mathbf{p}^T \mathbf{v}) \leq \max_{\mathbf{v} \in \mathcal{R}_n} (\mathbf{p}^T \mathbf{v}).
\]

The above two conditions combined imply that \( \mathcal{I}_n \cap \mathcal{I}_m \neq \emptyset \). Thus

\[
C = 1 \Rightarrow \mathcal{I}_n \cap \mathcal{I}_m \neq \emptyset,
\]
or equivalently
\[ \mathcal{I}_n \cap \mathcal{I}_m = \emptyset \Rightarrow C = 0. \]

Next, we introduce a binary feature that leads to a required classifier. This feature is based on the orientations of the individual road segments in a route. It is only useful if all segments in a route point approximately from start to goal location. Later on, we address the problem of outliers. Here, we derive a set of required classifiers each based on a binary feature from the orientation. The orientation \( \Theta(e) \in [0, 2\pi] \) of a road segment with road segment identifier \( e \in \mathcal{E}_r \) is the angle in polar coordinates of the vector \( \mathbf{P}^E_{\text{geo}}(e) - \mathbf{P}^S_{\text{geo}}(e) \). We choose a partition of the interval \([0, 2\pi]\). Each element of the partition is related to one binary feature, which holds true if the orientation of at least one road segment in the route falls in the range of that element. When two routes overlap, there must be at least one road segment that has the same orientation. Figure 7.5 illustrates the classifier.

**Proposition 12.** Let \((n, m)\) refer to the pair of transport assignments. Let \(\mathcal{P}\) be a partition of \([0, 2\pi]\). If there is no element \(I \in \mathcal{P}\) and route segment identifiers in the routes of the transport assignments \(e_n[a], e_m[b]\) such that \(\Theta(e_n[a]) \in I\) and \(\Theta(e_m[b]) \in I\), then \(C(n, m) = 0\).

**Proof.** According to Definition 6, \(C(n, m) = 1\) implies that there must be indices \(a, b\) such that \(e_n[a] = e_m[b]\), where \(e_n, e_m\) are the routes of transport assignment \(n, m\) respectively. For these it holds that \(\Theta(e_n[a]) = \Theta(e_m[b])\). Since \(\mathcal{P}\) is a partition of \([0, 2\pi]\) and \(\Theta(e_n[a]) \in [0, 2\pi]\), there must be \(I \in \mathcal{P}\) with \(\Theta(e_n[a]) \in I\). Since \(\Theta(e_m[b]) = \Theta(e_n[a])\), it follows that also \(\Theta(e_m[b]) \in I\). The proof follows from contradiction.

In the following, we discuss how we can make the orientation-based classifier more efficient if we can disregard routes that overlap only over a short distance. Apart from the direct reduction in true positives, this approach will also reduce the false-positive rate of the classifiers, since some outlier route segments can be disregarded.

In order to cover the notion that there must be a minimum overlap in routes to be considered, we extend the definition of the coordination function (Definition 6).

**Definition 8 (Minimum Distance Coordination Function).**
A coordination function \(C : \mathcal{N}_c \times \mathcal{N}_c \rightarrow \{0, 1\}\) according to Definition 6 requires minimum distance \(l_{\text{min}}\) if the following properties hold: if for a pair \((n, m)\) we have \(C(n, m) = 1\), there must be a set of pairs of indices \(\mathcal{A}\) such that for all \((a, b) \in \mathcal{A}\) it holds that \(e_n[a] = e_m[b]\), and \([t_n[a], t_n[a]] \cap [t_m[b], t_m[b]] \neq \emptyset\) and \([t_n[a + 1], t_n[a + 1]] \cap [t_m[b + 1], t_m[b + 1]] \neq \emptyset\).

Furthermore, we require
\[ \sum_{(a, b) \in \mathcal{A}} \| \mathbf{P}^E_{\text{geo}}(e_n[a]) - \mathbf{P}^S_{\text{geo}}(e_n[a]) \|_2 \geq l_{\text{min}}. \]
We adapt the orientation-based classifier (Proposition 12) to exclude road segments of a total length less than $l_{\text{min}}$. The approach is to calculate the fraction of route length that lies in each element of the partition. We can ignore the intersection with some elements of the partition as long as the lengths of the road segments whose orientation is contained in these elements sums up to a value less than $l_{\text{min}}/2$. Figure 7.6 illustrates this approach.

**Proposition 13.** Let $(n, m)$ refer to a pair of transport assignments. Let $\mathcal{P}$ be a partition of $[0, 2\pi]$. Let $\mathcal{I}_n \subseteq \mathcal{P}$ and let $\bar{\mathcal{E}}_n \subseteq \mathcal{E}_n$, where

$$\mathcal{E}_n = \{e_n[i] : i \in \{1, \ldots, N_n^A\}\},$$

such that for all $e \in \mathcal{E}_n$, it holds that there exists $I \in \mathcal{I}_n$ with $\Theta(e) \in I$ and we have

$$\sum_{e \in \mathcal{E}_n \setminus \bar{\mathcal{E}}_n} \|P_{\text{geo}}^E(e) - P_{\text{geo}}^S(e)\|_2 < l_{\text{min}}/2.$$

Similarly, by replacing $n$ by $m$, we define $\mathcal{I}_m$ for transport assignment $m$. If $\mathcal{I}_n \cap \mathcal{I}_m = \emptyset$, then $C(n, m) = 0$ with $C$ according to Definition 8.

**Proof.** If $C(n, m) = 1$, then we have a set of pairs of indices $\mathcal{A}$ such that for all $(a, b) \in \mathcal{A}$ it holds that $e_n[a] = e_m[b]$. Thus, it also holds that $\Theta(e_n[a]) = \Theta(e_m[b])$. Since $\mathcal{P}$ is a partition of the image of $\Theta(\cdot)$, there is exactly one element $I \in \mathcal{P}$. 

Figure 7.5: Illustration of the classifier based on the orientation. In this example the interval $[0, 2\pi]$ is partitioned into $20^\circ$ intervals. The arrows on the left symbolize road segments of a route. The elements of the partition for which at least one road segment in the route has the same orientation are filled with gray.
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\( \Theta(e_n[a]) \in I \), and since \( \Theta(e_n[a]) = \Theta(e_m[b]) \), we have

\[ \Theta(e_n[a]) \in I \iff \Theta(e_m[b]) \in I. \]

Furthermore, we have from Definition 8 that

\[ \sum_{(a,b) \in A} \| P_{\text{geo}}^E(e_n[a]) - P_{\text{geo}}^S(e_n[a]) \|_2 \geq l_{\text{min}}. \]

Let \( \bar{A}_n \) be a set of the indices of the head nodes of road segment identifiers in \( (\mathcal{E}_n \cap \mathcal{E}_m) \setminus \tilde{\mathcal{E}}_n \) paired with the corresponding indices in route \( e_m \), with \( \mathcal{E}_n, \mathcal{E}_m, \tilde{\mathcal{E}}_n \) as defined in the proposition. These are the pairs of indices of the road segment identifiers in the common part of the route that are ignored in transport assignment \( n \). Similarly, let \( \bar{A}_m \) be the index pairs that are excluded due to transport assignment \( m \). We need to show now that \( A \) is not empty without the pairs in \( \bar{A}_n \) and \( \bar{A}_m \), or in other words, that even if the features for either route ignore up to \( l_{\text{min}}/2 \) of the common part of the route, there are still road segment identifiers left that let the set of classifiers indicate that the routes intersect. We have from the assumptions made in the proposition

\[ \sum_{(a,b) \in \bar{A}_n} \| P_{\text{geo}}^E(e_n[a]) - P_{\text{geo}}^S(e_n[a]) \|_2 < l_{\text{min}}/2, \]

\[ \sum_{(a,b) \in \bar{A}_m} \| P_{\text{geo}}^E(e_n[a]) - P_{\text{geo}}^S(e_n[a]) \|_2 < l_{\text{min}}/2, \]

and from Definition 8 that

\[ \sum_{(a,b) \in \bar{A}_n} \| P_{\text{geo}}^E(e_n[a]) - P_{\text{geo}}^S(e_n[a]) \|_2 \geq l_{\text{min}}. \]

Thus,

\[ \sum_{(a,b) \in A \setminus (\bar{A}_n \cup \bar{A}_m)} \| P_{\text{geo}}^E(e_n[a]) - P_{\text{geo}}^S(e_n[a]) \|_2 > 0, \]

and since this is a sum over positive elements, we deduce that \( A \setminus (\bar{A}_n \cup \bar{A}_m) \neq \emptyset \). But then there is \( I \in \mathcal{P} \) and \( (a,b) \in A \setminus (\bar{A}_n \cup \bar{A}_m) \) such that

\[ \Theta(e_n[a]) = \Theta(e_m[b]) \in I, \]

and thus \( I \cap I = \emptyset \Rightarrow C(n,m) = 0. \) By contraposition it follows that \( I \cap I = \emptyset \Rightarrow C(n,m) = 0. \)

\[ \Box \]

Propositions 11 and 13 define two families of classifiers that can be used to filter the set of candidate platoon pairs efficiently before applying the exact algorithm. These and potentially other suitable classifiers can be combined in various ways according to Propositions 9 and 10 in Section 7.2. Such a combined classifier creates a smaller candidate set but with each classifier added, the computational complexity increases. A good combination needs to be selected for applying this method and depends on the distribution of assignments that are coordinated.
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Figure 7.6: This figure illustrates how the performance of the orientation classifier can be improved when overlaps of length less than $l_{\text{min}}$ can be excluded. The figure shows the histogram of two routes. The routes are sketched on the top of the figure. There are two elements in the partition that contain orientations from both routes corresponding only to a small fraction of the total route length. The classifier according to Proposition 12 indicates an intersection between these two route whereas the classifier according to Proposition 13 can exclude the few road segments with similar orientation.

7.4 Simulations

In this section, the method derived in this chapter is demonstrated in a realistic scenario. We show that the application of 6 classifiers can rule out 99% of the transport assignment pairs, leaving only 1% for the computationally expensive exact algorithm. The simulation setup is as follows. The start and goal locations are sampled randomly with probability proportional to an estimate of the population density in the year 2000 [204]. We limit the area to a large part of Europe, which is shown in Figure 7.7.

We calculate shortest routes with the Open Source Routing Machine [151]. If the route is longer than 400 kilometers, a 400 kilometers long subsection of the route is randomly selected. The maximum speed is constant and equals 80 km/h and we do not consider a minimum speed in the simulations. We set the start times $t^S$ of half the assignments to 0 and sample the start times of the remaining assignments uniformly in an interval of 0 to 24 h. The first half is to account for assignments that are currently on the road while the other half is to account for assignments that are scheduled to depart later. The deadlines $t^D$ are set in such a way that the
Figure 7.7: Population density map from which the start and goal locations are sampled. The brighter the pixel, the larger the population density in that area. Some areas outside Europe and areas without population are shown in blue. The horizontal axis in the image corresponds to the longitude and the vertical axis to the latitude. Therefore the shape looks different from the more familiar Mercator projection.

interval $t[a] - t[a] = 0.5h$ where $a$ is any valid index. We consider the minimum length that two assignments have to overlap to be considered for platooning, $l_{\text{min}}$, to be 20 km.

We implemented all features and corresponding classifiers that are described in Section 7.3, i.e., interval projection (Proposition 11) and minimum distance orientation partition (Proposition 13). Note that Proposition 12 is a special case of Proposition 11 with $l_{\text{min}} = 0$. For interval projection we tested vectors of the form

$$\begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \begin{bmatrix} -1 \\ 1 \\ 0 \end{bmatrix}, \begin{bmatrix} -\cos(\alpha) \\ -\frac{v_{\text{max}}}{\cos(50^\circ)} \sin(\alpha) \\ \frac{v_{\text{max}}}{6371}\pi \end{bmatrix}$$

with $\alpha = 0, \pi/4, \ldots, 7\pi/4$. The positions $P_{\text{geo}}^S, P_{\text{geo}}^E$ are expressed here as latitude and longitude and measured in degrees. The vectors parametrized by $\alpha$ are approximately orthogonal to a trajectory at maximum speed at the latitude of 50 degrees with heading angle $\alpha$ and should work well for trajectory pairs that have similar orientation, that cover the same area, and that are only separated by a small time margin. We refer to the corresponding classifiers in the following discussion as $c_{100}, c_{010}, c_{001}, c_{110}, c_{-110}, c_{\alpha 0}, \ldots, c_{\alpha 7}$ respectively. For the orientation-based clas-
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Table 7.1: Number of positives for different classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Number of Positives</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>499,500</td>
</tr>
<tr>
<td>$c_{110}$</td>
<td>108,403</td>
</tr>
<tr>
<td>$c_{a4}$</td>
<td>134,019</td>
</tr>
<tr>
<td>$c_{100}$</td>
<td>104,380</td>
</tr>
<tr>
<td>$c_{a5}$</td>
<td>107,287</td>
</tr>
<tr>
<td>$c_{010}$</td>
<td>103,240</td>
</tr>
<tr>
<td>$c_{a6}$</td>
<td>105,883</td>
</tr>
<tr>
<td>$c_{001}$</td>
<td>103,453</td>
</tr>
<tr>
<td>$c_{a7}$</td>
<td>109,934</td>
</tr>
<tr>
<td>$c_{110}$</td>
<td>98,343</td>
</tr>
<tr>
<td>$c_{a3}$</td>
<td>109,626</td>
</tr>
<tr>
<td>$c_{o}$</td>
<td>453,246</td>
</tr>
</tbody>
</table>

sifier, we use 100 equally sized cells to partition $[0, 2\pi]$. For each cell, the fraction of the route distance that falls in this cell is computed. Matches up to $l_{\text{min}}/2$ starting in ascending order of route distance contained in the cells are excluded. We refer to this classifier as $c_o$.

This simulation focuses on demonstrating that the culling phase is able to filter out a significant amount of assignments before they are passed on to the exact algorithm. Therefore, we do not focus on optimizing the implementation for speed and refrain from reporting running times of the simulations as they might be misleading and we know from related work [148] that these computations can be performed fast enough for the problem at hand if the false-positive rate of the classifiers is small.

We test 1000 transport assignments. All classifiers are evaluated in parallel. Next, the sequence of classifiers that filters the most assignments at every stage is computed. The number of positives for each classifier is listed in Table 7.1. Figure 7.8 shows the number of remaining pairs at each stage, the ground truth, and the sequence of classifiers for this sample. The optimization of the classifier order would typically be done when the system is designed and is to some extent specific for the exact transport setting. In a running platoon coordination system the order in which classifiers are applied would remain fixed.

We can see in Figure 7.8 that two classifiers, $c_{110}$ and $c_{a7}$, combined are able to reduce the number of pairs by one order of magnitude. The first classifier, $c_{110}$, only takes into account longitude and latitude of the routes. The second one, $c_{a7}$, is orthogonal to the first one, $c_{110}$, in the plane but also takes into account timing. The third classifier, $c_{a3}$, is also of the projection type, which is able to identify that a pair of assignments cannot platoon if they are geographically close but differ in timing, and it covers the opposite orientation compared to the previous classifier. The fourth classifier, $c_{100}$, covers a third direction in the plane. It is interesting to see that the fifth classifier, $c_{o}$, is the orientation-based classifier. Alone, it performs much worse than the other classifiers as can be seen in Table 7.1. Two transport assignments that take the same route in opposite directions and that “meet” on the way are impossible to identify as a negative with the projection based classifiers. The orientation-based classifier might be able to achieve that. The classifier that only takes into account start and arrival time, $c_{001}$, is selected last, since most of the
Figure 7.8: The number of remaining pairs when the classifiers are consecutively applied from left to right. The order the classifiers are chosen in a way that each stage removes as many pairs as possible. The classifier applied at each stage is indicated on the horizontal axis. The dashed line shows the ground truth from the exact algorithm.

7.5 Summary

Comparing the routes and the time bounds of a large number of assignments in order to find candidates for platooning is computationally expensive. This chapter presents a more efficient approach, which is to narrow down the set of candidates based on features. A feature is low dimensional data like a boolean truth value or cases it rules out are already covered by the classifiers $c_{\alpha_0}, \ldots, c_{\alpha_7}$, and also because half the assignments start at the same time. We see that the benefit from adding more classifiers diminishes quickly as classifiers are added. All classifiers combined can reduce the number of pairs by two orders of magnitude and get within one order of magnitude from the ground truth. The false-positives are mostly very curvy routes that intersect geographically and are separated little in time in the area of the intersection. To be able to correctly identify such pairs as negatives is often not possible with the features presented in this chapter. Figure 7.9 shows an example of a false-positive. We get consistent results for different runs of the simulation.
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Figure 7.9: Example of a false-positive. The black lines show the routes of the two transport assignments. The start locations are marked with stars. The two routes do not overlap. However, the routes cannot be separated by a hyperplane, and since both routes are quite curvy the orientation-based classifier cannot conclude that these route do not overlap.

... an interval that can be efficiently processed in the form of classifiers. The smaller set of candidates is then used as an input to computing fuel-efficient platoon plans for all vehicles that are coordinated.

We show how several classifiers can be combined to get even smaller sets of candidates, and, in some cases, classifiers have to be combined to be able to conclusively rule out that a pair of transport assignments is able to platoon. Two features and corresponding classifiers are derived. One is based on the projection of the route and time bounds onto a line. The other classifier is based on the intersection of route segment orientations with a partition of all possible orientations. The performance of orientation-based classifier is improved by assuming that the common part of the routes of two assignments must have a minimum length to be relevant for platooning. Simulations indicate that the method developed in this chapter can significantly narrow down the set of candidate platoon pairs.
Chapter 8

Evaluation

In this chapter, we present three simulation studies and an experimental study to illustrate and verify the coordinated platooning system. Due to complexity of the system and its combinatorial nature, simulations and experiments are an important tool for evaluating the proposed coordinated platooning system. We use simulations to understand the large scale behavior of the system sacrificing some detail on vehicle level. Experiments are close to a real world use of the system. However, they are currently limited for practical reasons to a rather small number of vehicles.

In Section 8.1, we analyze the plan composition with Algorithm 1 on an artificially generated road network. Section 8.2 presents a simulation scenario in which assignments are generated according to a population density map and routes are computed in a real road network. In Section 8.3, the dynamic update of plans is simulated and sensitivity to disturbances is analyzed. In Section 8.4, we analyze results from an experiment in which three heavy-duty vehicles were coordinated to form a platoon on public highways.

8.1 Simulations on an Artificial Road Network

In this simulation study, we use an artificial road network, which can be useful for studying systematic parameter variations [79]. The road network was generated randomly by sampling 100 location points uniformly in a square of side length 800 km. All combinations of these locations were sorted by their Euclidean distance. Then, starting from the combination with the shortest distance, the combinations of locations were connected by two road segments (one in each direction) with length according to the Euclidean distance, if there had not already been a path between the two locations that was at most 1.5 times longer than the Euclidean distance. The road network is shown in Figure 8.1.

We evaluate the algorithm to select coordination leaders, Algorithm 1 with greedy and random node selection with Monte Carlo simulations. In the figures
and the following discussion we use “greedy”/“random” to refer to selecting the node with largest objective improvement $\Delta u$ or a random node in each iteration with $\Delta u > 0$. Default and adapted plans are computed according to Section 4.3. We consider a nominal speed of $v_0 = 80 \text{ km/h}$ according to which arrival times are set, i.e., the constant speed of a coordination leader $m$ is $v_m = 80 \text{ km/h}$. For the linear affine fuel model fuel model, we consider that $F_0 = 1$, $F_1 = 1/(80 \text{ km/h})$, and $F_p^0 = 0.9F_0$, $F_p^1 = 0.9F_1$. We get that the fuel optimal rendezvous speeds according to (4.4) are $80 \pm 35.777 \text{ km/h} = (44.223 \text{ km/h}, 115.777 \text{ km/h})$.

We conduct simulations for different numbers of assignments $|\mathcal{N}_c|$. For each number of assignments $|\mathcal{N}_c|$, 100 simulations are conducted. The starting times are sampled uniformly in the interval of $[0, 1]$ h. Start and destination nodes are randomly selected from a subset of 10 nodes marked with blue circles in Figure 8.1. The arrival times are calculated assuming a speed of 80. We set $v_{\text{min}} = 70 \text{ km/h}$, $v_{\text{max}} = 90 \text{ km/h}$. In each simulation, we run Algorithm 1 using either greedy or random node selection. Figure 8.2 shows a plot of the fuel savings compared to the case
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![Average relative fuel savings for different numbers of assignments $|N_c|$](image)

where all vehicles travel at a speed of 80 km/h and do not platoon. Additionally, we calculate fuel savings that would result from spontaneous platooning according to the following scheme. We assume that all vehicles travel with the nominal speed of 80 km/h. For each segment in the road network and for all vehicles traversing a particular road segment, we collect the times when the vehicles traverse the segment. Then, in the order of these points in time, we group vehicles into platoons in such a manner that the difference in the traversal time within the platoon is at most $0.01 \, h = 36 \, s$. We assume that these platoons can platoon over the whole road segment with no coordination phase. Figure 8.3 shows $|\Delta d^S|$ averaged over all coordination leader coordination follower pairs within one simulation and over the simulations for a specific $|N_c|$. The quantity $|\Delta d^S|$ is a measure for how much the coordination follower adapts. Furthermore, we conduct simulations for different sizes of the band $[v_{\text{min}}, v_{\text{max}}]$ around the nominal speed of 80 km/h in which vehicles can select their rendezvous speed. $|N_c|$ is fixed to 400. Figure 8.6 shows the relative fuel savings for different sizes of the band averaged over 100 simulations for each size.

In Figure 8.2, we can see that the relative fuel savings increase with the number of assignments. The relative fuel savings increase quickly with $|N_c|$ for small values of $|N_c|$ and then increase slowly for larger values. While the relative fuel savings with total gain keep increasing for large values of $|N_c|$, they are almost constant for pairwise gain. Note that the relative fuel savings in the simulations are upper
bounded by 10%. To reach this upper bound, each vehicle needs to be a platoon follower during its entire journey. The difference between greedy and random node selection is small. For small $|\mathcal{N}_c|$, the ratio between the relative fuel savings due to the coordination algorithm and those due to spontaneous platooning is relatively large and gets smaller for increasing $|\mathcal{N}_c|$. Figure 8.3 shows that the average $|\Delta d^S|$ is relatively large for small $|\mathcal{N}_c|$ and that it drops quickly to smaller values as $|\mathcal{N}_c|$ increases. Figure 8.4 shows the average number of coordination leaders for different $|\mathcal{N}_c|$. We see that the number increases with $|\mathcal{N}_c|$ sub-linearly. The number of iterations until the algorithm terminates, shown in Figure 8.5, is almost proportional to the number of coordination leaders, the difference being that random node selection leads to a significantly higher number of iterations than greedy node selection. Figure 8.6 shows that fuel savings quickly increase for small $v_{\text{max}} - v_{\text{min}}$ and only increase moderately for larger bands.

We can conclude that the coordination of platooning is crucial for a small number of vehicles and can significantly improve the overall fuel savings for a large number of vehicles compared to spontaneous platooning. With coordination, already a small number of platooning-enabled vehicles can achieve significant reduction in fuel consumption. Random and greedy node selection give similar results but random node selection leads to more iterations. However, random node selection might be interesting for a distributed and parallel implementation since it does not require coordination amongst all nodes to determine which node is updated.
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Figure 8.4: Average number of coordination leaders (CLs) for different numbers of assignments $|\mathcal{N}_c|$.

Relatively small adjustments of the speed are sufficient to achieve most of the fuel savings possible. One should also keep in mind that fuel consumption per distance traveled is highly non-linear over the whole range of speeds a vehicle can attain and a first order fuel model is only accurate in a small range of speeds. Fuel consumption per distance traveled changes with speed in such a way that we expect large adjustments of the speed to be even less beneficial than predicted by the linear model.
Figure 8.5: Average number of iterations until the algorithm terminates for different numbers of assignments $|\mathcal{N}_c|$

Figure 8.6: Average relative fuel savings for different $v_{\text{max}} - v_{\text{min}}$ with $K = 400$
8.2 Simulations on a Real Road Network

In this section, we evaluate the computation of platoon plans on a real road network using Monte Carlo simulations. Additionally, we test the joint platoon plan optimization as discussed in Section 6.4. We show that the coordination of heavy-duty vehicle platooning can lead to significant reductions in fuel consumption compared to the current situation where vehicles do not platoon, as well as compared to spontaneous platooning where vehicles only form platoons if they happen to be in the vicinity of another.

We generate transport assignments randomly. The start and goal locations are sampled within mainland Sweden. The probability of an assignment starting or ending at a particular location is proportional to the population density \([204]\), see Figure 8.7. The resolution is 0.1 degrees in longitude and latitude and the road network node that is closest to the sampled coordinate is chosen. We calculate the routes with the Open Source Routing Machine \([151]\). Assignments for which no route can be found are disregarded. If the route is longer than 400 kilometers, a 400 kilometers long subsection of the route is randomly selected. This is to take into account that merge points too far from the current position should not be considered for coordination since the uncertainty becomes too large due to traffic, new assignments, and rest periods of the driver. Start locations along the route are considered to take into account that the platoon coordinator frequently re-plans for assignments that are already en route and suspended for the driver to take a rest.

The fuel model is an affine approximation around 80 km/h of the analytical fuel model in \([35]\). We have for the fuel per distance traveled in kilograms diesel per meter

\[
\begin{align*}
    f_0(v) &= 8.4159 \times 10^{-6} v + 4.8021 \times 10^{-5} \\
    f_p(v) &= 5.0495 \times 10^{-6} v + 8.5426 \times 10^{-5}.
\end{align*}
\]

According to this model, the relative reduction in fuel consumption of a platoon follower is 15.9 percent at a speed of 80 km/h.

We consider a default speed of 80 km/h and we assume that the speed can be freely chosen between \(v_{\text{min}} = 70 \text{ km/h}\) and \(v_{\text{max}} = 90 \text{ km/h}\) throughout the entire journey. We sample the start time of the assignments uniformly in an interval of 2 hours and compute the arrival deadlines according to the default speed.

The pairwise plans are such that vehicles platoon as long a distance as possible. Once a coordination follower splits up from the coordination leader, it drives fast enough to arrive in time at its destination and at least at default speed. The split points are selected in a way that vehicles arrive in time. Thus, vehicles are guaranteed to meet their deadlines and the initial value for the joint platoon plan optimization is feasible. Figure 8.8 shows an example of the routes of a coordination leader and its coordination followers and where the coordination followers join and leave the platoon.
Figure 8.7: Population density map from which the start and goal locations are sampled. The brighter the pixel, the larger the population density in that area. Areas not belonging to mainland Sweden are shown in blue. The horizontal axis in the image corresponds to the longitude and the vertical axis to the latitude. Therefore the shape looks different from the Mercator projection commonly used to draw maps.

Analogous to Section 8.1, we compare our proposed platoon coordinator to fuel savings that arise from spontaneous platooning, i.e., that vehicles happen to get into each others vicinity and then spontaneously form platoons. To this end, we collect all the road segment arrival times according to the default plans for each road segment in the scenario. We sort these times and collect them in ascending order in groups of at most one minute difference in their road segment arrival time. We assume that each of these groups forms a platoon driving at default speed and that the default trajectory is not altered by the platooning. This is a generous estimate, since it neglects any kind of coordination effort, which would be present for time gaps up to one minute.

We implemented the platoon coordination algorithms in Python 2.7 and use CVXOPT [22] for convex optimization. The execution of Algorithm 1 takes less than a second for 2000 transport assignments. Even faster computation times could be achieved by optimizing the implementation.
Each simulation consists of the following steps:

1. Random generation of transport assignments,

2. Computation of routes and default plans,

3. Computation of the coordination graph,

4. Computation of coordination leaders according to Section 6.3,

5. Joint platoon plan optimization according to Section 6.4.

We evaluate how different numbers of assignments affect the amount of platooning and the fuel savings relative to the default plans. For comparison, we compute
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Figure 8.9: This plots visualizes the adjacency matrix of a coordination graphs with 100 assignments. Nonzero entries are indicated with a black or a red dot, each corresponding to an edge in the coordination graph. Edges whose corresponding plans are selected by the Algorithm 1 correspond to the red dots.

the fuel savings of spontaneous platooning. We run Algorithm 1 with greedy node selection. The results are averaged over 150 simulation runs.

Figure 8.9 visualizes an example coordination graph. In addition, it shows which assignments are selected in step 4). We can see that only a small fraction of assignment pairs can save fuel by forming a platoon. As the number of assignments grows, more opportunities are available for each assignment, which can translate into larger fuel savings [136].

Figure 8.10 shows the effect on the fuel savings when the numbers of transport assignments that are coordinated is varied. It is possible to make a number of observations based on these data. First of all, the fuel savings increase rapidly with the number of transport assignments when the absolute number of assignments is small. As more and more assignments are added, this trend stagnates and the relative fuel savings increase only slowly. Ideally, this should approach asymptotically the maximum fuel savings of 15.9% as the number of transport assignments goes to infinity, since then virtually every vehicle is a platoon follower for its entire journey. We can see a clear improvement in the fuel savings by the joint optimization of the platoon plans. Spontaneous platooning gives fuel savings that are less than half of what can be achieved by coordination. Also bear in mind that this is a generous
Figure 8.10: The relative fuel savings due to platooning compared to the default plans with varying numbers of assignments. The legend entries “Joint Optimization”/“Pairwise Planning” refer to the relative fuel savings with/without the joint optimization of the platoon plans. “Spontaneous Platooning” are the relative fuel savings based on the estimate of fuel savings due to spontaneous platooning.

We conclude that coordinated platooning can yield significant fuel savings and that coordination is crucial in leveraging these savings. For 2000 transport assignments starting over the course of two hours, we get 7.6% reduction in fuel consumption. A number of 2000 vehicles starting in that time interval on the area of mainland Sweden is a realistic number. The total distance traveled in the simulated scenario is in the same order of magnitude as the total distance traveled by domestic road freight transport in Sweden within two hours, assuming that traffic volume is equally spread over the year [5]. The density of the road freight traffic that is simulated is only a fraction of the total road freight traffic in countries with high population density.

Figure 8.11 shows how the distribution of platoon sizes changes with the number of transport assignments. Here, we evaluate both greedy and random node selection in Algorithm 1. We can see that the larger the number of transport assignments, the more distance is traveled in large platoons. For 2000 assignments, over half the distance traveled is in a platoon. Less than 5% of the distance is traveled in platoons with more than eight vehicles. This is promising since large
platoons might be difficult to control and thus the platoon coordinator would have to either prevent planning for larger platoons or during the sections of the route where the planned platoon size becomes too large, the platoon has to be split into smaller platoons. Since these large platoons only account for a small fraction of the distance traveled, this would not have too large an impact on the total fuel savings. The largest platoon formed has 28 vehicles. A noticeable effect occurs at a number of 200 transport assignments when more distance is traveled in relatively large platoons compared to the distribution with a number of 300 transport assignments. It seems that some kind of phase transition occurs at these points, where enough assignments are in the system to go from one coordination leader with many followers to having several coordination leaders that are better suited for their followers. This phenomenon is much more pronounced when greedy nodes selection is used in Algorithm 1 compared to random node selection.

The simulations show that computing plans for a large number of vehicles to form platoons is feasible with the methods outlined in this thesis. It motivates that real-time platoon coordination enables significant reductions in fuel consumption and might be the key to leveraging the full potential of heavy-duty vehicle platooning.
Figure 8.11: This figure shows the distribution of platoon sizes per distance traveled over the number of assignments in percent. The upper plot shows the results of greedy node selection whereas the lower plot shows those of random node selection in the clustering algorithm. To the right, the size of platoon is indicated for a platoon size up to eight. So, when the distance between the first and the second boundary from below is for instance at 20%, it means that 20% of the distance was traveled as member of a platoon of size 2.
CHAPTER 8. EVALUATION

8.3 Dynamic Simulations and Sensitivity Analysis

This section presents simulation results with over 3000 active vehicles in the German road network. Here, the dynamic nature of the system is simulated, with new assignments becoming known to the system over time and plans being updated at regular intervals. The influence of several design parameters and disturbances on the proposed coordinated platooning system is tested. The simulations focus on behavior on strategic level.

Scenario Description

Different scenarios are created to test the coordinated platooning system. A scenario consists of assignments, design parameters, and disturbances. To generate assignments, pairs of start and goal locations are sampled randomly from a population density map in the geographical area of Germany shown in Figure 8.12. For each pair, a route is computed based on Openstreetmap data for the German road network as way to mimic the characteristics of real world traffic patterns. Only roads labeled “motorway”, “trunk”, “primary”, and “secondary”, as well as the

Figure 8.12: The routes used are shown as black lines. The area considered for the road network and for assignment generation is indicated with a dashed blue line.
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Figure 8.13: The upper plot shows the number of active vehicles, the number of vehicles in a platoon and the number of platoon followers. The lower plot shows the number of starting and arriving vehicles per 5 minute interval. Results are evaluated in the time window indicated by the dotted vertical lines.

corresponding segments are used, with a strong speed penalty on roads classified as “secondary”. Part of the route at the beginning and the end consisting of road segments labeled “primary” and “secondary” are removed. This is to take into account that platooning is likely to be limited to such roads. Assignments with less than 80 km traveled distance are rejected, and a random subroute $4.5 \times 80$ km is selected for assignments longer than $4.5 \times 80$ km. This models that a driver has to rest after 4.5 h of driving. The continuation of such a trip after a rest period would be registered by the fleet management system as a new assignment. The start of the subroute is then used as the start location $P^S$ and the end as the destination $P^D$. Start times $t^S$ are sampled uniformly over an interval of 20 h, in order to study the steady state behavior of the system. Deadlines $t^D$ are computed assuming a fixed speed of 80 km/h.
We consider that the maximum speed profile is $\bar{v} \equiv 90 \text{ km/h}$ according to the formalism introduced in Section 4.4. Default plans are computed according to Definition 3 with $\sigma_d = 8/9$, i.e., the default speed is $80 \text{ km/h}$. Adapted speed profiles are computed according to Definition 3 and in way that the platooning distance is maximized, with $\sigma = 7/9$, i.e., the minimum speed during the merge phase is $70 \text{ km/h}$. These are typical speeds of heavy vehicles on European overland routes. No adaptation of the start time is considered. Platoon plans are updated at a regular interval $T_{\text{upd}}$. The first time an assignment is considered in the planning process is at $t^S - T_{\text{hor}}$, where $t^S$ is the assignments start time and $T_{\text{hor}}$ is a design parameter we refer to as preview horizon. Should no plan be computed before the vehicle starts, the vehicle follows the default plan until the next update. The model for the fuel consumption estimation is a nonlinear analytical fuel model used in [35]. It is plotted in Figure 6.1. It gives a fuel consumption reduction of 12% at 80 km/h for each trailing vehicle in the platoon compared to traveling alone, assuming a 33% air-drag reduction for a fully loaded trailing vehicle. For the selection of coordination leaders, the Algorithm 1 with greedy leader selection is used and initialized with coordination leaders from the previous iteration.

There are two mechanisms to model disturbances. The first mechanism is to reduce the maximum speed to a value between 80–90 km/h. A platoon merge is considered to succeed if the difference in arrival time at the planned merge location is less than $0.5 \text{ km}/80 \text{ km/h} = 22.5 \text{ s}$. This mechanism is intended to simulate smaller disturbances coming from traffic, incorrect information of the vehicles performance, etc. The other mechanism is that some vehicles end their trips before reaching the destination. This is to model that vehicles actually stop due to unexpected breaks by the driver, technical issues, but also that vehicle gets stuck in a severe traffic jam.

**Simulation Results**

Figure 8.13 shows the number of active vehicles over time for 20,000 vehicles starting over the course of 20 h. In this scenario $T_{\text{upd}} = 5 \text{ min}$, $T_{\text{hor}} = 0 \text{ min}$, and no disturbances are added. Since assignments have maximum duration $t^D - t^S$ of 4.5 h, the number of active vehicles converges after 4.5 h to approximately 3800 with some small fluctuations around that value. After 20 h, no more vehicles start and the number of vehicles declines to zero. The total simulated distance driven is 4,695,658 km, which is ca. 13% of the average daily distance traveled by road freight vehicles on inner German trips of more than 150 km distance [3]. Thus the simulated amount of coordinated heavy-duty vehicle traffic is in the right order of magnitude for the road network considered. The average distance of a route in the simulation is 234 km. We can see that the ratio of platooning vehicles to active vehicles is small just after time 0 h and large just after time 20 h. This can be explained by the structure of adapted platoon plans, which typically have a segment at the beginning and the end of the trip where vehicles drive alone. Therefore it takes some time before the first platoons form. The first vehicles that
Table 8.1: Aggregated simulation results from different scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$T_{\text{upd}}$ [min]</th>
<th>$T_{\text{hor}}$ [min]</th>
<th>$N_{\text{sim}}$</th>
<th>$\Delta F_{\text{sim}}$ [%]</th>
<th>$P_{\text{plf}}$ [%]</th>
<th>$P_{\text{pla}}$ [%]</th>
<th>$P_{\text{del}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spontaneous</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>1.41</td>
<td>11.82</td>
<td>22.11</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 1</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>5.09</td>
<td>46.87</td>
<td>65.23</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 2</td>
<td>30</td>
<td>0</td>
<td>20000</td>
<td>4.76</td>
<td>43.93</td>
<td>61.39</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 3</td>
<td>60</td>
<td>0</td>
<td>20000</td>
<td>4.35</td>
<td>40.25</td>
<td>56.66</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 4</td>
<td>300</td>
<td>0</td>
<td>20000</td>
<td>1.73</td>
<td>15.99</td>
<td>23.68</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 5</td>
<td>5</td>
<td>10</td>
<td>20000</td>
<td>5.21</td>
<td>47.88</td>
<td>66.61</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 6</td>
<td>5</td>
<td>30</td>
<td>20000</td>
<td>5.26</td>
<td>48.27</td>
<td>67.51</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 7</td>
<td>5</td>
<td>60</td>
<td>20000</td>
<td>5.27</td>
<td>48.20</td>
<td>67.52</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 8</td>
<td>60</td>
<td>60</td>
<td>20000</td>
<td>5.25</td>
<td>48.12</td>
<td>67.04</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 9</td>
<td>300</td>
<td>300</td>
<td>20000</td>
<td>5.09</td>
<td>46.36</td>
<td>64.71</td>
<td>0.00</td>
</tr>
<tr>
<td>Batch</td>
<td>-</td>
<td>-</td>
<td>20000</td>
<td>5.05</td>
<td>45.85</td>
<td>63.88</td>
<td>0.00</td>
</tr>
<tr>
<td>Deadline</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>7.01</td>
<td>41.83</td>
<td>55.03</td>
<td>0.00</td>
</tr>
<tr>
<td>Simple F.M.</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>4.52</td>
<td>47.62</td>
<td>64.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Deadl. Simple F.M.</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>5.84</td>
<td>49.20</td>
<td>64.21</td>
<td>0.00</td>
</tr>
<tr>
<td>Dropout 20%</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>4.83</td>
<td>44.43</td>
<td>62.67</td>
<td>0.00</td>
</tr>
<tr>
<td>Dropout 50% 1</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>4.40</td>
<td>40.40</td>
<td>58.19</td>
<td>0.00</td>
</tr>
<tr>
<td>Dropout 50% 2</td>
<td>60</td>
<td>60</td>
<td>20000</td>
<td>4.44</td>
<td>40.76</td>
<td>59.09</td>
<td>0.00</td>
</tr>
<tr>
<td>Dropout 50% 3</td>
<td>300</td>
<td>300</td>
<td>20000</td>
<td>3.95</td>
<td>36.23</td>
<td>53.45</td>
<td>0.00</td>
</tr>
<tr>
<td>Max. Speed 20%</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>4.96</td>
<td>45.21</td>
<td>63.39</td>
<td>5.72</td>
</tr>
<tr>
<td>Max. Speed 50% 1</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>4.74</td>
<td>42.70</td>
<td>60.61</td>
<td>14.41</td>
</tr>
<tr>
<td>Max. Sp. 50% Plan.</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>4.82</td>
<td>43.62</td>
<td>63.05</td>
<td>0.00</td>
</tr>
<tr>
<td>Max Speed 50% 2</td>
<td>60</td>
<td>60</td>
<td>20000</td>
<td>4.77</td>
<td>42.75</td>
<td>61.62</td>
<td>14.49</td>
</tr>
<tr>
<td>Max Speed 50% 3</td>
<td>300</td>
<td>300</td>
<td>20000</td>
<td>4.59</td>
<td>40.87</td>
<td>59.20</td>
<td>13.65</td>
</tr>
<tr>
<td>Spontaneous 1000</td>
<td>5</td>
<td>0</td>
<td>1000</td>
<td>0.07</td>
<td>0.60</td>
<td>1.20</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 1000</td>
<td>5</td>
<td>0</td>
<td>1000</td>
<td>1.03</td>
<td>10.49</td>
<td>19.93</td>
<td>0.00</td>
</tr>
<tr>
<td>Spontaneous 5000</td>
<td>5</td>
<td>0</td>
<td>5000</td>
<td>0.40</td>
<td>3.35</td>
<td>6.59</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 5000</td>
<td>5</td>
<td>0</td>
<td>5000</td>
<td>3.10</td>
<td>29.82</td>
<td>48.46</td>
<td>0.00</td>
</tr>
<tr>
<td>Spontaneous 10000</td>
<td>5</td>
<td>0</td>
<td>10000</td>
<td>0.79</td>
<td>6.61</td>
<td>12.80</td>
<td>0.00</td>
</tr>
<tr>
<td>Regular 10000</td>
<td>5</td>
<td>0</td>
<td>10000</td>
<td>4.02</td>
<td>37.79</td>
<td>57.11</td>
<td>0.00</td>
</tr>
<tr>
<td>Integer Program</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>5.18</td>
<td>48.19</td>
<td>65.92</td>
<td>0.00</td>
</tr>
<tr>
<td>One-Pass</td>
<td>5</td>
<td>0</td>
<td>20000</td>
<td>4.39</td>
<td>41.14</td>
<td>60.05</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Finish after 20 h are close to the end of their trip and many do not platoon at this point in time. Between 4.5 h–20 h, the number of platooning vehicles and the number platoon followers is almost constant and follows the trend in the number of active vehicles.

Table 8.1 shows the results from the different simulations scenarios. The number of simulated assignments is denoted $N_{\text{sim}}$. Four statistics are computed for each scenario in the time window 4.5 h–20 h: the reduction of fuel consumption compared to each vehicle driving the simulated distance alone at a speed of 80 km/h, denoted $\Delta F_{\text{sim}}$; the percentage of distance driven as platoon follower $P_{\text{plf}}$; the percentage of distance driven in a platoon $P_{\text{pla}}$; and the percentage of assignments that get
delayed $P_{\text{del}}$. For all groups of scenarios with the same number of assignments, the start times and routes are the same. In the following, we discuss the scenarios in detail.

- **Spontaneous** This serves as a baseline scenario approximating fuel savings that can be obtained with local coordination, so-called spontaneous platooning. It is computed by rejecting all adapted plans that deviate from the default plan more than $0.5 \text{ km}/80 \text{ km/h} = 22.5 \text{ s}$, corresponding to an inter-vehicle distance of 500 meters at 80 km/h.

- **Regular 1–9, Batch** These scenarios differ in their values for the update interval $T_{\text{upd}}$ and the preview horizon $T_{\text{hor}}$. In the “Batch” all plans where computed at once. We can see that more frequent plan updates and longer horizons lead to improved platooning benefits and higher platoon percentage. It is remarkable that “Regular 1” with no preview horizon outperforms the “Batch” scenario. The interpretation is that the when plans are updated, a vehicle can be assigned to another platoon overcoming the limitation that an adapted plan can only adapt to one coordination leader. It also happens that a coordination leader and follower swap roles in an update so that both vehicles adapt.

- **Deadline, Simple F.M., Deadl. Simple F.M.** For “Simple F.M.”, the platoon planner uses a simple fuel model that does not take speed into account and assumes a fuel saving of 10% when platooning. It performs slightly worse than the regular fuel model highlighting the importance for accurate fuel consumption estimation. In the scenario “Deadline”, all deadlines are extended by half an hour. This gives much larger fuel savings than the “Regular 1” scenario but less distance platooned. In “Deadl. Simple F.M.”, the simple fuel model is used and more distance is traveled in platoons. This indicates that the platoon coordinator selects plans with a long merge phase at low speed and hence low fuel consumption in the “Deadline” scenario. Recall that default plans have a minimum speed of 80 km/h, while the speed during the merge phase is allowed to drop to 70 km/h. In “Deadl. Simple F.M.” the distance traveled as platoon follower is slightly higher, while the distance traveled in a platoon is slightly less than in “Regular 1”, which means that the increased flexibility is used to create larger platoons and save more fuel.

- **Dropout 20%, Dropout 50% 1–3** In “Dropout 20%”, 20% and in “Dropout 50% 1–3”, 50% of the vehicles end their trip at a random point on the route not known to the platoon coordinator, simulating unexpected events. Clearly, this negatively affects the fuel consumption reduction, but not dramatically, though. It also highlights the need for feedback. While “Regular 1” and “Regular 9” lead to approximately the same $\Delta F_{\text{sim}}$, “Dropout 50% 1” performs better than “Dropout 50% 3” as the platoon coordinator can react to new situations.
Max. Speed 20%, Max. Speed 50% Plan., Max. Speed 50% 1–3 In these scenarios the maximum speed of 20% and 50% of the vehicles is reduced to a value between 80 km/h–90 km/h, that is sampled randomly for each vehicle. These disturbances lead to a mild reduction in fuel savings compared to the corresponding disturbance-free “Regular” scenarios. In the scenario “Max. Speed 50% Plan.” the true maximum speed of the vehicle is considered in the plan computation, which can partially compensate for the disturbance effects. A full compensation is not possible since the ability of vehicles to catch up to platoon partners is reduced. When the disturbance is not known to the platoon coordinator, some vehicles miss the deadline because a higher speed during the last part of the adapted plan is assumed than what is actually possible.

Regular \{1000, 5000, 10000\}, Spontaneous \{1000, 5000, 10000\} These are scenarios with different numbers of assignments. Not surprisingly, the fuel savings from platooning increase with more assignments as there are more platoon opportunities. However, this value saturates as it is theoretically limited by the fuel consumption reduction of trailing vehicle in the platoon. We can also notice that the coordination significantly improves the fuel savings from platooning even for a small number of assignments.

Integer Program, One-Pass These two scenarios are identical to the “Regular 1” scenario. The difference is in the algorithm used to solve the coordination leader selection (Problem 6.1) is different from Algorithm 1. For “Integer Program”, the exact solution is computed using a general purpose mixed integer programming solver. We see that the exact solution outperforms the greedy heuristic with a small margin in terms of fuel consumption reduction. In the scenario “One-Pass”, Algorithm 2 is used, which performs worse than the greedy heuristic, which is consistent with the results in [113].

The simulations indicate that the proposed coordinated platooning system has the potential to make efficient use of platooning. It improves significantly compared to the case where platooning technology is used only with local coordination. By updating plans frequently, the system can efficiently coordinate platooning with a short preview horizon and under the presence of disturbances.

Remark 33. While the simulations do not focus on assessing the computational requirements of a platoon coordinator, they indicate that such a system is feasible to implement. Most time is spent in computing candidate adapted platoon plans, an operation, which can be highly parallelized and for which heuristics can be developed, especially, in a dynamic setting. Even the exact solution of Problem 1 with the general purpose mixed integer programming solver Gurobi 7.0 has without further tuning a maximum computation time of 12.88 s and a mean computation time of 6.97 s. These was evaluated in the simulation time interval 4.5 h–20 h and running the optimization on an Intel Pentium Core i3 processor with 8 GB of RAM.
8.4 Experimental Evaluation

This section describes an experimental evaluation of the coordinated platooning system. In the scope of the COMPANION European research project [78], a demonstrator was developed, which can coordinate test vehicles on public roads. It implements the strategic, tactical, and operational layer as introduced in Section 3. We present results from an experiment with that demonstrator where three vehicles starting from different positions are coordinated to form a platoon en route without stopping. Plans are computed on-the-fly by an off-board system and executed by the vehicle’s on-board system. To our knowledge, it is one of the first demonstrations of en route heavy-duty vehicle platoon formation. The experiment shows the feasibility of the proposed coordination system for en route platoon formation under realistic conditions. It also highlights the need for sophisticated planning using high quality data sources and the importance of such a system to dynamically react to real-time information from vehicles and other data sources.

Experiment Scenario

The experiment was conducted on public motorways in Spain west of Barcelona in September 2016. Figure 8.14 shows a map with routes and the start positions of the assignments. It involved three tractor trailer combinations equipped with a custom on-board system, on-board human-machine interface [189], and vehicle-to-vehicle
and vehicle-to-infrastructure (mobile broadband) communication capabilities. Figure 8.15 shows a picture taken from the cabin of the vehicle whose route is plotted in green in Figure 8.14 during the platooning phase. All three vehicles started at different positions close to motorways and were given the same destination and the same arrival deadline. The initial start times were determined by the coordinator as part of the initial plan computation. The flexibility of freely adjusting the start time was necessary in order to create a situation where platooning would occur with only three vehicles. Since platooning capabilities are currently only present on a few test vehicles, experiments with larger numbers of vehicles are not feasible. The experiment took place in regular traffic around 10 a.m. in the morning on a weekday, i.e., under realistic conditions. The off-board system was running on multiple cloud computing instances.

**Experimental Results**

The initially computed plans entailed that first two vehicles, whose data are shown in blue and green in the figures, would merge at the motorway intersection depicted in Figure 8.16a and platoon until their destinations. On the way, the first two vehicles would pass the start location of the third vehicle, whose data are shown in purple in the figures. In the following, we refer to the vehicle as the blue, green, and purple vehicle according to the color used in the plots. The purple vehicle
(a) At the first merge point, both vehicles first have to pass a road toll booth before merging onto the same road in the lower left of the image.

(b) At the second merge point, the starting position of the red vehicle is located on the upper right of the image on a parking lot next to the highway. The lack of an acceleration lane made it necessary to start before the scheduled departure time.

Figure 8.16: Aerial photography of the two merge points with the GPS traces of the first two vehicles.
Figure 8.17: The distance driven along the vehicles’ routes. The starting distance was adjusted in a way that two vehicles at the same location on the common section of the route have the same driven distance.

would join the platoon at that point shown in Figure 8.16b. Figure 8.17 shows the distance driven over time with a common reference on the overlapping part of the route. We can see that due to the alignment of the start times, no planned adaptation prior to the merge points had to be done. We also see that the relative distances of the vehicles in a platoon are very small compared to the total distance driven, which supports the assumption made in the planning that vehicles are at the same position when they platoon.

Figure 8.18 shows speed measured by the GPS receivers, the merge times according to the on-board system and the deviation from the latest computed plan by the off-board system. New plans were computed only when a vehicle exceeded a deviation of 30 s. We can see that the blue vehicle starts ca. 15 s too late and the second vehicle ca 17 s too early. This is partly because the starting point was on the motorway due to restrictions in the routing module and the off-board plan neglects the initial acceleration phase of the vehicle. However, also in a setting where the vehicle is operated by a human driver, such small deviations in the planned starting time are likely to occur. Both vehicles’ on-board controllers manage to reduce the deviation considerably during their journey. The large spike in the de-
The measured speed and measured deviation from the plan of all three vehicles. The actual merge times according to the on-board system are indicated as vertical black lines.

The deviation of the blue vehicle at 1125 s is a glitch in the deviation computation of the on-board system and triggered a re-computation of the plans. The purple vehicle starts 36 s too early. This was done intentionally since the second merge point shown in Figure 8.16 has no acceleration lane and the back-end plan did not consider the initial acceleration phase needed. Furthermore, the driver has to wait for a gap in the stream of traffic to be able to enter the highway without acceleration lane. Normally, this would be resolved by the platoon coordinator updating the plans, however, due to the small number of test vehicles in the demonstration and the short distance driven after that point, this was handled by starting ahead of time and then having the on-board controller lower the vehicle speed compared to the plan. Finally, one can notice that strong occasional variations in speed in the second half of the experiment when all three vehicles are platooning. This is due to a minor time synchronization problem that sometimes triggered the platoon controller to increase the headway as a safety precaution. Since the purpose of the demonstration was the coordinated formation of platoons, this was not considered to be a problem for the experiment.

Figure 8.19 shows a detail of Figure 8.17. Additionally, the planned and the
actual merge time are indicated. We can see that in both cases the vehicles merge a little later than planned. The second merge happens later than expected since the vehicle has to start ahead of time, as previously discussed, and then has to wait for the other two vehicles by driving slower than what was planned. For the first merge, the blue vehicle gets delayed due to incorrect information on the speed restriction after the toll booth. It seems that this was caused by a wrong association of the current segment. This error would also explain the incorrect computation of the deviation. Figures 8.20 and 8.21 show more detail at this point. Already when arriving at the toll booth, it is slightly delayed. After passing the toll booth where the speed dips below 20 km/h, the back-end plan used the average speed driven by probe vehicles at this point while the on-board system recommended the maximum speed according to the incorrect legal speed limit of 30 km/h indicated in the map. Since the speed was controlled manually at this point passing the toll booth, the driver kept a low speed of 65 km/h. This speed was higher than the recommended 30 km/h in order to be safe in traffic but it was lower than the one in the platoon plan. Therefore, the vehicle got delayed and had to catch up to the blue vehicle. Furthermore, it is clearly challenging to accurately predict the speed profile at a

Figure 8.19: Zoom into Figure 8.17. Additionally the planned merge times are indicated with dashed black vertical lines and the actual merge locations according to the on-board system are indicated as vertical black lines.
toll booth due to merging zones and possible waiting times highlighting the need for real-time feedback.

Another aspect that can be seen in Figures 8.20 and 8.21 is the update of plans in case of deviations larger than 30 s. The real deviation at this point would actually not be large enough to trigger a deviation, but due to the error in the computation of the deviation it exceeds the threshold for a short time. The time at which the deviation message and the vehicle position is sent is indicated in the plot by a vertical dashed line. The latest position update used in the new plan of the green vehicle is indicated with a green dashed vertical line. We can see that the planner assumes that the reported speed is kept until the beginning of the next segment, which becomes the first segment of the vehicle’s route in the new plan. The computed plan assigns the green vehicle to be coordination leader and to follow a default speed profile to arrive at the destination in time. The blue vehicle gets the role of coordination follower and is supposed to select a higher speed to catch up with the green one. However, as indicated by the solid vertical lines, the blue vehicle receives the plan after this catch up phase due to delays in the computation and communication. Therefore, the updated plan does not have any effect and the merge is facilitated by the on-board controller.

Figures 8.20 and 8.21 show also how the on-board controller compensates for small deviations from the reference plan. The reference speed can be adjusted with up to $\pm 9$ km/h, which proves sufficient to track the computed plans in the experiment.

Conclusions from the Experiment

We can conclude from this experiment that coordinated en route formation of vehicle platoons is feasible under realistic conditions. Additionally to the experiment discussed in this section, several test runs in Sweden and in Spain have been made, which suggest that the successful formation of platoons was not just a lucky coincidence. This complements the simulation results from Chapter 8, which features large number of vehicles at the expense of modeling less detail on the lower control layers, which is fully present in the experimental results.

The results also show that further research is needed on how much and what kind of data should be considered in the planning process. Doing a more detailed planning can be quite challenging, in particular, when it comes to considering the vehicle dynamics that depend, among others, on the vehicle’s trailer, load, and engine characteristics and when influence of traffic should be taken into account. During a test run, a plan contained a segment with very low speed that was due to a traffic jam that was dissolved only a shortly before the vehicle passed that area without being detected in time by the traffic information system. The system recommended this low speed, which had to be overwritten by the driver to maintain traffic safety. Even static map data such as the legal speed limit can change with time and can thus be sometimes outdated. The alternative is to rely more on the
8.4. EXPERIMENTAL EVALUATION

Figure 8.20: The first merge. This plot shows the distance driven relative to vehicle that would drive from time 0 with speed 74 km/h and is otherwise similar to Figure 8.17. The data are shown relative to a virtual vehicle for visual presentation reasons only. Additionally, the planned distance driven is shown with dashed lines for the original plan and the first update. The first data points of the update are marked with crosses. The vertical dashed lines indicate when the latest position was sent that was used in the replanning. The solid vertical lines indicate when the new plan was received on the respective vehicle. Note that the time scale of the left plot is different from the others.

ability to dynamically react to disturbances by means of real-time feedback from the vehicles.

It should also be mentioned that the nominal speed of the vehicles in the experiment was 16.7% lower than the maximum speed giving them the ability to both speed up and slow in down in order to adjust their timing. When a coordinated platooning system will be used commercially in the future, the default speed might be closer to the maximum which means that adjustments are mainly made by reducing the speed. This puts even more importance on the platooning systems ability to adapt and reconfigure plans across multiple vehicles since a vehicle that gets delayed can not simple compensate by increasing its speed.

At this point, I would like to thank the participants of the COMPANION
Figure 8.21: The first merge. The two upper plots show the measured speed, the on-board speed reference, and the speed reference according to the plan computed by the back end system. The plot on the bottom shows the measured deviation from the plan. In all three plots, the vertical dashed lines indicate when the latest position was sent that was used in the replanning. The solid vertical lines indicate when the new plan was received on the respective vehicle. Note that the time scale of the left plot is different from the others.

project [78] for their contributions in developing the demonstrator and performing the experiments. In particular, we like to mention Marcos Pillado and Stanislav Vovk for experiment planning and execution, Sergej Saibel, Thomas Friedrichs, Sönke Eilers, and David Spulak for implementation of the off-board system, Henrik Pettersson, Samuel Wickström and Shadan Sadeghian Borojeni for on-board system development, and Edzard Neumann and Thilo Schaper for work on route calculation and traffic estimation.
8.5 Summary

This section evaluates the platoon coordination methods developed in this thesis with three simulation studies and an experiment under realistic conditions. The first simulation study assesses the platoon plan computation algorithms on an artificial road network. It focuses on the influence of the number of coordinated vehicles and the flexibility to adapt the speed on the computed plans comparing two variants of the coordination leader selection algorithm. The second simulation study investigates the consequences of the computed plans on a real road network. Both studies show that the coordination algorithms are key to leveraging the fuel consumption benefits when there are only a limited number of platooning-enabled vehicles and that the algorithms can scale to traffic volumes of heavy-duty vehicles, as encountered in reality. The third simulation study evaluates the periodic plan updates the system performs and investigates the ability of the coordination system to handle disturbances. It shows that frequent replanning can compensate for the lack of preview information when vehicles start, improve the fuel consumption reduction, and it can compensate, to some extent, for unforeseen events such as a vehicle dropping out from a platoon.

The experimental evaluation shows data collected at a demonstration at which three heavy-duty vehicles were successfully coordinated to form a platoon en route on public highways under normal traffic conditions. The coordination was performed by a complete prototypical implementation of the coordination system introduced in this thesis and thus verifies the feasibility of the approach, but also highlights some aspects that need further development on the way to a commercial implementation of a coordinated platooning system.
Chapter 9

Conclusions and Future Work

This chapter concludes the thesis. Section 9.1 recapitulates and discusses the presented results. Section 9.2 provides some possible directions for future work on the topic of coordinated heavy-duty vehicle platooning.

9.1 Conclusions

This thesis develops and evaluates the system-wide coordination of heavy-duty vehicle platooning. Heavy-duty vehicle platooning is an emerging technology, which leverages recent developments in information and communication technology to address the major challenges freight transportation systems face. These challenges include the need to reduce emissions, congestion, and to improve safety. For heavy-duty vehicle platooning to have a significant impact, an effective and practical way to coordinate the formation of platoons is needed.

In order to integrate platooning in the complex road freight transport system, a hierarchical architecture is proposed. The platoon coordinator acts as a central system that receives assignments from fleet management systems and computes platoon plans maximizing the predicted fuel consumption reduction from platooning while ensuring timely arrival. These plans are forwarded to the vehicles’ on-board systems where the platoon manager executes them. By updating the plans based on real-time data such as vehicle positions and platoon state, the system is resilient to disturbances and new assignments can be added on the fly. Thus, the proposed solution integrates well into the relatively decentralized and dynamic road freight transport system.

The synthesis of platoon plans is a complex problem. This problem is successfully approached by dividing the computation into tractable stages: route computation, candidate plan generation, fuel consumption estimation, and plan composition. This way, relevant shares of heavy-duty vehicle traffic encountered in reality can be handled by the coordination system. Furthermore, well developed methods for route computation in road networks can be used this way.
The candidate plan generation stage considers vehicle pairs, one vehicle adapting to the other in order to drive in a platoon for some distance. Platoon plans for vehicle pairs can be derived taking a great deal of detail into account, such as planning with fuel-optimal speed, location-dependent speed, and uncertain travel time. Methods for computing pairwise plans considering the most relevant factors are provided. Extending these methods to handle other constraints, factors, and degrees of freedom is possible along similar lines of reasoning. We discuss some relevant extensions in the next section.

In the plan composition stage, platoon plans for vehicle pairs are systematically combined based on the estimated fuel consumption for each individual pairwise plan. The task of composing the pairwise plans is formulated as a combinatorial optimization problem which is proven to be NP-hard and might be difficult to solve exactly. Therefore, efficient heuristic methods are proposed. Approaches for solving this combinatorial optimization problem are quite generic. Much detail is covered by the candidate plan generation stage and the fuel consumption estimation stage. Changing some of these details does not require any modifications to the plan composition stage. For instance, in this work, plans for vehicle pairs are combined in a way that minimizes the overall fuel consumption. Taking other measures such as driving time, emissions, and safety into account is straightforward as far as the plan composition stage is concerned. In the process of combining pairwise platoon plans, vehicles are clustered into coordination groups and the platoon plans for each cluster can be further improved, for instance, by jointly optimizing the speed profiles without changing where vehicles platoon.

One of the resource demanding steps in this approach is to identify all pairs of vehicles that can platoon based on their routes and relative timing. The computational effort of this step can be improved by extracting features from assignments and working with these low-dimensional features instead in order to identify candidate pairs. This approach is especially relevant when scaling platoon coordination over large areas where each vehicle can only potentially platoon with a small share of the vehicles in the network due to spatial separation.

The effectiveness of the method is demonstrated in three simulation studies and an experimental evaluation. Significant amounts of fuel can be saved by platooning. Coordinating platooning is shown to be crucial in fully exploiting the potential of heavy-duty vehicle platooning to reduce fuel consumption. The simulations demonstrate that the coordination approach can handle large amounts of vehicles as needed for platooning to have actual impact. Due to the dynamic and decentralized nature of road freight transport, long term planning can be difficult in practice. By updating plans frequently, such long term planning is not necessary with the proposed method. Repeated planning also helps to mitigate disturbances and to overcome some of the limitations imposed by combining pairwise plans.

The approach for platoon coordination was implemented in a demonstrator system in the scope of the COMPANION project. Three vehicles starting at different locations over 10 kilometers apart were successfully coordinated to form a three-vehicle platoon on the motorway. It was one of the first demonstrations of an
9.2 DIRECTIONS FOR FUTURE WORK

There is a variety of ways to continue on the work presented in this thesis. One aspect that can be further investigated are the methods to compute pairwise plans. More advanced ways to compute the speed profile could be considered, for instance, taking vehicle dynamics and road topography explicitly into account as it is done already to improve fuel efficiency for individual vehicles. It is also possible to consider additional degrees of freedom for adaptation such as selecting the route from a small set of alternative routes and allowing the vehicle to stop along the way as part of the coordination. Also, the hard constraint on the arrival deadline could be replaced or complemented by a cost function penalizing deviations from the nominal arrival time. The presented approach to take travel time uncertainty into account for pairs of vehicles fits well into a reinforcement learning framework, where travel time distributions are learned over time along with the optimal speed controller.

On the level of coordination algorithms for many vehicles, further improvement is possible. Other heuristics can be applied to the coordination leader selection problem, for instance meta-heuristics such as simulated annealing, genetic algorithms, etc. Variations on the formulation are possible such as a limit on the number of coordination followers or allowing adapted plans where the coordination follower successively platoons with several coordination leaders. Also the interplay between the dynamic system evolution and the selection of coordination followers can be beneficial to investigate, for instance, ensuring that coordination followers do not prematurely switch coordination leader. There are opportunities to improve plans by local search, for example, by merging coordination followers already into sub-platoons before merging with the coordination leader.

One of the advantages of the approach taken in this thesis is that it is fairly generic. It relies only on a minimum of information about operational constraints of freight vehicles as part of the road freight transport system. However, integrating the fleet management systems and the platoon coordination system further might bring additional benefits at the cost of increased complexity. Integrating the planning of rest times would, for instance, allow vehicles in long-haulage transport to platoon over longer distances. Such an integration is even necessary when platooning is used as a way to extend the time a driver is allowed to operate the vehicle before taking a break. Testing different levels of integration will require to use realistic traffic patterns or historic fleet data in simulations.

An interesting question is also how platooning and platoon coordination should be embedded into the economic structure of road freight transportation. Which organizations should run platoon coordination systems and what happens if there are
several alternative coordination systems? What will be the business models behind platoon coordination? Due to the market structure of road freight transport, it is likely that vehicles in a platoon are not operated by the same company. Therefore, a scheme to balance the benefits from platooning might be needed. One approach is to introduce a market for platooning. How such a market should be designed is a challenging research question. In such a setting, there might be the need for an authentication scheme to ensure that the correct vehicles form a platoon and that platoon partners can be trusted to fulfill the technical requirements for platooning. Furthermore, there are privacy concerns as companies might be unwilling to share operational data. This problem might be possible to address to some extent on technical level.

As it is typically the case when implementing technical systems, a multitude of exceptional cases need to be considered and the presented platoon coordination system is no exception. In particular, ensuring correct integration of the system with different fleet management systems might be challenging. Also heavy vehicles overtaking each other is not permitted everywhere, which can be important to keep a certain reference speed. In a system like this, there can be significant communication delays or even communication failures, which need to be dealt with. There are also open questions related to the practical implementation of platooning in traffic. A commonly voiced concern is, for instance, that platoons can hinder other vehicles from entering the motorway. Therefore, platooning might be limited in some areas, which needs to be taken into account by the coordination system. Some of the practical aspects will first become apparent once platooning systems are more extensively tested in practice. As the adoption of platooning technology including the formation of platoon service providers is rapidly progressing at the moment, more insights on the challenges associated with implementing platooning technology will be available in near future. Efforts to standardize platooning systems and interfaces are needed in this process to enable inter-interoperability of the components from different parties in a coordinated platooning system.

Ultimately, platooning is the forerunner of automated driving technology. Higher levels of automation have the potential to fundamentally change the way road freight transport is operated. It is not unlikely that platoon coordination systems will grow into key enablers for the autonomous operation of freight transport vehicles. Such advanced coordination systems bear the potential to facilitate a more economic, reliable, and environmentally friendly transport system.
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