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ABSTRACT  

The distribution of the population has multiple implications on regional development and 

planning. In-migration is frequently seen as the only possible solution in order to rejuvenate 

the population and stimulate regional development in sparsely populated regions.  

A population increase results in greater tax revenues, meaning that local authorities can plan 

for their inhabitants and expenditures in a more sufficient way. In addition, certain 

professionals are needed in order to support essential local services such as schools and 

hospitals. Place marketing with the intention of attracting in-movers has become increasingly 

popular, especially for rural, sparsely populated Swedish municipalities. Still, the outcome 

from place marketing efforts are dubious and in addition, migration has a temporal aspect and 

individual migration propensity usually fluctuates over time. This begs the question – how 

long do in-movers stay? Is there potential for long lasting development in sparsely populated 

regions connected to in-movers or is it temporary?  

This study focuses on the duration of time until an in-mover re-migrates from Region 8 in 

northern Sweden and which socioeconomic and demographic factors that influences the out-

migration. This is studied by applying an event history method with discrete-time logistic 

regressions. The study follows individuals in working age that moved to any of nine specified 

municipalities in Västerbotten and Norrbotten County, sometime between 2000 and 2011. 

Questions posed for the study is: i) On average, how long did people who moved to Region 8 

between the years 2000-2011 stay in the region? ii) What are the socioeconomic and 

demographic factors that influence the out-migration from the region? iii) Do the influencing 

factors differ between women and men?  

The results show that the time perspective matters as the risk of moving out was highest in the 

initial years and that it declines with time. 30 % of the sampled in-movers had moved out 

again within the time of observation, and on average the in-movers stayed for nine years.  

The regression results indicated that the factors that had the greatest influence on the out-

migration was unemployment, being between 20-26 years old, high education, having and 

unemployed partner, and having children below school age. Women had a slightly lower 

likelihood of moving out compared to men, and the most prominent influential factor to 

outmigration that varied between women and men was unemployment.  
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1. Introduction 

Migration and human mobility is an issue of central importance when we want to understand 

the dynamics of societies and demographics (Smith & Kind, 2012). Internal migration, 

migration within a country, alters the demographic composition in cities, towns or regions in 

several ways. The internal migration flows in Sweden varies in different parts of the country, 

and while some places experience a population increase, others continuously struggle with 

negative net migration. In many countries, rural depopulation is a concern (Niedomysl & 

Amcoff, 2011) and Sweden is no exception. The urbanisation trend has been prominent since 

the 1950s and 85% of the Swedish population today lives in urban areas1 (SCB, 2015). 

The metropolitan regions of Stockholm, Gothenburg, and Malmö have the highest net 

migration in the country (SCB, 2010). The rapid population growth in cities and the southern 

part of the country has largely been sustained by a decrease in the population in northern 

Sweden (Lundholm, 2007). Today, the pace of urbanisation has decreased, and population 

growth in the metropolitan regions can no longer be said to be at the expense of rural or 

sparsely populated areas. Still, some regions struggle with both population decline and an 

ageing population, and have been doing so for decades. Due to the demographic structure 

(e.g. ageing population) in areas that has experienced a population decline for several 

decades, Niedomysl and Amcoff (2011) argue that natural population increase is not likely to 

occur. In this sense, in-migration can be seen as the only answer for rural rejuvenation.  

One important aspect regarding the distribution of the population is that it has various 

implications for regional development potential and planning. Local tax bases and demand for 

services are determined by economic growth and is influenced by the net migration 

(Lundberg, 2003). This means that if the average income increases in a region, the local 

authorities can easier finance and plan for their inhabitants and expenses. When it comes to 

the labour market, rural areas cannot compete with urban areas, as they tend to offer limited 

employment and career opportunities. Since people in working age need to be able to make a 

living, the labour market aspect is perhaps one of the main challenges with rural residency 

(Niedomysl & Amcoff, 2011). A common problem in rural and remote areas is the 

recruitment and retention of labour, particularly skilled labour (Carson, 2011). Attracting 

personnel for essential service sectors like healthcare and education is vital due to local 

human capital shortages (ibid.).  

    The potential development that migrants can contribute to has gotten considerable attention 

from both international and national policy-makers (Piper, 2009). Migration is often viewed 

as part of the pursuit for economic growth and a possible solution to issues concerning 

demographic change and social cohesion (Geddes & Niemann, 2015). The question of how to 

achieve population growth is a political interest for sparsely populated regions that has 

experienced population decline for a longer time. The in-mover solution has gained interest in 

Swedish municipalities, which has resulted in an increase in marketing campaigns aimed at 

attracting in-movers, especially to rural regions (Niedomysl & Amcoff, 2011).  

                                                 
1 Note that the Swedish definition of an urban area is an area that has a minimum of 200 inhabitants and less than 

200 meters between the houses (SCB, 2015). In other words, a rather wide definition of what is considered 

“urban”.  
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    The geographical area in focus of this study is called Region 8, a region made up of nine2 

sparsely populated municipalities in Västerbotten and Norrbotten counties in northern 

Sweden. The region has experienced population decline since the 1960s and has historically 

been dominated by primary and manufacturing sectors related to local natural resources. As 

other municipalities with similar regional development, demographic issues are high on the 

agenda. In late January 2017, Region 8 launched a website called “Move up North”, aimed at 

promoting a high quality environment to live and work in, in an attempt to increase regional 

growth and development.  

    Still, previous research shows that the outcome and longevity of place marketing efforts are 

uncertain (Niedomysl, 2007). Suppose that place marketing campaigns and other attempts to 

attract in-movers are successful; retaining in-movers in a region is not something that is 

granted. Jensen and Pedersen (2007) argue that migration often is viewed as permanent, while 

in fact it tends to be temporary. Time is essential to consider when wanting to understand 

people’s migratory behaviour, as the propensity to move tend to change over time (Kley, 

2011). Within geography and population studies the time perspective is reflected in the fact 

that a life course perspective frequently has been applied by scholars (see e.g. Fischer & 

Malmberg, 2001; Johansson, 2016). Yet, when it comes to studies regarding internal 

migration, mobility is rarely considered from the perspective of duration. Still, the longer an 

in-mover stay at a place, the greater the possible contribution to the local development is. 

How long in-movers stay and what factors that influence migration are questions that is 

important to consider when trying to understand migration flows, and strategically evaluate 

how to handle and plan for in-movers, and additionally, if efforts for attracting in-movers 

have potential long-lasting effects.  

 

1.1. Aim and questions 

The aim is to study individuals who moved to Region 8 between 2000 and 2011 and examine 

the average length of their stay, and further, how socioeconomic and demographic factors 

influence out-migration from the region.     

The questions posed for the study is as follows: 

- On average, how many years did people who moved to Region 8 between 2000-2011 

stay in the region? 

- What are the socioeconomic and demographic factors that influence the out-migration 

from the region?  

- Do the influencing factors differ between women and men?  

 

 

                                                 
2 Municipality (County): Åsele (Västerbotten), Arjeplog (Norrbotten), Dorotea (Västerbotten), Lycksele 

(Västerbotten), Malå (Västerbotten), Norsjö (Västerbotten), Sorsele (Västerbotten), Storuman (Västerbotten), 

and Vilhelmina (Västerbotten). 
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2. Theoretical Framework and Previous Studies 

In this chapter, theories and previous studies within the field of migration will be introduced 

in order to contextualise and analyse the empirical results. The study mainly contributes to 

two fields in migration research: internal migration and the duration of a migrant’s stay.  

The main theoretical domain for this study concerns migration motives and influencing 

factors. The first subsections of the theoretical framework outlines different theories related to 

constraints and triggers connected to people’s migration decisions; followed by previous 

research regarding duration of stay. The final part of the chapter specifically outlines the main 

patterns of contemporary internal migration in Sweden as well as place marketing aimed at 

attracting in-movers and the connection between regional development and migration.  

 

2.1. Migration Behaviour – Triggers and Constraints 

When studying internal migration, researchers often ask who moves, where to, why, and what 

consequences a move might have for the individual mover as well as the origin and 

destination (Morrison & Clark, 2015). The decision to migrate is usually not something that is 

casually taken. Depending on migration distance, moving can mean that the day-to-day life 

changes, both in terms of relations and locations. Migrants are frequently considered rational 

beings, meaning that the gains for moving ought to be significant or they would not move in 

the first place. As Helderman et al. puts it, “displacing the daily activity space makes 

migration costly” (2006:112). However, what is rational for one may not be rational for the 

other and preferences and migratory triggers naturally vary individually. Education, leaving 

the parental home, familial considerations, unemployment, separation, having children, 

retirement – these are all events that in some way trigger or hamper migration.  

 

2.1.1. Life Course Theory 

An important aspect for understanding migratory behaviour is the time aspect, as migration 

tend to be a process that changes over time (Kley, 2011). This is why many scholars have 

used the life course approach to describe and explain how the migration intensity and mobility 

behaviour of individuals vary over a person’s life. The theory of life course migration relates 

events in a migrant’s life to their mobility behaviour.  

    Young adults are commonly the group in society with the highest migration frequency. In 

Sweden, women are expected to move on average twelve times during their life course while 

men are expected to move eleven times (SCB, 2010). Furthermore, young women have a 

higher propensity to move than their male counterparts (ibid.) and previous research 

demonstrates that this also has a geographical aspect. Young women are overrepresented in 

outmigration from rural areas in Sweden, as well as the rest of Scandinavia and Ireland 

(Nilsson, 2001; Rauhut & Littke, 2016).  

    Young people tend to have a weak commitment to places, and as people get older this 

commitment tend to increase (Helderman et al., 2006). Individuals in their late teens or early 

twenties typically leave their parental home for higher education or their first workplace. 

According to Florida (2014) highly educated people tend to be very mobile compared to other 

people, and highly educated young adults are generally known to have higher migration 
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propensity than those with lower educational attainment (Rèrat, 2014). Additionally, it has 

been shown that there are migratory behaviour differences among highly educated men and 

women. Women with a degree tend to be more migratory then their male counterparts (Smith 

& Sage, 2014). Furthermore, the share of people that are long-distance commuters are often 

highly educated compared to non-commuters (Sandow, 2014). This pattern indicates that 

highly educated might have their workplace located further away from their place of 

residence, which over time might influence a long distance move (Mulder & Malmberg, 

2011). 

    Housing and workplace preferences are related to the stage a person is at in their life cycle. 

As young people have a novice status on the labour market, this might trigger a more 

migratory behaviour (Venhorst et al., 2011). Sometime after the young adults’ first 

occupational establishment, they may meet a partner and set up a new household together. 

Locational and residential choices are especially influenced by family composition and the 

presence or absence of children (Kim et al., 2005). A growing family usually triggers a local 

move (e.g. to a larger dwelling) rather than a long distance move (Fischer & Malmberg, 

2001). Women tend to move more at a young age compared to men, and conversely, men tend 

to have a higher propensity to move as they get older. Fischer and Malmberg (2001) explains 

this by the gender system and that women’s tendency to move is more affected by their 

partner’s income or having children than it is for men.  

    Work and family ties are key determinants for mobility, and especially functions as barriers 

for mobility. The transition from individual to household movement generally hampers the 

mobility. When cohabiting, the need for employment opportunities for the adults in the 

household is often a necessity for migration decisions at this stage in life (Johansson, 2016). 

Married women tend to have a lower propensity to move compared to married men 

(Lundholm, 2007). In general, having children living in the household tends to have a 

hampering effect on migration. However, the age of the children has different influence on 

migration; if the children are below school age, around 0-6 years old, the hampering effect is 

not as big. However, families with children in school age, 7-18 years, especially in early 

school age, are less mobile (Fischer and Malmberg, 2001). Another factor that relates 

migratory behaviour to one’s family situation is whether the spouse is gainfully employed. 

The migration propensity has been shown to be lower if the spouse is employed (Pekkala & 

Tervo, 2002).  

    One spouse tend to dominate the migration decision, and it is traditionally found to be the 

male spouse. Research regarding mobility behaviour of families and cohabiting partners have 

frequently framed the spouse that follows the person dominating the migration decision as 

tied movers’ or ‘trailing spouses’. From a heteronormative perspective, this means that the 

tied mover in the household generally is found to be the female spouse and moves commonly 

tend to favour the career of the male spouse (Amcoff & Niedomysl, 2015). Men usually 

influence long-distance moves, migration that might be motivated by career opportunities 

(Stockdale, 2016), while in cases where the woman influences the migration decision, it tend 

to be local moves that usually do not prompt the need for employment changes.  

    People’s migration frequency is usually at its peak in the ages 20-30 (Johansson, 2016) and 

as we get older, the less we tend to move. After the age of 65, people’s migratory behaviour 

tends to fundamentally change (Bures, 1996). After retirement, housing and locational 
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preferences tend to get more flexible and migration decisions may be influenced by different 

factors. Living close the workplace is no longer a necessity, and a smaller dwelling might be 

desired when the children have left the household to settle on their own. People that have few 

years left to work might find that the costs of moving due to employment is too high 

compared to the gains (Helderman et al., 2006).  

 

2.1.2. Labour Market Factors 

A main theme in migration theory with an aim to explain migratory behaviour is related to 

labour and labour market factors. Both neoclassical and structural theories have this in 

common. International migration flows are often explained by wage disparities and differing 

economic opportunities between two countries (Dustmann, 2003). As a response to a lack of 

local labour or educational opportunities, people might migrate (Stockdale, 2006). In a way, 

the same explanatory factors have frequently been used when studying internal migration. 

Economic theory with a focus on national labour market disparities and differing regional 

employment opportunities has dominated the field (Lundholm, 2007). People in working age 

need to be able to make a living, and that is often one of the biggest issues with rural 

residency compared to urban (Niedomysl & Amcoff, 2011). When it comes to the labour 

market, rural areas cannot compete with urban areas. This is essentially due to a common lack 

of a diverse labour market with a dominance of primary, service and manufacturing sectors, 

and there might also be a local lack of prospects for career advancements. Due to this, people 

with specialised skills or highly educated couples might have difficulties finding employment 

that matches their competence in rural areas (ibid.).  

    The labour force participation is almost equal for women and men in Sweden; however 

slightly less for women compared to men (SCB, 2016). The gender gap in the labour force 

participation has continually decreased in the last decades and dual income households are 

generally the norm in Sweden (Lundholm, 20 07). This suggests that the labour market ideally 

should be able to absorb the working age members of a household. Otherwise, the possible 

positive career outcomes that comes with migration for one partner is at the expense of the 

other partner’s career development (Green, 1997). Dahlström (1996) argues for a gender 

perspective on places and the labour market, and relates this to spatial variations in gender 

relations depending on the main economic activities in a certain space. The labour market is 

sex-segregated (Nilsson, 2001), and Dahlström (1996:261) argues that the labour market in 

urban areas are much more “female” (e.g. has a larger supply of female-dominated sectors as 

the service sector etc.). This can be put in relation to occupations in rural areas where the 

labour market tend to be less diverse then in metropolitan areas, and may traditionally largely 

consist of male-dominated sectors such as manufacturing, forestry, and mining. This could be 

an underlying factor and explanation for certain gendered and geographical patterns of 

migration (Dahlström, 1996). 

    Regional economic development and restructuring can act as a trigger for migration, 

forcing the individual to move elsewhere (Lundholm et al., 2004). This is why labour market 

shocks and unemployment likely lead to increased migration or commuting flows from a 

location (Millington, 2000). Fischer and Malmberg (2001) argue that women are more likely 

to move as a response to unemployment. However, other research has shown that 

unemployment does not always trigger migration as it might lead to a “discouraged worker 
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effect” (Van Ham et al., 2001). This means that people with a lack of qualifications and poor 

labour market opportunities are discouraged to engage in job search (both local and 

elsewhere) due to the assumption that such efforts are futile. 

    The neo-classical perspective on migrants as independent rational economic beings has 

been challenged and problematized by structural perspectives. Structural analysis has aimed at 

situating migration decisions in a context that includes constraints regarding labour market 

processes and institutions (Gordon, 1995). Migration decisions are in this perspective rarely a 

result of free choice due to the structural conditions and restraints in rural regions (Rérat, 

2014). If labour market opportunities and possibilities for educational attainment are lacking 

locally, labour migrants are forced to move to other regions (ibid.). In this sense, migration 

decisions are not an act of free choice but forced. 

    The emphasis on labour market factors as an explanatory factor for migration decisions has 

come to be increasingly questioned. According to a survey conducted in the Nordic countries, 

migrants put social and environmental motives higher than employment factors in their 

migration decision (Lundholm, 2007). Changing labour markets and employment 

opportunities can explain why conventional theories overestimate the importance of 

employment. The economic reality has changed and this can explain why the old notion does 

not necessarily apply any longer, or influence migration decisions to the same extent as before 

(ibid.). Additionally, labour market opportunities do not necessarily need to be local. Other 

forms of mobility, such as commuting, have come to challenge interregional migration that 

previously has been undertaken for employment reasons (Lundholm, 2007; Sandow & 

Westin, 2010).  

 

2.1.3. Place Attachment 

People are more or less connected to geographical locations. It can be social and 

intergenerational ties to friends, co-workers and family members, ties to the place of work or 

school, or more ‘palpable’ attachment in the form of physical objects as is the case when it 

comes to land- or homeownership. In migration research, place attachment and a sense of 

belonging has regularly been perceived as influencing factors to migration and mobility 

behaviour. The general assumption is that people that are mobile has a weak sense of 

belonging, while people with a strong sense of belonging tend to be less willing to move 

(Gustafson, 2009).  

    There are usually emotional and social commitments tied to an area, neighbourhood or 

neighbours, which to a different degree hinders or triggers migration. Kley (2011:470) argues 

that if bonds are dissolved at the place of residence the daily lifestyle is likely dispersed and 

this is “expected to trigger the beginning of considering migration”. Yet, there seem to be 

certain gender differences related to migration propensity and involvement in local activities 

and projects. Women appear to be more immobile then men when local project and ties are 

considered an influencing factor (Fischer and Malmberg, 2001). Conversely, when there is a 

lack of such local ties, women tend to be more prone to moving than the corresponding men. 

Homeowners have been shown to be less likely to migrate compared to renters and this is 

explained by the homeowner’s local ties in the form of a physical object at a specific location. 

Helderman et al. describes this as “location-specific capital” (2006:112). Thus, the hampering 
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effect that homeownership tends to have can be explained by the higher transaction costs that 

come with changing locations for homeowners compared to renters.  

    An important factor to consider when it comes to place attachment is family relationships 

and intergenerational relations. The pull of family networks may vary over the life course, as 

do the actual geographical distance to family (e.g. parents, siblings, grandparents). Malmberg 

and Pettersson (2008) argue that Sweden, compared to other countries, is known for long 

geographical distances between parents and their adult children and less intergenerational 

contacts. This can be explained by the way that the welfare state and public institutions have 

replaced eldercare that has formerly been provided by the children. Nevertheless, presence of 

family members is an important aspect for migration decisions as residential choices. Mobility 

decisions connected to residential considerations are known to be influenced by the proximity 

to children or parents (Kolk, 2016; Malmberg & Pettersson, 2008). Having a child increases 

the possibility of adult children living within 50-kilometres to their parents (Malmberg & 

Pettersson, 2008). A partner’s geographical ties can also influence a family’s spatial mobility. 

A Norwegian study on location choices of young couples showed that married men tend to 

live closer to their own parents than do married women, and the same pattern could be seen if 

the couple had children (Løken et al., 2013).  

 

2.2. Duration of Stay 

In terms of time, a move or relocation, can be short- or long-term, temporary or permanent.  

As previously outlined, the time perspective is a vital aspect to consider when looking at 

migratory behaviour as it tends to vary the life course. Jensen and Pedersen (2007) argue that 

migration regularly is viewed as permanent, while in fact it tends to be temporary. When it 

comes to research regarding temporary migration (e.g. return, repeat or circular migration) the 

length of stay is naturally of great relevance and a relatively common way to describe and 

frame migration flows (Iredale, 2001). When it comes to studies regarding internal migration, 

mobility is rarely considered from the perspective of duration (for an exception, see e.g. 

Haapanen & Tervo, 2012). Research regarding internal migration has a tendency to have a 

different focus other than specifically looking at the length of stay. Still, the duration of stay 

at a particular place has been shown to have an influence on the propensity to migrate. As 

people reside at the same place for a long time, they grow more or less attached to the place 

and become entangled in social, emotional, and financial matters at a place, meaning that a 

person that has stayed in a place for a long time is less inclined to move (Andrews et al., 

2011; Fischer & Malmberg, 2001; Jensen and Pedersen, 2007; Millington, 2000). On the 

contrary, if a person has lived in an area for a shorter period of time they are expected to have 

a higher propensity to re-emigrate (Millington, 2000).  

 

2.3. Internal Migration Flows in Sweden 

Internal migration patterns in Sweden have fluctuated over time and regional demographic 

structures has been caused by different factors in different parts of the country. Some places 

have an old population in combination with outmigration of young, especially female, while 

other places traditionally have low fertility rates (Johansson, 2016).  
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    Internal migration in Sweden has been rather sparse during the 1920-30s and the post-war 

period, and up until the 1950s the urban population growth was relatively slow (SCB, 2010).  

The urbanisation took off in the 1960s and Sweden experienced a rapid urbanisation.  

The population growth in cities and the southern part of the country has mainly been fuelled 

by a decrease in the population in northern Sweden (Lundholm, 2007). The internal migration 

slowed down once more in the mid-1960s to sometime in the 1980s due to a growing public 

sector. In practice this meant that more people could stay in their place of residence due to an 

increase in local labour market opportunities and local services (SCB, 2010).   

    In the 1970s outmigration from urban areas to smaller towns or rural areas, referred to as 

the “green wave”, caused a dispersal of the population in Sweden. Yet, some scholars suggest 

that the effects of the outmigration were perhaps more related to attitude changes towards 

rural and countryside areas rather than any major group of actual movers (Lindgren, 2003). 

This was especially true for people that moved far from urban settlements, who, ultimately, 

did not make up a particularly great number of movers. During the 1990s and onwards 

internal migration has yet again increased after decades of a rather slow migration rate 

(Johansson, 2016). One important explanation for the surged internal migration intensity in 

Sweden is the increasing interest for higher education among young people (Johansson, 2016; 

Lundholm, 2007).   

    The population increase in the three largest metropolitan areas in Sweden (Stockholm, 

Gothenburg, and Malmö) is no longer at the expense of rural and sparsely populated areas but 

rather caused by immigration and natural population growth (SCB, 2010). Today’s migration 

flows going from cities to more rural areas, is frequently explained by the migration of middle 

class families or retirees (Stockdale, 2006). The migration is motivated by a search for a rural 

lifestyle but still within commuting distance to a city or town, for people still in the 

workforce. In 2010, every eight person moved internally in Sweden, and a majority of the 

moves was within the same municipality (SCB, 2010). Only every third move was outside of 

the municipalities and even less crossed county borders. The contemporary distribution of the 

population shows a rather clustered pattern; most people reside in the south and central parts 

of the country whilst the northern parts of Sweden has to cope with a declining population, a 

trend that has been constant for quite some time (Kupiszewski et al., 2001).  

 

2.4. Place Marketing, In-migration and Regional Development 

Migration is often viewed as part of the pursuit for economic growth and a possible solution 

to issues concerning demographic change (Geddes & Niemann, 2015). Place attractiveness 

and place marketing has increasingly become a topic of interest in Swedish developmental 

debates on a regional and local level (Niedomysl, 2004). Place marketing campaigns have 

become part of development strategies used by Swedish municipalities with the aim to attract 

in-movers. Rural in-migration is often framed as something positive as it can stimulate local 

development and rejuvenation (Stockdale & MacLeod, 2013) and this is why sparsely 

populated municipalities that have experienced population decline for several decades are 

especially interested in attracting in-movers (Niedomysl, 2007).  
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    Migration and the potential development that comes with it is a matter that has gotten great 

attention from scholars and international organisations alike (Piper, 2009). The development 

concept has historically focused on economic development, and today the concept has 

expanded and includes social, cultural and ecological issues. Nevertheless, migration is not an 

independent variable, and can therefore not be said to “cause” development in itself (De Haas, 

2010). In that sense, general development cannot be said to derive from individual migrants 

alone, even though they may have a great impact on the individual or local level (e.g. via 

remittances, local tax revenues, human capital etc.). Massey (1979) argues that regional 

problems like a declining population or economic challenges are frequently framed as internal 

features. The regions are not only the ones experiencing the problems but it is framed as if the 

regions are to blame for the difficulties. However, regions are not isolated from the rest of the 

economy, and the root of the problem is often times not regional; it can be found on an 

aggregated level related to a general issues with the economy or policies (ibid.). From this 

perspective, a lack of skilled labour and local entrepreneurship is not the cause of regional 

problem; it is merely the consequence of other mechanisms.  

    To this day there is not any broad consensus regarding migration and its potential 

developmental results. In addition, Niedomysl (2007) found that even though the interest for 

place marketing has increased in Sweden, it is questionable if such efforts result in an increase 

of in-movers and furthermore, if, and to what extent, this kind of marketing campaigns give 

long lasting results. 

 

3. Research Context: the Northern Inland  

The research area includes nine municipalities in the inland of Swedish south Lapland, 

located in northern Sweden. A regional collaboration called Region 8 was initiated in 2012, 

and the municipalities included are Arjeplog in Norrbotten County, and Åsele, Dorotea, 

Lycksele, Malå, Norsjö, Sorsele, Storuman, and Vilhelmina municipality in Västerbotten 

County (see fig. 1). The region has certain functional cooperation as a way of improving the 

quality and cost efficiency of for instance regional marketing, health care, and education, and 

lately also issues relating to demography and attracting in-movers. 

    Region 8 has had a declining population development since the 1960s. Many of the 

region’s municipalities are geographically large and in 2015 they had population sizes ranging 

from approximately 12000 (Lycksele municipality) to 2500 (Sorsele municipality). As a 

consequence, the large land area of some of the region’s municipalities (e.g. Arjeplog, 

Sorsele, Storuman) in combination with a relatively small population results in some of the 

lowest population densities in the country. In addition to population decline, the region needs 

to cope with an ageing population as Region 8 has experienced an increase in the share of the 

population that is 65 years and older over the last decades (Carson et al., 2016). 

    Settlements of non-Sami populations in the region were established sometime between 

mid-18th century and early 19th century, and that is also when major development began to 

progress in the area (ibid.). During the colonisation of the area, the national interest in the 

region was prominent and resulted in development projects and investments in physical and 

social infrastructure. 
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Figure 1. Region 8 and its nine municipalities, located in northern Sweden.   

Data source: Lantmäteriet, 2017. Author’s design. 

The region is what Carson et al. (2016) refer to as a “resource periphery” – peripheral in the 

sense that it is geographically located far from economic and political centres, as well as the 

markets that consume regional resources. The main economic activities have historically 

revolved around the natural resources in the area (e.g. rivers, forest, and minerals). This has 

resulted in a dominance of the primary sector and manufacturing, and occupations related to 

forestry and mining, as well as basic public services. Local economies have been, and 

continue to be, greatly dependent on external market prices and demand (ibid). This makes 

the region vulnerable for political and economic changes and this has had consequences in the 

region. During the last century, there has been a great reduction of traditional rural sectors 

(Hedlund, 2016), and the industrialisation of many primary sectors has led to a declining 

labour intensity. The “new economy” that has emerged in the last decades with a focus on 

knowledge and human capital, is a structural change that the region has yet to fully adjust to. 

In addition, the political interest in regional development in the north decreased in late 1960s 

and onwards. The economic activity that has developed more recently in the region is related 

to the tourism sector, and mainly so in the mountain areas in the western part of Region 8, e.g. 

in Borgafjäll in Dorotea municipality, Hemavan-Tärnaby in Storuman municipality, and 

Klimpfjäll and Kittelfjäll in Vilhelmina municipality (Carson et al., 2016). Though the sector 

has developed and grown in importance, in general, tourism cannot be said to have replaced 

historically dominant sectors in rural areas such as Region 8 (Hedlund, 2016).  

    Lycksele municipality located in the east can be considered the ‘central’ town of Region 8 

as it has the largest number of inhabitants, the largest hospital (which to some extent facilitate 

the entire region) and one of the more diverse labour markets. In a majority of the 

municipalities in the region, access to important services like health care facilities, maternity 

wards, grocery stores, public transportation and schools have declined over the last decades. 

Today, some of the municipalities do not have high schools and youths thus have to move, or 
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commute, to other municipalities. Åsele and Dorotea municipality do not have high schools 

and a majority of the youths in Norsjö municipality commute or move to Lycksele or 

Skellefteå municipality for high school education (SVT, 2017).  

    Further, rural areas tend to have difficulties recruiting and retaining professionals, which 

leads to a sparse workforce in vital services (Carson, 2011). This is an issue in Region 8 as 

well, and the geographical imbalance in the distribution of professionals makes it a regional 

challenge to recruit (and retain) professionals, especially those working in essential 

professions such as healthcare, education, and social work.  

    Given the population decline and other challenges that the region is facing, it is not 

surprising to find that development and demographic issues are high on the agenda. As a 

response to the regional demographic challenges the municipalities in Region 8 have initiated 

a local project called ‘Move up North’. The region jointly released a webpage for the ‘Move 

up North’3 project in early 2017 where living in the Swedish northern inland is promoted.  

On the webpage they display vacant jobs, dwellings and offer an “in-mover service” with a 

contact person in each municipality. As part of their efforts and outreach activity, Åsele 

municipality participated in an ‘Emigration Expo’ organised in the Netherlands in February 

2017 where they promoted the municipality and region for a foreign audience. The aim with 

the cooperation is to strengthen the role of the municipalities, both nationally and 

internationally, and to promote a high quality environment to live and work in, in an attempt 

to increase growth and development.   

                                                 
3 ‘Move up North’ webpage: https://moveupnorth.se.  
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4. Method 

This chapter initially describes the empirical foundation and variables that have been included 

in the discrete time logistic regression models; followed by an outline of event history 

analysis and a description of how the study and model have been designed. General 

formulations and concepts included in event history methods and model diagnostics have also 

been specified. Lastly, this section addresses methodological reflections and ethical 

considerations.  

 

4.1. Data and Variables 

The empirical foundation for this thesis is based on data from the ASTRID database that 

contains annually updated longitudinal register microdata covering the entire population of 

Sweden. The data is gathered by Statistics Sweden (SCB) and distributed to the department of 

Geography and Economic History, Umeå University. The database contains numerous 

socioeconomic and demographic attributes. Additionally, the data is georeferenced, meaning 

that it is particularly well suited for studying individual migration patterns and geographic 

location over time.  

    The subset used in this study has been structured as panel data where each individual has 

multiple records for each year of observation (person-year data). The sample contains data for 

42611 individuals and a total of 390558 person-years and has been analysed by applying an 

event history method with discrete-time logistic regression models. The sample includes all 

people in working age in Sweden that moved to any of the nine municipalities in Region 8 

sometime between 2000 and 2011. Working age is by Statistics Sweden regularly defined as 

people between 20-64 years old and that is the grouping that has been used for this thesis as 

well.  

    The selected observation window is essentially due to three factors; data restrictions, a need 

for a relatively long follow-up time, and a requirement for a relatively large sample size. The 

most recent data in the ASTRID database is from 2012, which in this case has been used as a 

control year. The starting time has been chosen due to a need for a relatively long follow-up 

time. A longer follow-up time means that an out-move (event) has potentially been 

undertaken by some of the studied in-movers (Singer & Willett, 1991). Furthermore, there is 

no predetermined assumption about the average length of stay. As for the sample size, the 

region under study has a relatively small number of in-movers per year. If the sample would 

consist of in-movers to Region 8 for a single year, the sample would most likely be relatively 

small and there could potentially be a risk that specific events of in-/outmigration would be 

possible to trace to individuals, which naturally would be problematic from an ethical 

perspective.  

    The dependent variable (y) indicates the event and can only take on two values. In this 

study y = 0 denotes staying and y = 1 denotes out-move. Out-movers are identified as 

individuals that moved from one municipality to another from one year to the next, sometime 

during the window of observation. Where they move after their stay in Region 8 is not of 

interest in this study, but in theory, the individuals might move to any of the other 

municipalities within the region. Since the aim in this thesis is to study not only the duration 
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of stay, but additionally how socioeconomic and demographic factors influence outmigration, 

the model includes explanatory variables, covariates. Some of the covariates are constant over 

time (e.g. year of birth, sex, year of in-migration), while others may vary (e.g. occupation, 

marital status, number of children). The time-varying covariates are exogenous and stochastic, 

meaning that the changes in the values of the covariates are not influenced by the event 

history process that is studied (Box-Steffensmeier & Jones, 2004). In other words, changes in, 

say, children living in the household, is random and not assumed to be influenced by whether 

the person moves out from the municipality. Changes in whether or not the in-mover has 

children living in the household may however influence the duration of stay. The statistical 

tests are made with three subsets of data. Model 1 includes the entire sample, while model 2 

contains only women and model 3 only men, ceteris paribus. This is done in order to capture 

potential gender differences in the influencing factors for the duration of stay. When gender is 

explicitly considered the set of variables that are used to explain migration do not necessarily 

have to be altered, rather, they need to be reassessed (Kanaiaupuni, 2000). When one takes 

gender into account the variables has to be considered and viewed through a gendered lens 

(ibid.). This means that the analysis of the statistical tests need to be put in a societal context, 

where one acknowledges that structural limits and norms affect men and women differently. 

    A discrete-time model is used to estimate the annual likelihood, or risk, that an in-mover 

will move out as a function of several covariates (x). The covariates consist of socioeconomic 

and demographic factors that in different ways have a theoretical influence on migration 

propensity as outlined in the chapter 2. In the following the variables will be presented in 

further detail. For an overview over the variables and what they comprise as well as the 

expected correlations (decreasing or increasing odds ratios) between the covariates and out-

move, see table 4 in the appendix. Like the covariates, the expected correlations are motivated 

by previous research that has been discussed in the preceding chapter.  

    Since age is known to influence the migratory behaviour of people, the dataset has been 

divided into six age groups and contains people in working age, 20-64 years old. One’s civil 

status has been shown to affect the mobility behaviour and the variable partner shows if the 

person has a partner, i.e. is married, in registered partnership or registered as cohabiting or 

not. The education-variable indicates if the person has attained post-secondary education of 

two years or more (see table 5, appendix for a more detailed description of the variable). 

The classification of the educational attainment follow Statistics Sweden’s 

categorisation/coding called SUN (Swedish educational nomenclature). The student variable 

shows if the person has income from studies. Note that the study region does not offer 

educational opportunities higher than high school or adult education (i.e. courses and 

programmes as a supplement for earlier studies or preparatory for university studies). 

However, one can participate in online/distance courses and programmes. The student-

variable is part of the categorical variable named “occupational activity” and is alongside the 

variable unemployment related to the reference category “gainfully employed”. Employment is 

defined as gainful employment, i.e. having annual income from work. The annual income has 

been classified into four different income levels; the lowest annual income level equals 50,000 

SEK, low income level 50,000-200,000 SEK, middle income level 200,000-300,000 SEK, and 

high income level 300,100 SEK, or more. The lowest income level has been used as reference 

for this categorical variable in the regression.  
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    Since the ASTRID database includes information for all individuals in Sweden, it was 

possible to obtain information about the parents of the in-mover. A variable that included 

information on whether or not the in-mover had one or both parents in Region 8 has been 

constructed. This variable indicates if the person has regional ties. Note that the variable is 

regional, i.e. it does not indicate if the in-mover has parents in the same municipality as 

she/he has moved to. In relation to regional ties and place attachment, a variable that indicated 

if the person owns her/his dwelling has also been incorporated in the model. Both the familial 

ties and if the person owns their dwelling are used as indicators for place attachment.  

    As presented in the preceding chapter, children have a known triggering and hampering 

effect on migration depending on their age. This is why a variable that indicated if the 

children are below school age (0-6 years) or above (7-17 years) is included in the model.   

    In order to explore if there are any sectorial differences a categorical variable with ten 

sectors has been included. The sectors are classified according to the Swedish Standard 

Industrial Classification (SNI), which is based on the recommended EU-standard (NACE-

codes). All the SNI-codes follow 2002 years grouping, meaning that the SNI-codes prior to, 

and following, 2002 in the sample has been recoded to match the 2002 codes. The sector 

grouping that has been made in this study and what they include can be seen in further detail 

in table 6 (appendix). As stated in table 4 (see appendix), the sector groups ‘education’ and 

‘health care and social work’ have an expected positive correlation to outmigration. However, 

the anticipated correlation is in this case not specifically motivated by previous studies but 

rather on the specific geographical context and the regional issues with retention (and 

recruitment) of professionals within mentioned sectors. In this sense the expected outcome for 

this variable is more experimental.  

    When it comes to the geographical context of the study, the main objective is to study 

Region 8 as a geographical entity. Still, the nine municipalities are included in the regression 

as a categorical variable in order to explore if there is any correlation between specific 

municipalities and outmigration. Lycksele municipality is in this case the reference variable as 

it has the largest amount of inhabitants and a relatively diverse labour market compared to the 

other municipalities in the region.   

 

4.1.1. Geographical Delimitation   

Region 8 is an example of a region that has experienced population decline and population 

ageing as well as changing economic conditions and declining national interest. Furthermore, 

it is a region that recently has undertaken efforts to address demographic issues in the form of 

a webpage and certain outreach activities that promotes the region with the aim to attract in-

movers. It is a current example of municipalities that has turned to place marketing as a 

strategic tool for creating regional development and therefore a suiting geographical setting 

for this study.  
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4.2. Event History Analysis 

The probability of outmigration has been analysed by using an event history analysis.  

Event history analysis (EHA) is statistical methods used to analyse “the time to occurrence of 

an event of interest” (Aalen et al., 2008:90). Simply put, an event history is a longitudinal 

record of when one or more events happen to a sample of individuals (Allison, 1984). In this 

case, the “event” that may, or may not, occur for the individuals are an out move.  

    There are several reasons for using an event history method instead of standard statistical 

methods such as ordinary linear regressions or similar. An event oriented observation design 

of the data and model allows us to follow changes in variables as well as when they occur 

(Blossfeld, 2001). Many times, the data that is used in studies are gathered at one specific 

occasion or point in time. For instance, information about the number of people that moved to 

or from a municipality is gathered at different points in time in which we assume that the 

event of interest happens. This is not the case in event history models; instead, one has to wait 

for the event to happen (Aalen et al., 2008). Furthermore, event history models add 

information about the timing and takes the time to the event into account, not only the 

outcome of an event (Mills, 2011). The event could occur in the time of observation but it 

could also happen before, after, or not at all. This phenomenon is called censoring, i.e. that 

some individuals have not experienced the event during time of observation (more about 

censoring further on). Ordinary statistical methods cannot handle censoring in a sufficient 

way. For instance, an ordinary regression model fails to distinguish between people that have 

stayed in a municipality for several years or people that have not moved at all (Box-

Steffensmeier & Jones, 1997). Furthermore, Aalen et al. (2008) argues that one cannot 

calculate a mean due to the issue with censoring, which means that it is impossible to find a 

standard deviation and perform a regression analysis.  

    If migration and development are understood as having embedded longitudinal 

implications, there can be a deeper understanding of the societal processes that are underlying 

by using event history (Box-Steffensmeier & Jones, 2004).     

    Event history methods are also called duration models, survival models, failure-time 

models or other (ibid.). In this thesis the model will be referred to as a duration model, simply 

because it is the duration a person stays in a municipality and the socioeconomic and 

demographic influencing factors that is of interest. 

 

4.3. Description of the Duration Model and Study Design 

A discrete-time model is used to estimate the annual likelihood, or risk, that an in-mover will 

move out as a function of several covariates (x). For this study, a restricted event history 

model is used and it is based on a process that only has two states, one origin state and one 

destination state, a so-called single episode case (Blossfeld et al., 2007). What is of interest is 

individuals that move to a municipality in Region 8 at a given time (origin state), thus starting 

an episode. The time (in years) from the initiating event, the in-move, to the out-move (event) 

is usually denoted survival time (Aalen et al., 2008; Box-Steffensmeier & Jones, 2004).  

The dependent variable is recorded as a series of binary outcomes, as is common in event 

history data for discrete time processes (ibid.). The binary outcome denotes whether or not a 
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person has moved out at each year of observation. The individual may terminate their episode 

at any given time and thereby transition to the destination state – they have moved out from 

the municipality. In theory, the event can happen at any point in time but due to the annual 

collection of the data, it is only possible to see changes from year to year, not exactly at the 

time of event (day, month, hour etc.). Year 1 (t1), the starting time, varies for the individuals 

since some might have moved to the region in year 2000 and some in 2006. Nevertheless, the 

individual starting time, is at the same relative position, i.e. after the in-move.   

    T is a non-negative random variable and denotes the time until the event happened, the out  

move. The time we are looking at is denoted t, i.e. sometime between year 2000 and 2011.  

The assumption is that time can only take positive values (t = 1, 2, 3…). The individuals in 

the sample are being observed from year 2000, the starting time (t=1), and the observation of 

each individual continues until the year 2011 or until the event happens. The data is interval-

censored since it is sorted into discrete time units of years, meaning that the exact time of an 

event is unknown (Mills, 2011).   

    Essentially, an event history model that is formulated as discrete-time, models the risk, or 

probability, that an event will occur (Box-Steffensmeier & Jones, 2004). A common approach 

is to include a time variable that denotes the length of time (in years) until the event occurs 

and a variable that controls whether the event happens. This is the approach applied in this 

study as well. In addition, the effects of the covariates are not assumed to be linear, meaning 

that changes over time may occur in income or marital status (Singer & Willett, 1993). 

Further, the assumption about the hazard function is that the risk of outmigration may vary 

over time. In the model this is specified by including quadratic time (t2) and interacting it with 

(linear) time (t) as an additional covariate. 

    As the data has annual observations for each individual, the usual requirement that the 

observations must be independent is relaxed by allowing for intragroup correlation. In this 

case a ‘group’ is one individual. The observations are independent from other groups 

(individuals) but not necessarily within groups, i.e. the observations for the same individual. 

The discrete time logistic regression model for the estimation of a probability of an out-move 

is  

log (
Pit

1 - Pit

) = αDit+ βxit 

Where Pit is the probability of an out-move for individual i in year t (given that the event has 

not happened before t); Dit is a vector of the cumulative duration by year t with coefficients α; 

xit is the covariate (time-varying or constant); and β is the coefficient (Steele & Washbrook, 

2013:39-40). Changes in the probability of an out-move (Pit) over time is in the model 

specified by αDit. The distribution of αDit, the hazard function, is in this study assumed to be 

quadratic as the hazard is modelled as time-varying.   

    There are two main difficulties that event history models can handle to a greater degree 

compared to other regression models – censoring and time-varying covariates. Censoring of 

observations is a common problem in event histories and means that observations are 

incomplete in the window of observation (Blossfeld et al., 2007). The data can be censored in 

several ways but most commonly it is left or right censored, or an individual can be censored 

due missing data (ibid.). During the window of observation, the individual either moves out 
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from the municipality (the event occurs) or not, alternatively the individual passes away or is 

for some other reason not observed during the entire time period. If an out-move does not 

happen before the observation ends, the event is censored. Figure 2 illustrates the study design 

and different types of censoring. Individual A is left-censored, meaning that the year of in-

move happened before the study period and the event happened in the window of observation. 

Individual B started their episode in 2000 and terminated it within the observation window, 

meaning that this person is not censored. If an out-migration has not happened at the end of 

the observation window (2011) the individual will be right-censored, as is the case with 

individual D. Still, individual D has been included in the study since the in-move happened 

during the window of observation even though the event might have happened sometime after 

2011. However, note that left censoring (as in the case with individual A) will not be an issue 

in this study since the data is based on in-movers that moved to any of the nine municipalities 

in the study region within the window of observation. The same goes for individual C who, in 

this case, will be excluded since the in-move happened after 2011. 

 

 
Figure 2. Different types of censoring. 

It is important to highlight that even censored individuals contribute with information and that 

event history models can handle censoring better than standard statistical methods. Other 

solutions would be to exclude all censored individuals or just follow them until they move out 

or pass away. Due to data restrictions, the latter alternative is not possible. Furthermore, 

censored or not, as long as the individual is observed the information gathered during the time 

of observation contributes to the study. Thus, it would be a waste of data to exclude the 

censored individuals all together. Time-varying covariates can cause complications in other 

regression models. In an OLS model for instance, the covariates are treated as time-invariant 

(Box-Steffensmeier & Jones, 2004). It is possible to include covariates that have values that 

change over the studied time period in event history models. This makes it possible to obtain 
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information regarding how changes in covariates are related to the changes in the risk of the 

event (ibid.).  

    The dependent variable (y) indicates the event and can only take on two values.  

In this study y = 0 denotes staying and y = 1 denotes out-move. Since the dependent variable 

is binary, a suitable model that relates this variable to the covariates need to be constructed. 

This includes selecting a distribution function. A common function is a logistic distribution, 

applied in a logistic regression (Blossfeld et al., 2007). One main difference between a 

logistic regression and a linear regression is that the model is regressing for the probability of 

a binary outcome in y, whereas in a linear regression y is a continuous dependent variable. 

Logistic regression coefficients can be interpreted in terms of odds ratios. As expressed by 

Mood (2010:68), odds ratios “tells us how many times higher the odds of y = 1 is if x1 

increases by one unit”. This means that one can express results as e.g. “those who are 

unemployed are two times more likely to move”, or similar.  

    All the data management and regressions has been made in the statistical software package 

Stata (14). 

 

4.4. Basic Concepts in Survival Analysis 

In order to analyse the duration of the stay of the sampled in-movers, different estimators are 

evaluated. General formulations and concepts that are used in EHA is the survival function 

and hazard rate. In a survival analysis time is usually referred to as “survival time” and the 

event (in this case out-move) is referred to as “failure” (Kleinbaum & Klein, 2005). Some 

basic terminology and mathematical expressions related to the method can be found in figure 

4, appendix. Since time is a key component in an event history analysis, the focus is on 

functions that describe the distribution of the survival/failure time (Cleves et al., 2004). Aside 

from the estimations that are produced by running the discrete-time logistic regression, the 

hazard function and a Kaplan-Meier estimator have been utilised and evaluated as a way of 

describing the distribution of moving/staying over the studied time period.   

 

4.4.1. Survival Function 

The survival function (S(t)) estimates the probability that a randomly selected in-mover will 

remain (survive) in the municipality longer than each year that is evaluated until 2011, the 

final year of observation (Singer & Willett, 1991). “Survival” is in this case not moving. The 

survival probability is 1.00 in year t1, the beginning of an individual’s episode. As time passes 

and people move out from the municipality, the survival function drops toward 0. However, 

due to censoring the survival function rarely reaches zero (ibid.).  

Kaplan-Meier Estimator 

The survival function can be estimated by using the Kaplan-Meier (KM) estimator. The KM 

estimator makes no assumption concerning the probability distribution of the variables that 

are evaluated. To get the overall survival function information, all observations available are 

incorporated in the KM estimator, both censored and uncensored. It then calculates the 

probability of survival (non-movers) for each t, time interval (year) (Goel et al., 2010). The 

probability of staying each year is calculated as the number of individuals not moving divided 
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by the number of in-movers at risk (meaning, the risk of moving out). In short, the estimator 

calculates the probability of an event occurring at a certain point in time. In other words, the 

KM estimator estimates the probability of survival, i.e. the probability that the out-move will 

not happen. 

 

4.4.2. Hazard Function  

The hazard function h(t) is the frequency at which a person fails (moves out); it is a way to 

assess risk. As with the survival function, the hazard function can be plotted against time, 

meaning that it is possible to evaluate the risk of moving out at each year (Singer & Willett, 

1991). In this study the hazard function has been used to evaluate the probability that a person 

will move (fail) within one additional year, conditional on the fact that the person has not 

moved (survived) up until time t. This means that the hazard function can be interpreted as 

“the higher the hazard, the greater the risk” (Singer & Willett, 1993:161). In a logistic 

discrete-time model, the hazard function is expressed as odds ratio; while in a continuous-

time model it is a hazard rate (Mills, 2011).  

    The hazard function has a focus on the failure of the individuals (i.e. opposite to the 

survivor function which focuses on the survival).  

 

4.5. Model Diagnostics and Evaluation 

Evaluating the goodness of fit of statistical models is a way of assessing how well the model 

fits the data. Model evaluation is a way of assessing how “good”, or accurate, the model is at 

predicting the effect in the dependent variable (in this case; out-move) of the covariates 

(Menard, 2002). Statistical assumptions that are true for linear regression models (e.g. 

linearity, heteroscedasticity) do not hold for logistic regression models. The dependent 

variable must be binary, but the relation between the independent and dependent variable do 

not need to be linear. The final model selection has been based on the results of the model 

diagnostics and estimation.  

    Tests for multicollinearity among the covariates have been assessed by running a VIF-test 

(Guo, 2010). A VIF-test (variance inflation factor) cannot be run after a logistic regression in 

Stata and for that reason, an OLS-regression with the same variables as in the logistic 

regression has been run, followed by a VIF-test. The OLS model is in itself not adequate for 

the study but nonetheless, the VIF-test is still functional as it calculates the relationship 

between the dependent variable and the covariates (Menard, 2002). The values of the VIF-

tests for the models do not indicate multicollinearity as they are well under the widely applied 

threshold of a VIF of 10 (O’brien, 2007). 

    As a way of evaluating the fit of the survival distribution, the Akaike Information Criterion 

(AIC) has been estimated. The AIC can be said to measure the relative quality of the 

statistical model in relation to the dataset. The general rule is that the model with the lowest 

AIC value is considered the best model (Bozdogan, 1987; Mills, 2011). The AIC has acted as 

guidance when working with the model selection, and different distributions of the hazard 

function has been tested (Gompertz distribution and quadratic time). The hazard function 

distribution specified with quadratic time interacted with time had the lowest AIC-value. 

Based on the AIC values, this is the survival function that is used in the final models. 



20 

 

    Lastly, the significance of the coefficients has been assessed by looking at the Wald 

statistic. This was done in order to evaluate if each individual explanatory coefficient (β) is 

contributing to the model (Peng et al., 2002). If the test is significant, the variable contributes 

to the model and should therefore be included, if the test is non-significant, that means that 

the fit of the model would not be reduced in any extensive way if that particular explanatory 

variable is not included (Menard, 2002). The Wald-statistics has been evaluated and the p-

values for all variables were significant at the 5 % level. 

 

4.6. Methodological Discussion 

Naturally, a statistical model cannot include all variables that might affect the outcome. It is a 

simplified version, a model, of what is studied. Note that the variables that are not included in 

the model can still cause variations in the dependent variable, something that is called 

unobserved heterogeneity (also called omitted variables) (Mood, 2010). This is a known 

problem when dealing with OLS regressions and unobserved variables that are correlated with 

the independent variables included in the model (ibid.). In a logistic regression, omitted 

variables are affecting the coefficients (odds ratios in this case). Due to unobserved 

heterogeneity odds ratios cannot be compared between models, across samples or over time 

even if the same independent variables have been used. An important consideration is 

therefore that the interpretation of a logistic model is not equal to a linear regression model. 

    There are multiple traditional regression models as well as specific models and methods 

applied in event history analysis. As discussed in chapter 4, event history models can handle 

censoring and time-varying covariates in a sufficient way compared to traditional regression 

models (e.g. OLS). To a certain extent, a viable option to the discrete time logistic regression 

that has been used in this study would be a Cox proportional hazard model. The Cox 

regression is one of the most widely used in studies within event history analysis (Borucka, 

2014). One of its appeals is that the model is possible to fit without having to specify or know 

the shape of the hazard function and how the hazard is dependent on time (Cleves et al., 

2004). However, the Cox model has shortcomings, and one example is ‘ties’, which occur 

when several subjects/individuals experience the event at the same t. In addition, the Cox 

regression treats time as continuous and the issue with ties becomes greater if the data is 

discrete. Since the data used in this study is collected at a yearly basis and time is thus 

discretely measured, a discrete-time model is better fit. Furthermore, the different 

distributions of the hazard function that has been tested showed that the final model had the 

lowest AIC value, which is generally held to be better as previously outlined.  

    Lastly, when working with panel data it is important to be aware of what Blossfeld et al. 

(2007:13-14) refer to as Fallacy of Cohort Centrism and Fallacy of Period Centrism. 

In short, this means that the researcher ought to be careful not to overstate the results, as it 

might be an outcome of time and cohort specific behaviour. Cohort centrism concerns the risk 

that the researcher assumes that what happens to a specific group of people over time reflects 

general patterns of the life course, even though the events may be cohort specific. As many 

studies, this study includes a limited time period. Period centrism concerns the risk that the 

researcher underestimates or neglects special conditions that might exist during the studied 

period. Individuals may for instance act differently under the studied period then they would 
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do during other circumstances or time periods. Nevertheless, in this particular geographical 

context some results concerning an out move and the socioeconomic and demographic 

influencing factors have been found. 

 

4.7. Ethical Considerations 

The individual register based data is coded (de-identified) so the individuals in the database 

and the sample cannot be identified. Furthermore, the processing and handling of the data has 

been made in a closed office space at the Department of Geography and Economic History, 

Umeå University. This means that no “raw” data has left the department except the final 

estimates.   

    Note that the data contains an identification number (ID) for each individual. This is a 

random number assigned to the individual, and merely a way of keeping track of a person 

over multiple years. The numbers are not related to their social security number or similar. 

    Additionally, the data has been studied on a municipality level, and not at a detailed spatial 

resolution (e.g. towns, villages). It is therefore not possible to trace specific individuals to 

certain locations and/or events of in/out-move. 
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5. Results 

The chapter is made up of two parts; the first presents a descriptive analysis of the population 

development in Region 8 and descriptive information of the characteristics of the sampled in-

movers. The second part deals with the estimations from the discrete time logistic regressions.   

 

5.1. Descriptive Analysis 

Region 8 had a population peak in the 1960s with approximately 75 000 inhabitants, and 

thereafter an overall downward trend is clear (see fig. 3). In the last 65 years, the number of 

inhabitants in the region has steadily declined, and in 2015 the region had roughly 43 000 

inhabitants.  

 
Figure 3. Population development in Region 8 from year 1950-2015. Source: SCB, 2017. 

Though the general trend of population decline is similar throughout the region, the size of the 

population in the different municipalities varies. This is evident when looking at the 

population on a disaggregated level. Lycksele is by far the municipality in the region with the 

most inhabitants in 2015, followed by Vilhelmina and Storuman (reported in table 1). 

Conversely, the smallest municipalities in terms of population size are Sorsele, Dorotea and 

Åsele.   
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Table 1. Number of inhabitants in the Region 8 municipalities, 1950-2015. 

 

1950 1960 1970 1980 1990 2000 2010 2015 

Arjeplog  5 320 5573 4379 4041 3753 3384 3161 2887 

Åsele  7 664 7341 5297 4719 4114 3624 3039 2832 

Dorotea 5 919 5341 4099 3972 3752 3353 2878 2740 

Lycksele 15 036 16618 14769 14493 14177 13058 12376 12177 

Malå 5 259 5169 4653 4312 4154 3610 3274 3109 

Norsjö 7 457 7627 6207 5719 5371 4689 4304 4176 

Storuman 9 167 10438 8761 8330 7735 6934 6120 5943 

Sorsele 6 132 5717 4313 3923 3547 3195 2736 2516 

Vilhelmina  10 894 11311 8676 8681 8509 7918 7135 6829 
Source: SCB, 2017. 

Table 2 provides descriptive information of the sample to get an understanding of the 

characteristics of the sampled in-movers. There is a relatively proportional number of women 

and men in the sample, 20479 and 22132 respectively. A majority of the sampled individuals 

were single, had regional ties and were employed at the year of in-migration. It was more 

common for men to own their dwelling compared to women. Out of the in-movers with 

children at the year of in-migration, a majority had children between 7-17 years old. The 

largest share of the in-movers moved to Lycksele, followed by Storuman and Vilhelmina 

municipality.   

Table 2. Characteristics of the sampled in-movers at the year of in-migration (t1). 

 

Women 

(n = 20479) 

Men 

(n = 22132) 

Civil status (percentages) 

     Has a partner 37% 31% 

   Single 63% 69% 

Place attachment (percentages) 

     Dwelling owner 13% 47% 

   No dwelling owner 87% 53% 

   Regional ties 83% 86% 

   No regional ties 17% 14% 

Occupational activity (percentages) 

     Employed 49% 52% 

   Unemployed 23% 23% 

   Student 28% 25% 

Income level (percentages) 

     Lowest 24% 22% 

   Low 43% 30% 

   Middle 15% 25% 

   High 19% 23% 

Educational level (percentages) 

     Tertiary education 19% 10% 

   No tertiary education 81% 90% 

Partner's occupational status (percentages) 

     Unemployed partner 31% 26% 

   Employed partner 69% 74% 
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Table 2 (cont.)   

 
Women 

(n =20479) 
Men 

(n = 22132) 
Age groups (percentages)    
   20-26 15% 15% 
   27-33 15% 15% 
   34-40 15% 15% 
   41-47 17% 17% 
   48-54 16% 17% 
   55-64 22% 22% 
Employment sector (percentages) 

     Primary sector 2% 12% 
   Building & Manufacturing 8% 34% 
   Service, Commerce & Tourism 19% 16% 
   Transport 2% 8% 
   Financial & Real estate 8% 8% 
   Public administration & Services 7% 7% 
   Education 18% 6% 
   Health care & Social work 35% 6% 
   Other sectors 3% 2% 
Children (percentages) 

     Age 0 to 6 10% 7% 
   Age 7 to 17 90% 93% 
Municipalities (percentages) 

     Arjeplog 7% 8% 
   Åsele 7% 7% 
   Dorotea 6% 7% 
   Lycksele 28% 26% 
   Malå 7% 7% 
   Norsjö 9% 9% 
   Sorsele 7% 7% 
   Storuman 13% 14% 
   Vilhelmina 15% 15% 
   

Note: The year of in-move is relative since the in-movers moved to the region in different years.   
Source: Calculations based on ASTRID.  
 
The average time before the sampled in-movers move out is nine years, and in total 12943 in-
movers moved out within the studied time period (see fig. 5, appendix). This means that 30 % 
of the sampled in-movers moved out and out of those, 6647 of the out-movers were men and 
6296 were women. When looking at the interaction of outmigration and time that can be seen 
in figure 6 (in appendix), it indicates that the probability of outmigration is higher in the first 
0-6 years and that the risk of moving out declines with time. The results suggests that the 
findings are in accordance with previous studies which demonstrates that the propensity to 
migrate gets lower the longer a person stays in a place (Andrews et al., 2011; Fischer & 
Malmberg, 2001; Jensen and Pedersen, 2007; Millington, 2000).  
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5.2. Regression Results 

As can be seen in model 1 (table 3), the estimated likelihood for moving out is lower for 

women compared to men, and model 2 and 3 implies that the overall influencing factors seem 

to differ slightly between women and men.  

    In-movers that own their dwelling locally and/or have regional ties have a lower likelihood 

of moving out compared to people that do not have such place attachment. In all models the 

odds ratio was below one, around 0.3-0.6. Hence, the results are in line with other studies 

which have showed that family relationships (Kley, 2011; Kolk, 2016; Løken et al., 2013; 

Malmberg & Pettersson, 2008) as well as homeownership have a hampering effect on 

migration (Helderman et al., 2006; Kim et al., 2005). However, regional ties seem to have a 

slightly greater retaining effect on outmigration than owning a dwelling.  

    The results for model 1, including the entire study population, shows that the odds ratio for 

moving out are higher for people that are unemployed compared to those who are in 

employment. Unemployment also influenced the likelihood of outmigration for women (see 

model 2), while for men (model 3) unemployment was not statistically significant. The results 

from model 1 and 2 are in line with other research that argues that regional economic 

restructuring and unemployment is a trigger for migration as people might migrate as a 

response to a lack of local labour or educational opportunities (Lundholm et al., 2004; 

Millington, 2000; Stockdale, 2006). An additional aspect of unemployment is that highly 

educated couples might have difficulties finding employment that matches their competence 

in rural areas (Niedomysl & Amcoff, 2011). Highly educated tend to be more mobile 

compared to people with lower educational attainment (Florida, 2014; Rèrat, 2014), and like 

previous studies the regression results show that the odds of moving out are higher for highly 

educated compared to those with lower educational attainment.  

    Pekkala & Tervo (2002) argue that if the partner is employed it tends to hamper mobility. 

Likewise, the results from the regression show that the reverse can be seen in this study; as 

the odds ratio of moving out increase if the in-mover has an unemployed partner. This was an 

influencing factor all through the regression models. 

    The variable with age groups shows that, in relation to people between 55 and 64 years old, 

people aged 20-26 years have almost 3 times the odds of moving out. This supports the 

general hypothesis that young people tend to move more than older people do. Conversely, 

the other age groups are not statistically significant, and when looking at model 2 with only 

women, none of the age groups are statistically significant.  

    The immobility among families with children in school age (Fischer & Malmberg, 2001) 

that has been found in previous research can be seen in this study as well. The likelihood of 

moving was lower for people that had children in school age (7-17 years old) compared to 

having children below school age (0-6 years old).  

    Overall, the likelihood of moving out from the different municipalities in Region 8 is 

relatively similar (odds ratio around 1.2). In relation to people that have moved to Lycksele 

municipality, in-movers that reside in Åsele and Arjeplog municipality have higher odds of 

moving out. When the entire sample is considered, outmigration from Sorsele municipality is 

also displaying higher odds ratio (1.6) in relation to Lycksele municipality.  
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Table 3. Results from the discrete-time logistic regressions of out-migration, odds ratios. 

Reference: staying 

Model 1 

(All) 

Model 2 

(Women) 

Model 3 

(Men) 

Time 0.86*** 0.83** 0.88 

Time2 1.00* 1.01 1.00 

Sex (ref = men) 0.65*** - - 

Partner (ref = no partner) 1.32*** 1.30* 1.35** 

Dwelling owner (ref. = no) 0.48*** 0.68** 0.42*** 

Regional ties (ref. = no) 0.29*** 0.31*** 0.29*** 

Occupational activity (ref. gainfully employed) 

      Unemployed 1.56** 1.78** 1.16 

   Student 1.25 1.33 1.12 

Income level (ref = lowest income group) 

      Low 0.52*** 0.48*** 0.64 

   Middle 0.52*** 0.59*** 0.49** 

   High 0.85 1.19 0.75 

High education (ref = no) 1.67*** 1.40** 1.96*** 

Unemployed partner (ref = employed partner) 1.62*** 1.97*** 1.35* 

Age (ref = 55-64) 

      20-26 2.98** 4.01 3.12** 

   27-33 1.91 2.66 2.02 

   34-40 1.64 2.49 1.55 

   41-47 1.55 2.35 1.42 

   48-54 1.51 2.43 1.31 

Employment sector (ref = primary sector) 

      Building & Manufacturing 0.84 1.03 0.79 

   Service, Commerce & Tourism 1.27 1.14 1.09 

   Transport 0.72 0.21 0.84 

   Financial & Real estate 1.20 0.92 1.24 

   Public administration & Services 1.08 0.88 1.13 

   Education 0.82 0.62 1.12 

   Health care & Social work 0.92 0.75 1.04 

   Other 1.62 1.45 1.45 

Children (ref = 0 - 6 years) 

      7 - 17 years 0.66*** 0.57*** 0.73* 

Municipality (ref = Lycksele) 

      Åsele 1.95*** 2.20*** 1.66** 

   Arjeplog 1.89*** 1.87*** 1.87*** 

   Dorotea 1.28 1.24 1.29 

   Malå 1.27 1.37 1.16 

   Norsjö 1.21 1.19 1.28 

   Storuman 1.05 1.05 1.02 

   Sorsele 1.62*** 1.49 1.66 

   Vilhelmina 1.22 1.29 1.15 

Constant 0.0405*** 0.0225*** 0.0421*** 

N 42611 20479 22132 

Pseudo R2  0.0758 0.0750 0.0870 

Log pseudo likelihood -2797.38 -1444.57 -1337.24 

Note: *Statistically significant at the 10% level. **Statistically significant at the 5% level. ***Statistically  

significant at the 1% level. Values: 1 show no effect; < 1 show decreased odds; > 1 show increased odds.  

Source: Calculations based on ASTRID. 
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6. Discussion 

In this chapter, the results are initially discussed in relation to previous research as well as in a 

more general sense; followed by methodological reflections and limitations. Lastly, the results 

are discussed in relation to Region 8 and how they can be used by the region when they work 

strategically with attracting in-movers.  

 

There are some differences regarding the influencing factors between women and men. Most 

notably, unlike the general conclusion in other studies, the likelihood for women to move out 

was slightly lower compared to men as could be seen in model 1 where the two groups were 

compared.  

    Even though the regression results cannot be compared between two models, it is 

interesting that the influence unemployment had on the likelihood of moving was higher for 

women, while in the regression results for men the variable was not statistically significant. 

Regional economic restructuring and unemployment is a known trigger for migration 

(Lundholm et al., 2004; Millington, 2000), and previous studies have shown that women are 

more likely to move as a response to unemployment (Fischer & Malmberg, 2001). 

    The initial theory regarding the variable “regional ties” was that the effect of the correlation 

would display decreased odds ratio compared to not having a parent or parents in the region. 

Meaning that place attachment in the form of parents would have a hampering effect on 

outmigration. As could be seen in the regression result, this was the case. Additionally, the 

supposed hampering effect homeownership tends to have on migration (Kim et al., 2005; 

Helderman et al., 2006) could be seen in the results. Furthermore, regional ties seem to have a 

slightly greater retaining effect on outmigration than owning a dwelling. 

    Interestingly, only the youngest age group was statistically significant. Additionally, when 

looking at the regression result for the model with only women, the age variables was not 

even statistically significant. It is therefore plausible that other factors than age are key 

influencers when it comes to outmigration for the group that was observed. It is important to 

keep in mind that the sampled in-movers chose to move to the region in the first place, and 

out of those around 30% moved back out within the studied time period. The sampled in-

movers that re-migrate should not be interpreted as representative for the total outmigration 

flow from the municipalities. If we were to look at the total outmigration from the 

municipalities in the region, age would perhaps be found to have a greater influence. This is 

because previous studies shows that age tends to correlate with migration, both in a 

hampering and triggering way. However, as this is not the objective of the study, no further 

emphasis has been put on this aspect of outmigration from the studied region.  

    None of the employment sectors was statistically significant which is intriguing. Since 

recruitment and retention of professionals within education, health care and social work is an 

issue in the region, the expected correlations between outmigration and the sectors ‘education’ 

and ‘health care and social work’ was that they would display an increased likelihood of 

moving out. This could not be seen in the study, and it is thus likely that other factors explain 

outmigration to a greater degree. A hypothesis that I initially had was that professionals, 

especially those of young age, might use the region as a “stepping stone” in their career. 

Meaning that they would move there for their first job and later move back out after a couple 
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of years of working experience. On the other hand, there is not a general shortage in 

employment opportunities within health care, education or social work sectors in Sweden, 

rather the opposite. Perhaps people did not move there for working within a particular sector 

in the first place and that is why these variables do not correlate with out-migration.  

Methodological Reflections 

Quantitative methods works well when examining patterns and migration flows and is a 

common methodological approach in migration and demographic studies. However, as with 

all methods there are certain limitations and trade-offs. Certain aspects and influencing factors 

to migration and human behaviour cannot be quantified or studied in a complete way by using 

only quantitative methods. A qualitative approach can capture individual reasoning behind 

staying or moving compared to quantitative methods that deals with these issues in a more 

overarching matter and can point out trends and statistical relations. Furthermore, a statistical 

model is a simplified model of whatever we are looking at, meaning that there are naturally 

some variables or factors that is not included. Also, some influencing factors cannot be 

measured in a numeric way or captured by a quantitative approach. For instance, in this study 

I have used two indicators for place attachment; one variable that states the location of the 

parents and one that includes place-specific capital in the form of a dwelling. However, since 

place attachment can be in the form of emotional and social commitments tied to an area (or 

relationships other than family ties), one could question if it is possible to measure place 

attachment in a quantitative manner. This in an example of an indicator that could be further 

elaborated through a qualitative approach.   

    For duration studies, an event history approach is well suited as it is time to an event that it 

can capture. There are however different models and assumptions one could consider.  

In hindsight, the specification used for the hazard function could have been left unspecified 

(thus assuming hazard to be constant). Leaving the hazard function unspecified is a relatively 

common approach, and further, there was no strong theoretical assumption that supports the 

assumption that the risk could vary over time other than that it perhaps decreases with time as 

seen in previous studies. Nevertheless, different hazard function distributions were tested and 

the final model was the one with the lowest AIC value. Furthermore, the assumption that the 

risk varies over time is hypothetically plausible.  

‘Move up North’ and the Efforts for Attracting In-movers to Region 8   

How can the results be used when Region 8 is working strategically with attracting in-movers 

and getting them to stay in the region? What is apparent is that highly educated, young 

people, families with children below school age and unemployed have a higher likelihood of 

moving from Region 8 after staying a period. This can additionally be related to that a 

majority of the in-movers were employed in their first year of residence in the region, which 

could be seen in the descriptive statistics. This implies that local labour market related factors 

(e.g. unemployment or a lack of employment opportunities for professionals) are one of the 

strongest factors for re-migration. Furthermore, the results show that the time perspective 

matters as the risk of moving out was highest in the initial years and that it declines with time. 

These factors are relevant for Region 8 to have in mind when planning for in-movers and in 

order to enable and encourage them to stay in the region. 
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    One main difficulty with rural residency for people in working age is the limited 

employment opportunities. A labour market that employs dual income households and highly 

skilled persons is central, as could be seen on the influence that unemployment and high 

education had on the likelihood of moving out. Having an unemployed partner was also a risk 

factor, and these results further imply that employment for both spouses is important.  

    Families with children below school age also had a higher likelihood of moving out 

compared to people with children in school age. This might be related to the fact that not all 

of the municipalities in Region 8 have essential services or a wide range of schools, and this 

might make it more difficult or less attractive for families with children to stay in the region 

when the children are about to start school. Consequently, people might migrate in order to 

provide a greater supply of educational options for their children. Additionally, re-migration 

(for whatever reason) is perhaps more easily undertaken with children before they start school 

and begin to develop a place attachment of their own (e.g. ties to friends, sports and leisure 

activities, neighbourhood etc.).    

    The likelihood of young in-movers in Region 8 to move out again is as previously 

acknowledged higher than for older people. Like people in working age in general, young 

people that have moved to Region 8 presumably need to be able to make a living in order to 

consider staying in the region for a longer time. Young people generally tend to have weak 

commitment to places, and are commonly the most mobile group in society and inclined to 

move the furthest distances. I would argue that since young people’s migration frequency is a 

well-established general pattern and not something that is regionally specific, special efforts 

towards making this group stay is dubious.  

    It could also be valuable for the regional planners involved in the efforts of attracting 

in-migrants to reflect upon what results Region 8 would wish to see. What outcomes might be 

reasonable from their efforts for attracting in-movers and getting them to stay? Do the 

municipalities in Region 8 view migration as permanent or temporary? Suppose that the 

efforts for attracting in-movers to the region is successful, meaning that people chose to move 

there, but how long lasting, or sustainable, is the development that these in-movers would 

contribute to, especially if they move out a few years later? The distinction of viewing 

migration as permanent or temporary could be useful for the regional planners to consider. If 

people move like this in the rest of Sweden, the migratory behaviour is not regionally specific. 

A critical aspect to keep in mind is that it is uncertain whether place marketing campaigns 

really stimulate local development and rejuvenation as brought forward by Niedomysl (2004; 

2007).  

    As is known, the distribution of the population has several implications on regional 

development and planning. A population increase results in greater tax revenues, providing 

local authorities with greater resources to develop and plan for their inhabitants and 

expenditures. What the results show is that time is relevant to consider; the risk of moving out 

was highest in the initial years of the stay and declined with time. Even though individual 

migrants generally can be said to have a limited overall development potential, it is relevant to 

highlight that the longer people stay, the longer they contribute to the region. Be it a 

contribution in the form of human capital, tax revenues, entrepreneurship, working within 

sectors that has a shortage (e.g. education, health care, social work), or that they have children 

that go to school. Furthermore, in a sparsely populated region as Region 8 even a relatively 
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small number of in-movers may be valuable.   

    Regions that are confronted with depopulation and the challenges that comes with it tend to 

be “blamed” for the issues instead of contemplating what the current societal order is that 

might influence the present migration patterns. Furthermore, Region 8 is not the only region 

with these issues. Region 8 is a resource periphery that historically has been more or less 

dependent on national and international demand. In addition to economic restructuring, the 

region has experienced a decrease in national attention and investments since the 1960s. 

Regional and local labour market factors and lack of vital services is likely part of greater 

issues and mechanisms related to for example economic restructuring, centralisation of 

government agencies and other services. Therefore, it is not something that is solely an issue 

for the region itself to “solve”.   
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7. Conclusion 

Place marketing with the intention of attracting in-movers has become increasingly popular in 

Sweden, and Region 8 is no exception. Nevertheless, attracting in-movers does not 

necessarily mean that they will stay permanently. How long do they stay? And what are the 

factors influencing migration? As is known, migration has a temporal aspect and individual 

migration propensity usually fluctuates over the life course. Frequently used explanatory 

factors for migration behaviour is human capital, socioeconomic status, familial 

considerations, social networks and local opportunities. In this study an event history method 

and discrete-time logistic regression have been used to examine the duration of stay for 

individuals in working age that moved to Region 8 sometime between 2000 and 2011 and the 

socioeconomic and demographic factors that influence a potential out-move. Within the 

specified context, the empirical data showed that 30% of the sampled in-movers re-migrated 

within the observation time. The average stay for the people that moved out lasted for nine 

years and the migration propensity was highest within the first six years.   

    The likelihood of an out-move depends on numerous covariates but the most prominent 

influencing factors in this study were found to be unemployment, being between 20-26, high 

education, having an unemployed partner and having children aged between 0 and 6 years. 

The gender differences that could be seen were mainly that women had a slightly lower 

likelihood of moving out compared to men, and that unemployment was an influencing factor 

for women, while for men it was not. These factors are relevant for Region 8 to have in mind 

when planning for in-movers and in order to enable and encourage them to stay in the region. 

One main difficulty with rural residency for highly educated and people in working age is the 

limited employment opportunities, which could be seen in Region 8 as well. Given the results, 

the region would be advised to specially consider families with children, highly educated and 

employment for dual income households. Further, the results show that the time perspective 

matters as the risk of moving out was highest in the initial years and declined with time. Even 

though individual in-movers generally can be said to have a limited overall development 

potential, it is relevant to highlight that the longer people stay, the longer they contribute to 

the region. 

 

Further Studies 

This study has contributed to understanding internal migrants’ duration of stay in a sparsely 

populated region in northern Sweden, and the factors influencing (re)migration. However, 

within the scope of this study it has not been possible to detect if the average stay is “long” or 

“short” since the results cannot be put in relation to other places. Moving after an average of 

nine years is perhaps a general behaviour? Or the results could on the contrary be cohort 

and/or place specific. In order to shed light on this matter it would be valuable to repeat the 

study with another region or municipality group, perhaps one that is similar in characteristics, 

in order to compare and put the results in relation to another region. Furthermore, completing 

the results through a mixed methods approach; by interviews or surveys, would deepen the 

understanding of individual influencing factors and motives for moving or staying in the 

region. Since migration research tends to focus on movers, not stayers, it would be interesting 
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to explore the factors that influenced in-movers to stay.  

    As could be seen in the regression results, the likelihood of moving out from the different 

municipalities in Region 8 was overall relatively similar but some municipalities stood out 

(e.g. Åsele, Arjeplog, Sorsele). The focus in this study has been on the region as a whole, and 

it would further be interesting to investigate how the municipalities in the region differ from 

each other. Do some municipalities attract and/or retain in-migrants to a greater degree? 
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Appendix 
 
Table 4. Description of the covariates included and the expected direction of correlation based on the theoretical framework and previous studies. 
Covariates Definition Expected direction of correlation 

Place attachment  
 Dwelling owner If the individual owns their dwelling for each year* 
    Does not own their dwelling Reference 

    Owns their dwelling  - 
Regional ties Showing if the individual has social ties in Region 8 for each year* 

    Has no parent/parents in the region Reference 
    Has parent/parents in the region  - 

Demographic factors   Sex      Man Reference 
    Woman  + 

Age Age group of the in-mover for each year**   
    Individuals aged 20-26 

 
+ 

   Individuals aged 27-33 
 

+ 
   Individuals aged 34-40 

     Individuals aged 41-47 
     Individuals aged 48-54 
     Individuals aged 55-64 Reference 

 Socioeconomic factors   Occupational activity Occupational activity of the individual for each year** 
    Gainfully employed Reference 

    Unemployed Not gainfully employed + 
   Student Received financial aid/income related to studies during the year + 
Income level Annual income level** 

    Lowest > 50,000 SEK  Reference   
    Low 50,000 – 200,000 SEK 

    Middle 200,000 – 300,000 SEK 
    High < 300,100 SEK 
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Table 4. (continued)   

Covariates Definition Expected direction of correlation 

Educational level Showing if the individual has completed tertiary education or not for each year* 

    No tertiary education Reference 

    Tertiary education 
 

+ 

Employment sector The sector the in-mover is occupied within at each year** 

    Primary sector Reference 

    Building & Manufacturing 

     Service, Commerce & Tourism 

 
 

   Transport 

 
 

   Financial & Real estate 

 
 

   Public administration & Services 

 
 

   Education 

 

+ 

   Health care & Social work 

 

+ 

   Other 

 
 

Household and family factors 
 

 
Partner Does the in-mover have a partner for each year* 

 
   No partner Reference 

 
   Has a partner 

 

  

Age of children Age group of the individual's children for each year* 
 

   Child/-ren between 0-6 years  Reference 
 

   Child/-ren between 7-17 years  

 

- 

Unemployed partner Showing if the partner is unemployed at each year*  

   Does not have an unemployed partner Reference  

   Has an unemployed partner  + (if woman) 

Region 8 

 
 

Municipalities Name of the municipality that the individual moved in to** 
 

   Lycksele Reference 
 

   Åsele  
 

   Arjeplog 

 
 

   Dorotea 

 
 

   Malå 

 
 

   Norsjö 

 
 

   Storuman 

 
 

   Sorsele 

 
 

Vilhelmina 

 
 

Note: * = dummy variable, ** = categorical variable.  
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Table 5. Description of the variable “high education”, and what SUN-codes it includes. 

Education SUN-code 

Doctorate degree 640 

Licentiate degree 620 

Other/unspecified research degree  600 

Higher education 5 years or longer (vocational) 557 

Higher education 5 years or longer (general) 556 

Post-secondary education for at least 5 years (not university/college) 555 

Unspecified post-secondary education for at least 5 years 550 

Higher education 4 years (vocational) 547 

Higher education 4 years (general) 546 

Post-secondary education for at least 4 years (not university/college) 545 

Unspecified post-secondary education for at least 4 years 540 

Higher education 3 years (vocational) 537 

Higher education 3 years (general) 536 

Post-secondary education for at least 3 years (not university/college) 535 

Higher education, 120 credits (not graduated) 532 

Unspecified post-secondary education for at least 3 years 530 

Higher education 2 years (vocational) 527 

Higher education 2 years (general) 526 

 

 

Table 6. Description of employment sectors and included SNI-codes in each group. 
 

 

 

 

 

 

 

Employment Sector   SNI-code 

Primary Sector 01-14 

Building and Manufacturing 15-45 

Service, Commerce and Tourism 50-55 + 63 + 92-93 

Transport 60-62 

Financial and Real Estate Business Activities 65-72 + 74 

Research and Development 73 

Public Administration and Services 64 + 75 + 90 

Education 80 

Health Care and Social Work 85 

Other Sectors 91 + 95 + 99 
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Episode  An individual’s stay 

Survival  Not moving 

Failure  Out-move  

Time at risk   Analysis time   

Duration   The time an individual (unit) spends in a state 

Survival time  The time from the initiating event, the in-move, to the out-move 

     (event) is usually denoted survival time 

h(t)   Hazard function  

f(t)  Probability density function: the probability that there is 

   a failure at time t  

S(t)  Survivor function 

Pr  Probability   

T  Random variable denoting survival time 

 t  Any year in the window of observation, specific value for T  

 

Discrete-time logistic regression model:  log (
Pit

1-Pit
) = αt+ βxti 

Hazard function: h(t) =
f(t)

S(t)
  

Survival function: S(t)= Pr(T>t) 

Discrete time hazard function: h(t) = Pr(T = t | T ≥ t, x) (see e.g. Mills, 2010:181) 

Discrete-time survival function: (t)= Pr(T>t) 

Kaplan-Meier:  St=
Number of in-movers - Number of outmovers

Total number of in-movers
 

 

Figure 4. Terminology and mathematical expressions. 
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Figure 5. Output from Stata showing a description of the data and the out-move (failure). 

 

 

Figure 6. Margins plot showing the interaction between outmigration and time (margins based on 

model 1). 
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time at risk              390558    9.165661           1         12         12

time on gap if gap             0           .           .          .          .

subjects with gap              0   

(final) exit time                   9.165661           1         12         12

(first) entry time                         0           0          0          0

no. of records            390558    9.165661           1         12         12

no. of subjects            42611   

                                                                              

Category                   total        mean         min     median        max
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