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It doesn’t matter how beautiful your theory is, it doesn’t matter how
smart you are. If it doesn’t agree with experiment, it’s wrong.

Richard P. Feynman
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1. Introduction

Enzymes are Nature's main way of performing catalysis.1 Together with
other natural catalysts such as catalytic RNA,2 they accelerate all the
chemical reactions that life depends on. The activity of enzymes has
been refined over the course of evolution to be both specific for the chem-
istry that is being catalysed, as well as selective for the substrates that
are accepted for it.3,4 On the other hand, promiscuous activities have
been observed for enzymes involved in scavenging of chemicals, or those
tasked with detoxification of xenobiotic compounds.5 One of the striking
selectivities that have been observed in all domains of life is the close–to–
absolute preference of L–amino acids.1 Both the L– and D–amino acids
are two different three–dimensional representations (enantiomers) of the
same chemical structure, only differing in the orientation of the atoms
in space.6 Still, nature generally only incorporates the L form into pro-
teins, with the result that the proteins built from the amino acid subunits
include the structural information of the orientation in addition to the
chemical properties. Enzymes involved in the task of providing the ma-
terial for building new proteins are some of the most selective known,
with amino acyl tRNA synthases only accepting correct amino acids and
corresponding messenger RNA molecules.7 In enzyme catalysis, highly
selective enzymes are usually involved in reactions that are essential for
the survival of the organism.8 The host has to rely on the exact reaction
to be catalysed with the correct substrate, resulting in high evolution-
ary pressure to create a selective enzyme. Promiscuous enzymes provide
different advantages for their host organisms. They make it possible to
let established enzymes explore new chemistry, while keeping a possibly
critical native reaction present.3,9 Enzymes may be promiscuous in the
choice of substrate,10 catalysed reaction,3,11 reaction pathway12 or final
product.13,14 Understanding what causes enzymes to be promiscuous or
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selective is of general interest for both medical research and for the chem-
ical industry. A new specific inhibitor could be built from the knowledge
of the specific interactions involved in catalysis,15 for example. Or, in a
different case, the evolution of an enzyme could be traced through dif-
ferent ancestral versions of it based on the kind and proficiency of its
promiscuous activities.3

In all of those cases, a detailed understanding of the enzymatic mech-
anism is needed. This can be made possible through both experimental
and theoretical studies of the chemistry involved. Experimental studies
here are often limited in the resolution of the information they provide,
while theoretical studies are limited by the models used to describe the
system under investigation. This has often been the case in studies of
enzymatic enantioselectivity, where only minimal changes in the interac-
tions with a substrate can lead to large changes in selectivity16–18 that
can be difficult to explain from experiments alone.19 At the same time,
finding and understanding new enantioselective reactions is one of the fo-
cus topics in chemistry, with numerous articles describing new reactions
being published (a short selection of recent publications from the Ameri-
can Chemical Society, Guo et al.,20 de la Torre et al.,21 Tanabe et al.22).
Still, better understanding of reactions is needed to make it possible to
rationally design new functions, or to change the current function purely
by design. Only full understanding will make it possible to further refine
enzyme design approaches that are used today.23–25

1.1 Enzyme catalysis
Enzymes function as natural catalysts by accelerating the reaction rate of
a transformation without being consumed in the process.1 Mankind's use
of this kind of catalysis dates back to early examples of fermentation,26,27

but understanding of it was only starting after studies on the cellular or-
ganisation of life and the discovery of the fermenting agents.28 Additional
development on the nature of chemical reactions followed from research
in the fields of organic and physical chemistry. Here, the previous real-
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isation that biological molecules can be synthesized in the same way as
inorganic species29 generated new interest in understanding how nature
achieves the reaction outcome. One path towards understanding enzyme
catalysis is by studying the rate by which certain reactants are turned
over and finding patterns between those rates and the physicochemical
properties of the substrates.

1.1.1 Reaction kinetics
The rate law for a general chemical reaction (Scheme 1.1) can be defined
as the change of either the concentration of the reactants or the products
over time (Eq. 1.1).

S k P

Scheme 1.1. Basic chemical reaction from reactants S to products P

v = −d[S]
dt

= [S] ·k = d[P ]
dt

(1.1)

This equation is valid for any uni–molecular reaction as long as there is
no reverse reaction from the product P back towards the substrate.6 The
exact kinetics of a reaction can be determined from observed experimental
rates, giving information about the number and kind of the participating
molecules. In case of an enzymatic reaction, those simplified schemes are
often not sufficient, as reactions can include several steps from the sub-
strate towards the product. These steps are not necessarily observable,
making it difficult to assign a single, global rate constant to the reac-
tion. An example of an enzyme reaction is given in Scheme 1.2. Here,

E+S
k1

k−1
ES

k2 E+P

Scheme 1.2. Example enzymatic reaction, leading from the free molecules, over the
enzyme substrate complex to the product.

only the product formation might be observable, or the substrate deple-
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tion. A possible way to analyse this kind of reaction is the application of
Michaelis–Menten kinetics.

1.1.2 Michaelis–Menten kinetics
The rate laws for the kinetics first described by Leonor Michaelis and
Maud Menten30 can be applied to the example reaction in Scheme 1.2
to obtain the overall rate constant for the reaction kcat and the so–called
Michaelis constant KM, the substrate concentration where the reaction
velocity is half of the maximum velocity. The basic assumptions are that
the concentration of the catalyst E is much lower than the concentration
of the substrate S, and that the reaction is proceeding essentially irre-
versibly towards the formation of the product P . The complete system
can then be described using a set of differential equations, shown below
as equations 1.2 to 1.5. The concentration of the reactive species ES is
given by the rate of formation from the free molecules k1, together with
the unproductive dissociation k−1 and the actual chemical step k2.

d[ES]
dt

= k1 · [E][S]−k−1 · [ES]−k2 · [ES] (1.2)

The rate of substrate depletion is the difference between the forward
reaction towards the reactive complex ES k1 and the dissociation back to
the free species k−1.

− d[S]
dt

= k1 · [E][S]−k−1 · [ES] (1.3)

The rate of product formation then only depends on the concentration of
the reactive complex ES.

d[P]
dt

= k2 · [ES] (1.4)

Finally, the concentration of free enzyme depends again only on the rates
of formation and depletion of the reactive complex ES.

d[E]
dt

= −k1 · [E][S]+k−1 · [ES]+k2 · [ES] (1.5)
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To solve those equations, additional assumptions about the nature of the
different steps in the scheme have to be made. In the original analysis of
Michaelis and Menten,30 it was assumed that the rate of formation of the
reactive complex from the free molecules is identical to its dissociation,
with the species in instantaneous equilibrium.

k1[E][S] = k−1[ES] (1.6)

Together with the conservation law for the catalyst in Equation 1.7, this
results in the Michaelis–Menten description for the rate of product for-
mation in Equation 1.8. Here, the value of KD is defined as the ratio
between the rates k−1/k1, the binding constant in this case.

[E]0 = [E]+ [ES] (1.7)

v = d[P]
dt

= k2[ES] = k2
[E]0[S]

KD +[S] = vmax[S]
KD +[S] (1.8)

A later derivation of the rate law was performed by Briggs and Haldane.31

In this case, the assumption in Equation 1.6 was changed to the assump-
tion that the reactive complex ES is now in dynamic equilibrium with the
rest of the system.

k1[E][S] = k2[ES]+k−1[ES] (1.9)

This changes Equation 1.9 to include the rate of product formation into
the constant in the denominator, resulting in the Michaelis constant KM

in Equation 1.10 and the final equation for the enzymatic rate in Equation
1.11.

KM = k−1 +k2
k1

(1.10)

v = vmax[S]
KM +[S] (1.11)

From those equations, basic kinetic parameters such as the maximum rate
and the Michaelis constant KM can be obtained.

vmax = kcat · [E]0 (1.12)
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Using those constants, the catalytic proficiency and the substrate affinity
of the enzyme under investigation can be classified. It is also possible to
obtain the combined value of the specificity constant kcat/KM. This value
corresponds to the enzyme activity under any substrate concentration,
making it also possible to evaluate the activity under conditions present
in the natural environment.8,32

1.1.3 Complex reaction kinetics
The rate laws given in the paragraph above are valid for the simple re-
action given in Scheme 1.2, but need to be adapted for more complex
reactions involving multiple reacting species and chemical steps. In those
cases, the King–Altman method33 can be applied to derive the definition
for the constants in the Michaelis–Menten equation from the individual
rate constants. By arranging the different species of the reaction in a
circular scheme, the rates for the formation of the individual molecules
can be dissected to the basic rates. This can be of importance in the
validation of a proposed reaction mechanism, as the rate constants from
the individual steps need to be in agreement with the observed rate con-
stant for the full reaction. One example of such a more complex reaction
(Scheme 1.3) results in the rate Equation 1.13.

E+S
k1

k−1
ES

k2
k−2

EI
k3 E+P

Scheme 1.3. A more complex enzymatic reaction, involving an intermediate on the
path to the final product

v =
[E]0 · [S] · k2k3

k2 +k−2 +k3

k−1 (k−2 +k3)
k1 (k2 +k−2 +k3)+ [S]

(1.13)
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1.1.4 Determination of individual rate constants
The individual rates of a multi–step reaction can be obtained to analyse
which are the steps that actually limit the overall rate, and are thus of
interest for either understanding the enzymatic function, or for studies
on how to modify it.34,35 Determining those rates depends on the ability
to observe any kind of signal during an experiment that can be related
to the appearance or disappearance of the subspecies involved in the step
under investigation, for example a spectroscopic or fluorescent signal from
groups on the enzyme or the molecule being converted.36 One challenge
in studying those individual steps is that the reactions often reach steady
state in a short amount of time, making it necessary to use methods that
allow for rapid measurements, such as stopped flow36 or quench flow.37

The observed rates can then be related to the fundamental rate constants,
according to what kind of observable has been measured and at which
point of the reaction the rate was observed.35

1.2 Physical chemistry of enzyme reactions
Enzyme reactions follow the same basic laws that regulate the rates of
the reactions in organic chemistry. This means they can be subjected
to the same kind of analysis of their reaction properties as any other
reaction.6 Of general interest are the presence and nature of reactive in-
termediates, the pathway used to perform a given reaction and the nature
of the enzymatic transition states.38 Information from investigations into
the principle chemical behaviour can later be used to modify both the
enzyme catalyst and/or the substrate to attempt to improve properties
such as the reaction rate or binding constants. The additional informa-
tion can also help in understanding complicated reaction schemes and
identify parts of the enzyme that are favouring the reaction.

1.2.1 Linear free energy relationships
One possible investigation of the physical chemistry of a reaction is the
variation of either substrate or catalyst by varying chemical groups in-
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fluencing the reaction.39 Those kinds of investigations are searching for
the linear dependency between observed rate constants and other exper-
imental observables, such as equilibrium constants. From these kinds
of analysis, information regarding the nature of the transition state of
the reaction can be obtained.40–42 In the case of enzymatic reaction, the
determination of these kind of relations is more difficult. Often, several
reaction steps are involved in the full reaction from the initial reactants to
the products. Also, modifications to the enzyme catalyst or reactants can
have additional effects besides the desired effect introduced by changing
them for the study. One example for this has been the case of reactions
catalysed by alkaline phosphatase.40,43 A possible relation that can be
analysed is the slope of the plot of the Hammett parameter σ ∝ K

K0
,44

against the logarithm of the rate constant.

logk = A+Bσ (1.14)

Here, the rate k is related to a physical property σ by a constant factor B

and an offset A. Depending on the kind of reaction and the nature of the
substituents, different slopes B are expected and will point to different
reaction mechanisms.6

1.2.2 Isotope effects
A different possible investigative pathway to determine the nature of (en-
zyme) reaction transition states is the analysis of the effects caused by
exchanging the atoms involved in the reaction for a different isotope.45–48

Depending on if kinetic or equilibrium effects are observed, the resulting
effects are either presented as kinetic isotope effect (KIE) or equilibrium
isotope effects (EIE). In case of a study involving KIEs, a simple expla-
nation for the observed effect can be given using Figure 1.1. Depending
on which atoms are exchanged and how those atoms contribute to the
reactions, either normal or inverse isotope effects can be observed.49 The
observed effect can then indicate a certain reaction mechanism and help to
distinguish between several different possibilities. In reactions involving
light atoms such as hydrogen, high values for kinetic isotope effects can
also indicate contributions from quantum mechanical tunnelling.48,50,51

20



lightheavy

Figure 1.1. Possible effect of substituting a light isotope of an atom to the corre-
sponding heavier form on a chemical reaction. The change in mass leads to a change
of the vibrational frequency of the bonds to the atom, leading to different levels for
the ZPE of the corresponding ground and transition states. This then results in differ-
ence between the free energy needed to cross from the reactant state to the transition
state.

1.2.3 Temperature and pH dependence
The rate of enzymatic reactions is also dependent on the temperature and
the pH of the surrounding environment. In the case of the temperature
dependence, the effects can be explained using the Arrhenius equation.52

k = Ae−Ea/RT (1.15)

In Equation 1.15, k is the observed rate constant, A is a reaction specific
pre–factor, R the universal gas constant, T the temperature in Kelvin
and Ea the activation energy of the investigated reaction. As can be seen
from the equation, an increase in temperature will lead to a reduction
of the exponent, and thus to an increase in the rate of the reaction. A
similar equation had been derived by Eyring and Polanyi,53,54 relating
the reaction rate to the Gibbs free energy of the reaction.

k = kBT

h
e

−
ΔG‡

RT = kBT

h
e

−
ΔS‡

R e
−

ΔH‡

RT (1.16)

Here, the rate is k at temperature T , with kB being the Boltzmann con-
stant, h the Planck constant, ΔG‡ the Gibbs activation free energy, ΔS‡
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the activation entropy and ΔH‡ the activation enthalpy. The advan-
tage of this relationship is the ability to directly obtain the energetic
parameters from the experiments, allowing the comparison to theoretical
methods evaluating the energetics of an reaction. In enzyme catalysis,
the temperature not only acts by modulating the rate of the chemical
reaction, but also the stability of the enzyme. Therefor all enzymes are
only active in a relatively narrow window of accepted temperatures.8

Enzymatic reactions are also influenced by the proton strength (pH) of
the environment. The concentrations of hydronium ions H3O+ given by
the relationship pH = −log10cH3O+ affects the protonation state of pro-
tein amino acids according to their pKa, as defined by the Henderson–
Hasselbalch equation.55

pH = pKa +log10

(
[A−]
[HA]

)
(1.17)

Here, [A−] is the concentration of conjugated base of the acid HA. The
change in protonation state of residues involved in the mechanism can
lead to observable changes in the reaction rate. These changes can then
be analysed to identify the nature of the participating residues and the
kind of catalysis taking place. In the case of reactions involving acids or
bases, pH–rate profiles can be helpful in determining how those residues
affect the reaction, with a number of examples given in Figure 1.2. There,
examples for the different observable rates are given for general and spe-
cific acid and base catalysis.6 Similar to temperature effects, the pH of
the environment also affects the protein stability, which will additionally
influence the reaction rates.56

1.2.4 Relating rates to free energy
A main issue for the study of enzymatic reactions in terms of physical
chemistry is the relation of the experimentally observed rates to the free
energy of the system that can be obtained from theoretical approaches.
The concept of transition state theory (TST) has been developed by
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Figure 1.2. Examples for the different pH versus rate profiles observed for the different
kinds of general (A,C) or specific (B,D) acid (A,B) and base (C,D) catalysis. In actual
reactions, more complicated observations can arise from the combination of different
groups that observe different forms of catalysis. The inversion points of the profiles
can be an indicator for the nature of the amino acid being involved in the reaction,
by comparing the points to the pKa values of possible candidates

Eyring and Polanyi and is the basis of the Eyring equation 1.16 men-
tioned above. The basic equation is shown below as Equation 1.18 with
the only difference to Equation 1.16 being the inclusion of the pre–factor
κ.

k = κ
kBT

h
e

−
ΔG‡

RT (1.18)

This reaction specific value includes both the recrossing probability and
the contributions from quantum mechanical tunnelling to the reaction.57

The limitations of TST are the assumption that all chemical species in-
volved in the reaction are at chemical equilibrium and that the effects
from quantum behaviour are not significant.58,59 In cases where general
TST is no longer valid, different additional treatments are needed to accu-
rately describe the relation between reaction rate and energy.60,61 Other
experimental observables can also be related to the energetics of a re-
action, such as the equilibrium constants K to the free energy through
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the relation ΔG = −RT lnK or the ratio of of the specificity constants
kcat/KM.

ΔΔG = −RT ln(kcat/KM)1

(kcat/KM)2 (1.19)

This allows the direct comparison between the energetics of two different
reactions.

1.2.5 The origins of enzyme catalysis
A catalyst is any molecule that increases the reaction rate of a chemical
reaction, meaning it reduces the free energy barrier between the reactant
and transition state without itself being transformed by the reaction.6 In
the case of enzyme catalysis, the enzyme functions as this catalytically–
active molecule by first forming a complex between the enzyme catalyst
and the reactants, which is then converted during the chemical step into
the enzyme product complex. An example of this is shown in a free energy
diagram in Figure 1.3 A for a simple one step transformation. The way by
which the enzyme catalysts are able to reduce the free energy difference
has been the focus of biochemical research since the dawn of this field.8

Early models to explain enzyme catalysis
Among the first proposals on enzyme catalysis has been Fischer's model
based on substrate binding,62 the “Lock and Key” model, and the in-
duced fit model by Koshland following after this.63 Those models had in
common that they proposed that optimal interactions between the en-
zyme and the substrate are responsible for the catalytic activity. Those
interactions were either supposed to be caused by the perfect shape com-
plementarity between enzyme and substrate,62 or caused by a change of
enzyme conformation after binding to the substrate.63 Those explana-
tions have now fallen out of favour, as enzymes have been shown not to
bind tightly to the substrates but to analogues resembling the transition
state of the reaction,15 as first proposed by Pauling.64
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Catalysis through ground state destabilisation
In addition to Paulings theory on catalysis through transition state stabil-
isation, theories were developed to include destabilizing effects from the
enzyme on the reactant state to lower the free energy difference between
it and the transition state.65,66 Several example reactions have been pro-
posed to be catalysed by this effects.67,68 The general idea of the proposal
is that the interactions between catalyst and reactants lead to distortions
in the reactants to a more transition state like structure. The basic prin-
ciple is shown in Figure 1.3 B, indicating that in the idea of pure desta-
bilisation, only the reaction state energies change, while the transition
state stays the same. This approach to explain catalysis has later been
challenged in multiple cases, showing that the contributions from ground
state effects were minor compared to effects on the transition state.69–72

Catalysis through transition state stabilisation
The idea that a catalyst improves the reaction rate by tightly binding to
the transition state has been first proposed by Linus Pauling, as men-
tioned above.64 Figure 1.3 C gives a basic example, showing that the
catalysed transition state is lower in energy compared to the uncatal-
ysed reaction. The way by which the stabilisation is occurring has also
been a topic of debate, with the ideas of electrostatic stabilisation73

and preorganisation74 (Figure 1.3 D) currently supported by different
models75–79 and experiments.72,80–82 The theory of transition state sta-
bilisation through electrostatic interactions proposes that the active site
charge environment is arranged so as to achieve optimal stabilisation of
the transition state compared to reactant or product states. The theory
was reinforced by coupling it with the concept of active site preorganisation,73

meaning that the charges involved in the stabilisation do not have to re-
arrange during the reaction in the catalyst, and thus reduce the penalty
caused by the reorganisation present for the same reaction in solution.
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Figure 1.3. (A) Visualization of the free energy profile for a simple one step transfor-
mation. The catalytic effect is the difference between the free energy of the catalysed
reaction in red and the uncatalysed reaction in black. (B) and (C) Simplified exam-
ples for ground state destabilisation and transition state stabilisation. In both cases
the catalysed reaction in red reduces the free energy difference between catalysed
reaction in red and the uncatalysed reaction in black. (D) Example visualization for
electrostatic preorganisation. The active site charges (red spheres) are organized in
such a way as to achieve optimal stabilisation of the reactant charges (blue spheres)
at the transition state.
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Non–thermodynamic explanations for catalysis
In recent years, cases of enzyme reactions have been found that indicate
departure from the model of catalysis through transition state stabilisa-
tion. These include cases of enzymes showing exceptionally large KIEs
for hydride transfer reactions.51 It has been proposed that those enzymes
achieve a fine–tuning of catalysis by modulating the width and shape of
the free energy barrier that the hydride has to cross, instead of reducing
it.48,83 While the approach has been seen as a favourable explanation for
catalysis in some systems, other studies have proposed that the contribu-
tions from tunnelling are minor compared to those from transition state
stabilisation.84,85

1.3 Protein structure determination
The structure of any catalyst has the greatest impact on its actual func-
tion, with enzymes being no exception. Structural information has helped
in investigating a large number of different enzymatic mechanisms due to
the ability to see which groups are likely to interact with substrate mo-
lecules and which are unable to do so.8 Obtaining the coordinates of all
atoms in a protein involves, in most cases, the creation of a protein crystal,
followed by X–ray diffraction studies to determine the electron density,
which are then used to fit the atomic coordinates.86 Other methods are
the study of smaller proteins using nuclear magnetic resonance (NMR),
or cryo–electronmicroscopy for larger complexes.87,88 Even though struc-
tural information is the starting point for a large number of different pos-
sible investigations, it can also be misleading in the study of a mechanism,
as the conditions involved in the experiments leading to the structure do
not have to correlate with the conditions either during a kinetic experi-
ment, or the natural environment of the protein.
Another important aspect of enzymatic activities is the stability of the
catalyst, as it is the case for classical organic catalysts.8 Studying stabil-
ity can also lead to further insights concerning the functions of different
structure elements, as they might be involved in providing necessary sta-
bility, or can be mutated to achieve it. The study of enzyme temperature
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dependence has given new insights here concerning those effects, as en-
zymes adapted to higher or lower system temperatures have been shown
to employ different catalytic strategies.89,90

1.4 Stereochemistry
The systematic determination of molecular structures based on crystalli-
sation or spectroscopic methods is a central factor to the characterisation
of molecules.6 Different to basic composition analysis, the structural de-
termination not only gives information about from what the compound
is built, but also how. As organic molecules can be extremely complex,
there are numerous structures that can be formed from exactly the same
chemicals.91 There are several levels of chemical redundancy, from com-
pounds having the same chemical composition, to chemicals having the
same kind of functional groups (so–called stereoisomers),6 and molecules
having the same kind of bonding patterns and only differing in the orien-
tation of the substituents in space (enantiomers).6

1.4.1 Compound classification
Fischer rules
Some of the first studies on different isomeric forms of molecules had been
performed by Emil Fischer on the nature of different sugar molecules,92

with the classification of all different sugar isomers as the result. Fischer
also introduced the projection scheme named after him93 to simplify the
visualisation of complex organic molecules. This classification organises
the molecules along the longest axis, as visualised in Figure 1.4 (A) for a
simple aldehyde.

Cahn, Ingold and Prelog projection rules
More advanced classification had been developed later by Cahn, Ingold
and Prelog (CIP)94 for the general classification of organic compounds
and not just carbohydrates. The CIP classification first assigns the dif-
ferent stereo centres of a molecule, atoms with substituents that can be
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exchanged to result in a different isomer of the molecule of interest. Then,
the substituents are arranged in space such as to point the atom with the
lowest mass away from the viewer, with the remaining ones pointing out
of the plane towards the observer. The identifiers are then assigned ac-
cording to the relative position of the order from lowest to highest mass
substituent. An example is given in Figure 1.4 (B).

CH2

O

H OH

OH

H
1

2

Cl

BrF

H

A) B)

Figure 1.4. (A) D-Glyceraldehyde represented using the Fischer projection. The
carbon at the highest oxidation state is oriented to the top (1), with the
last chiral carbon (2) indicating the configuration of the molecule. (B) (S)–
Bromo(chloro)fluoromethane in CIP representation.

Compound naming
In the Fischer classification, molecules are separated into the L (levo) and
D (dextro) forms, indicating the orientation of the heavier substituent
on the penultimate carbon either on the left (L) or on the right (D).
In case of the CIP classification, compounds are classified as either S
(sinister) or R (rectus), depending on whether the sequence of the atoms
mentioned above is clockwise (R) or counter clockwise (S). For molecules
involving the orientations of substituents on double bonds, the CIP rules
can be used to classify a system as either E or Z type, indicating if the
substituents are on the same site of the molecule (Z), or on opposite sites
(E). This is similar to the cis or trans classification of organic molecules.

1.4.2 Enantiomers and stereoisomers
It is possible to classify different forms of the same basic chemical compo-
sition depending on the kind and amount of symmetry operations needed
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to superimpose them onto each other.95 In terms of different stereoiso-
mers, this can be a rotational axis or plane, while enantiomers can not be
superimposed on each other using a mirror plane. A visualisation of this
is provided in Figure 1.5 A for stereoisomerism and B for an enantiomer.
Molecules containing different enantiomeric forms are termed chiral, from
the Greek term chiros for handed. The difference between the two classes
lies within the ability to chemically differentiate between different forms
of molecules built from the same components. In case of stereoisomers, it
is still possible to use chemical classification to identify different forms, as
changes in the arrangement can lead to differences such as melting point
or spectroscopic signals. Those differences can be used to both identify
and purify the separate forms of the molecules. This is in general no
longer possible for different enantiomers, as the exchange between two
substituents does not change the chemical properties of the molecule.6

The main observed effect for enantiomers is the different rotation of po-
larized light, an effect first observed in the investigation of sugars and
related compounds in the 19th century.

CH3
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H

H
O

CH3

trans-(E)-methyl styreneoxide

cis-(Z)-methyl styreneoxide
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O O
-
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+

SH
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Mirror plane

B)

Figure 1.5. (A) Different stereoisomers of methyl Styrene oxide (B) Enantiomers of
cysteine separated by a mirror plane.

Enantiomers in biochemistry
As enzymes are build up from chiral amino acid building blocks, they
themselves are chiral molecules, with the spatial organisation in binding
or active sites being determined by the exact positioning and orientation
of the amino acid side chains.1 All common amino acids used in living
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cells are the L enantiomers in the Fischer projection (except glycine, an
achiral molecule due to the missing side chain).1 This naturally results
in differences when binding molecules that are themselves chiral, com-
ing from the orientations of the molecules and the side–chains when they
come into contact during an interaction. For a simplified example see
Figure 1.6. This visualisation shows how the different enantiomers will
bind in the same active site, with only one of them showing favourable
interactions. In an enzyme (or any other molecule selectively binding to

Di erent interactions of chiral mirror images
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Figure 1.6. Simplified visualisation of the interactions between two different enan-
tiomers and a binding site. Only in the case of the (S)–enantiomer is there a favourable
interaction between the oxygen and the site labelled ”hydrogen bond“. In case of the
(R)–enantiomer, this interaction becomes unfavourable.

a ligand), this kind of difference in binding interaction can be the decid-
ing point between an effective binder or one that binds only loosely or
in a transient manner. Prominent examples for this kind of behaviour
can be found in the effectiveness of pharmaceuticals, where the differ-
ence in enantiomers can often be decisive when it comes to the final
effectiveness.96

31



Industrial and pharmaceutical use of enantiomers
The differences between the orientation of a single functional group might
not seem to be of too much importance for many, but as has been shown
above it makes all the difference between a functional organism and a
random ensemble of molecules. Chemically the production of enantiopure
compounds is a challenging task, with the discovery of a new pathway that
leads to enantiopure compounds still being frequently the focus of major
publications.20–22 A large number of current pharmaceutically important
molecules are chiral and the production of any of the precursors for those
molecules as enantiopure compounds will make sure that no further pu-
rification will be necessary. The pressure on changing current synthesis
protocols towards producing the pure chiral forms of drug molecules has
been increased since the decision of the Federal Drug Administration in
the United States declared that new compounds that can be produced in
pure form have to be enantiopure.97 While this has been possible through
either chiral organic synthesis (some examples can be found in Breuer et
al.,98 Heitbaum et al.,99 Nestl et al.100) or through purifying the reaction
products,101 those approaches often involve expensive additional steps,
while biocatalytic approaches can avoid those expenses.
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2. Hydrolase enzymes

Hydrolase enzymes are one of the basic families of enzymes, catalysing
the breaking of molecular bonds by the addition of water.1 All enzymes
from this group are classified under the Enzyme Commission number 3,
with a multitude of different functions and structural folds. The focus of
this chapter will be on one of the subfamilies in this class of enzymes, the
α/β hydrolases.

2.1 α/β hydrolase enzymes
The family of enzymes known as α/β hydrolases are one of the larger
enzyme families that have been studied extensively for their involvement
in a large number of important biological processes.1,102 Members of the
family include the ubiquitous peptidases and esterases103 involved in re-
actions like peptide bond cleavage and ester metabolism.1,102

Enzyme structure
Members of the enzyme family are characterised by their recognisable
protein architecture, composed of a β sheet sandwiched between a num-
ber of α helices that connect the different β strands with each other. An
example structure is shown in Figure 2.1 for the Homo sapiens acetyl-
choline esterase enzyme. From the structure, the general arrangement of
the α helices and β sheets mentioned above can be seen. The general fold
used to build the enzyme structure is the Rossmann fold.

Catalytic mechanism
All the hydrolytically active enzymes in the family function through a gen-
eral reaction mechanism involving a general base histidine and a charge
relay acid (aspartate or glutamate).1,102 Those two residues in concert
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Figure 2.1. Three dimensional structure of Homo sapiens acetylcholine esterase
(PDB: 4PQE). β strands are colored in dark red, α helices in dark blue. Structure
visualized in Chimera104 and rendered using POVRay.105

are then able to activate an active site nucleophile. The nature of this
nucleophile depends on the enzyme, with generic esterases and peptidases
often using serine or threonine102 nucleophiles. The primary or secondary
alcohol can be deprotonated by the histidine polarized by the charge relay
acid, generating a potent alcoxy moiety that can attack the carbonyl in
esters or peptides.106,107 There are several variations of this general mech-
anism, but the canonical structure of nucleophile, histidine, and charge
relay acid is common to all members.103 The residues are arranged to form
the catalytic machinery of the enzyme, called catalytic triad, visualised
in Figure 2.2.

NNH
O
-

O N
nuc

his
acid

Figure 2.2. Canonical structure of the catalytic triade in α/β hydrolase enzymes,
build from a nucleophile (nuc), catalytic base histidine (his) and charge relay acid
(acid)
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2.2 Epoxide hydrolases and dehalogenases
One subfamily of the larger class of α/β hydrolases with a distinct ac-
tive site variation is the epoxide hydrolase (EH) and dehalogenase (DHA)
tree. Here, the active site nucleophile is a carboxylate anion instead of an
alcohol, with the most commonly found amino acid being aspartate.108

This change in nucleophile is needed to perform the catalysed reaction
of either epoxide ring opening or dehalogenation, to again form a re-
active ester intermediate that can be further hydrolysed, as shown in
the epoxide hydrolase reaction mechanism in Figure 2.4. The remaining
residues in the catalytic triad are the same as for the other subfami-
lies. This subfamily of the larger family of α/β hydrolases is of major
interest in the development of biocatalysts, as epoxides, diols and halo-
genated carbon compounds are important precursors for a large number
of pharmacologically active molecules,100 that can pose difficulties in or-
ganic synthesis due to their high reactivity. The enzymes themselves are
highly selective for the catalysis of their native reaction, reducing the need
for purification of the desired reaction products from chemically similar
byproducts.100,109,110

Dehalogenases
The DHA subfamily of α/β hydrolases contains enzymes that are able
to break the halide – carbon bonds in their substrate molecules, by first
forming a covalent intermediate that is subsequently hydrolysed to the
corresponding alcohol.111,112 The enzymes belong to the EC class 3.8.1.5,
with the important distinction that the reaction causes the inversion of
configuration at the position of the halide–carbon bond. The active sites
of these enzymes are similar to those of the EH class, with the difference
that the leaving group halide is stabilised by a set of slightly polar residues
in the binding pocket,111 instead of being still part of the substrate in
EH enzymes. Enzymes in this class are able to act on a large number
of different halogenated compounds,113 which makes them interesting for
industrial applications.100
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Epoxide hydrolases
The other member of the DHA and EH sub–branch of the α/β hydro-
lase superfamily gave the name of this class, soluble epoxide hydrolase
(sEH). Enzymes from this class share the common fold of other α/β hy-
drolases and are distinct from other ether–metabolising enzymes by form-
ing a covalent bond to the substrate molecule before releasing the product
diol.114–116 This is one of the main discerning factors to other, non–α/β

epoxide hydrolases, such as limonene epoxide hydrolase (LEH).117 LEH
enzymes are built around a different protein fold and catalyse the re-
action by directly adding water to one of the epoxide carbons.118,119 In
contrast, sEH, as well as the related, but membrane–associated microso-
mal epoxide hydrolase, do not directly hydrolyse the epoxide, but rather
forms a reactive ester intermediate with an active site nucleophile such as
aspartate. The resulting ester is later hydrolysed by water and the water
oxygen being incorporated into the amino acid side chain.120 Due to the
ester intermediate, the enzyme can act on a variety of substrates using
a common hydrolysis pathway. The sEH reaction is further facilitated
by two tyrosine residues being positioned at the ceiling of the active site,
with the aim of stabilising the epoxide oxygen after ring opening.121,122

The stabilisation of the tetrahedral intermediate formed during the es-
ter hydrolysis is performed similar to all α/β hydrolase enzymes, using
backbone amides to counteract the charge build up on one of the oxygen
atoms.78,102

2.3 Solanum tuberosum epoxide hydrolase I
The Solanum tuberosum epoxide hydrolase 1 (StEH1) is a well–characterized
member of the epoxide hydrolase family, with the main function thought
to be in the cutin biosynthesis pathway.123 The enzyme consists of 321
residues, with a total weight of 36 kDa. The three–dimensional structure
of the enzyme is shown in Figure 2.3. In the active site, residues D105,
H300 and D265 form the catalytic triad,124 with residues Y154 and Y235

situated at the roof of the active site.115,122,125 The two conserved ty-
rosine residues provide the stabilisation of the epoxide ring oxygen and
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Y154
Y235

D105

H300

D265

Figure 2.3. Rendering of StEH1. The general α/β hydrolase fold is clearly visible.
The inset shows the enzyme active site, with the residues involved in the catalytic triad
and the tyrosine stabilizing the epoxide oxygen shown as sticks. Figure generated from
PDB 2CJP in Chimera104 and rendered with POVRay105

are thought to be involved in the mechanism to stabilise the intermediate
epoxide oxy–anion (see Figure 2.4). The enzyme is interesting for bio-
catalytic applications due to its ability to perform the enantioconvergent
conversion of a set of smaller epoxide substrates,16,108,126 and its appli-
cability in kinetic resolution with different substrate classes.17,126 This,
together with the favourable stability and easy handling124,126 has already
lead to some applications that employ variants of related enzymes,100 as
well as studies that try to link products from the epoxide hydrolase re-
action to further catalytic steps,127,128 aiming at providing a pathway
to produce optical pure diols and metabolites that are precursors for a
number of different pharmaceutical compounds.
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Previous mechanistic work
The aim of previous studies on the StEH1 enzyme have been focused
on understanding the mechanism of the enzyme in reactions with a set
of phenyl substituted substrates, as well as long chain fatty acid epox-
ides thought to be close to the native substrate (for an overview please
see Widersten et al.126). During those studies, the structure of the en-
zyme was solved129 and the main residues were identified that are involved
in the reaction mechanism as shown in Figure 2.4.124,130 The hydrolytic
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Figure 2.4. Mechanism of StEH1, adapted with permission from Amrein et al..131

Residue numbers are based on the StEH1 enzyme.

step of the reaction was proposed as rate limiting124 for the hydrolysis,
with the actual ring opening step being fast and leading to accumulation
of the covalent alkyl–enzyme intermediate. The presence of the inter-
mediate also made it possible to determine that the active site tyrosine
residues play an important part during the ring opening reaction,122 sta-
bilising a negative charge that exists on the same time scale as the covalent
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intermediate. This observation changed the previously–held perception
that the tyrosine residues are acting directly as Brönstedt acids dur-
ing the ring opening reaction.116,121,125 The experimental data showed
a number of unusual features of the enzyme, such as the existence of
slight hysteresis for the hydrolysis of one substrate that could only be ex-
plained through invoking multiple binding modes,19 as well as changes in
enantio- and regioselectivity under different temperatures and at different
buffer pH.132 Early studies of the enzyme–substrate complex with trans–
stilbene oxide showed several residues likely being involved in substrate
binding,130 that were later used to select sites for future directed evolution
experiments.17,18 Several characterised variants of the enzyme exhibited
changes in both enantio– and regioselectivity for the target substrate of
the experiments, as well as for a set of other test substrates.17,18

Substrate promiscuity
The initial experiments on StEH1 showed that the enzyme has the abil-
ity to convert a number of different fatty acid and phenyl substituted
substrates,126 with further experiments indicating that the enzyme is
able to accept a wide variety of different phenyl substituted epoxides,126

with some examples shown in Figure 2.5. The ability of an enzyme to

O
CH3

O

O

O

trans-stilbeneoxide (TSO) trans-methylstyreneoxide (MeSO)

styreneoxide (SO)(2,3)-epoxypropylbenzene (EPB)

Figure 2.5. Size comparison between the different epoxide hydrolase substrates trans–
stilbene oxide, trans–methylstyrene oxide, (2,3–epoxypropyl)benzene and styrene ox-
ide.

act on several different substrates is grouped under the ambiguous term
“promiscuity”, with studies focusing on enzymes catalysing several dis-
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tinct reactions,3,9 or acting on different substrates but using a common
mechanism.133,134 Studies of enzyme promiscuity can help to identify con-
served mechanisms and to identify the evolutionary origin of biochemical
reactions.3,133,135,136 They can also give starting points for further stud-
ies on enzyme directed evolution or rational design by identifying enzyme
site architectures that are related to a given activity, even if it is a non-
natural reaction.137 In terms of enantioselectivity, the observed selectivity
patterns for a promiscuous activity can give insights on how other related
or unrelated substrates might react or how the preference for a given sub-
strate or reaction product can be improved. One important note here is
that the enzyme shows a large preference towards substrates in the trans
configuration, with substrates such as cis–stilbeneoxide showing only min-
imal activity.124 The shape of the active site might be the reason for this
preference, due to steric clashes between the substrate phenyl rings in the
cis configuration and the active site residues.

Use in biocatalysis
Especially due to it's independence from cofactors and its high stabil-
ity, the wild–type StEH1 enzyme already has potential for biocatalytic
applications.126 Nevertheless, the most interesting property is the enanti-
oconvergence when hydrolysing small, phenyl substituted epoxides.138,139

This makes it possible to obtain the pure chiral vicinal diol product from
a racemic mixture of the substrate that can itself be prepared using in-
expensive epoxidation reactions.98 This intrinsic selectivity has already
been employed in the case of a related enzyme from Aspergillus niger,
that was combined with a LEH enzyme from Rhodococcus erythropolis
to produce enantiopure diols.140 Other proposed applications involve the
generation of hydroxy–aldehydes and ketones from the diol products, in
multi–step biocatalytic applications.126–128 In general, the ability to ad-
just the enzyme selectivity17,18 could allow the adjustment to any number
of different substituted substrates to produce pure fine chemicals.
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3. Computational study of biological systems

The study of physics and chemistry using computational approaches dates
back to the first half of the 20th century. In this time, the first theoretical
calculations were still based on manual calculation and derivation of the
newly–discovered equations governing quantum mechanics.141 The first
computer–based approaches followed shortly after this, with the calcu-
lation of basic molecular properties.142 Around the same time, the first
calculations were performed on the behaviour of large atomic systems
using classical approaches,143 even though they had to be done without
the help of electronic computers in some cases.144 In this chapter, a num-
ber of the current methods and principles involved in the calculation of
experimental observables in chemistry will be explained, together with
examples for their applications. As the field is too vast to cover all of it,
the focus is mainly on methods employed during the work presented in
this thesis.

3.1 Quantum mechanics methods
3.1.1 Wave function methods
Currently, the most precise way to calculate how particles interact with
each other is through the use of quantum mechanics (QM). In the wave
function description of QM, the current state of a system can be obtained
by solving the electronic Schrödinger equation.

ĤΨ = EΨ (3.1)

Here, Ĥ is the Hamiltonian operator for the system in question, acting
on the wave function Ψ, with E being the energy of Ψ.145 If Ψ is known,
Equation 3.1 can be solved analytically. This is usually not the case
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except for trivial systems, making it necessary to approximate certain
aspects of the system under investigation.146 The most commonly used
one is the Born-Oppenheimer approximation,147 where the movements
of nuclei and electrons are treated separately, due to the difference in
mass between them. This means that the Hamiltonian for the electronic
interactions (Equation 3.2) can be solved first, with the movement of
the nuclei later calculated using the average energy 〈Ve〉 of the electrons
(Equation 3.3).

Ĥe = −
∑

i

1
2 ·∇2

i −
∑

i

∑
A

ZA

ri,A
+

∑
i

∑
i�=j

1
ri,j

(3.2)

Ĥn = −
∑
A

1
2 ·∇2

A +
∑
A

∑
B �=A

ZAZB

rA,B
+ 〈Ve〉 (3.3)

The electronic wave function (Equation 3.4) must then be solved to find
lowest possible energy, corresponding to the ground state of the system
being investigated for a given set of coordinates r for the electrons and
R for the nuclei.

ĤeΨe (r,R) = EeΨe (r,R) (3.4)

This can be achieved using the variational principle, stating that any trial
wave function found that satisfies Equation 3.4 will be either higher in
energy or equal to the true value.146 The equation is solved numerically
until a given convergence criterium is achieved for the current coordinates.
This still requires a trial function to be used as the starting point for
Equation 3.4. One approach to create this function is as the product of
all individual electron wave functions.

Ψe (r1, . . . ,rN ) = ψ1 (r1) · · ·ψN (rN ) (3.5)

The result of Equation 3.5 would then be the wave function for the system,
but it would not be anti–symmetric. To be an actual representation of
a physical system, it will need to satisfy the Pauli exclusion principle,148

meaning that no two electrons can be in the same state at the same time.
This is usually achieved by the use of Slater determinants that include the
antisymmetry of the electron wave function by changing the sign for the
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interaction when exchanging two electrons. Each of the one electron wave
functions ψi can be approximated as a linear combination of functions.

ψi (r) =
∑

k

ck,iφk (r) (3.6)

A complete set of functions φk in Equation 3.6 compose a so called “basis
set”, that describes the electronic structure, while the coefficients ck,i are
optimised to generate the lowest energy wave function.

Methods to solve the Schrödinger equation
As there is no analytical solution to the Schrödinger equation for multi–
electron systems, methods have been employed that take the approxima-
tion from Equations 3.2 to 3.6 into account to numerically approximate
the correct results. One of the early methods has been the Hartree–Fock
approach, where the Hamiltonian for the multi–electron wave function
from Equation 3.2 is split into individual, one electron Hamiltonians.149

Those so–called Fock operators are composed out of the the one electron
interaction terms from Equation 3.2 and a repulsion term between the
current electron and all other electrons of the system as a mean field.

ĥi = −1
2 ·∇2

i −
∑

i

∑
A

ZA

ri,A
+

∑
j �=i

(
Ĵj (i)+ K̂j (i)

)
(3.7)

In Equation 3.7, Ĵj (i) is the repulsive interaction between two elec-
trons, while K̂j (i) is the exchange operator caused by the exclusion
principle.146,150 Solving the equations like this will result in the Hartree–
Fock structure and energy of the system. The energies obtained from the
approach will still be not the correct ones, as the method only approx-
imates the correct electron–electron interaction energies from Equation
3.2. Obtaining the more precise values is only possible by either ex-
plicitly calculating the interactions using methods such as configuration
interaction151 or coupled cluster,152 or by adding correction terms to the
equation using perturbation theory.153,154 All those approaches have in
common that they are computationally expensive when exact, meaning
that they can usually only be applied to calculate the properties of small
molecules or atoms.
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3.1.2 Density Functional Theory methods
A completely different approach to calculate the energetics of molecules
has been the advance of methods based on the calculation of the electron
density, instead of the electron wave function. This kind of approach,
named DFT for Density Functional Theory, has been first proposed at
the beginning of the 20th century,155 but was not further explored until
the work of Hohenberg and Kohn156 and a bit later Kohn and Sham157

that first made its application for the study of chemistry possible. In
DFT the ground state energy E0 of a system is given by the following
term.150

E0 = Ev [ρ0] =
∫

ρ0 (r)v (r)dr+T [ρ0]+V ee [ρ0] (3.8)

Here, Ev indicates the dependence of the energy on the so called “exter-
nal potential” generated from the positions of the nuclei acting on the
electrons in the system. The first part of the equation is the average
attraction of the nuclei towards the electrons, depending on the electron
density, with the second and third terms being the electron kinetic en-
ergy and electron–electron interaction energy. The last two terms are
independent of the first term, and also depend solely on the electron den-
sity of the system. The first Hohenberg–Kohn theorem156 was used to
show that it is possible to use the variational approach to find the correct
electron density from a trial density, but not how to calculate the density.
The Kohn–Sham approach developed later157 showed that it is possible
to calculate the correct density, starting from a system of independent,
non–interacting electrons, giving the electron density ρs. They redefined
the total electron kinetic energy as.

T [ρ] = ΔT [ρ]+T s [ρ] (3.9)

In Equation 3.9, ΔT is the difference between the kinetic energy of the
starting system and the real system. A similar approach was used to
redefine the electron–electron interaction energy V ee as follows.

V ee [ρ] = 1
2

∫∫
ρ(r1)ρ(r2)

r12
dr1dr2 +ΔV ee [ρ] (3.10)
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Here, ΔV is again a correction for the electron–electron interaction energy
from the non–interacting to the real system. The two terms ΔT and ΔV

are combined to form the so–called exchange correlation function of the
electron density.

EXC [ρ] = ΔT [ρ]+ΔV [ρ] (3.11)

In DFT, the main problem is finding the correct term for Equation 3.11,
as the other terms in Equation 3.8, substituted by using Equations 3.9 and
3.10 are mathematically exact.146 Several different ways have been used to
obtain this functional, resulting in the plethora of different DFT function-
als. A possible way to obtain estimates for this functional is parametri-
sation to reproduce the properties of known compounds, with different
number of parameters used in different methods.158,159 The search for
the “correct” EXC functional is still an ongoing process, as pure fitting of
parameters can lead to notable errors in the predicted properties.160,161

3.2 Classical methods
3.2.1 Molecular mechanics
The calculation of molecular properties using any of the methods men-
tioned above is usually too computationally expensive for systems such as
enzymes in solvent, even though simulations of around a thousand atoms
are now possible.162 In molecular mechanics (MM), the interactions be-
tween atoms in a molecule are approximated using classical descriptions
to allow for more efficient calculations.141 The way to describe the in-
teractions is through a set of analytical functions called a force field.
Force fields are build from individual functions and parameters to define
interaction strength and equilibrium values for the different possible in-
teractions. One of the first description of such a system has been provided
by Levitt and Lifson,163 giving rise to the canonical form of the force field
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equation.

V =
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1
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∑
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+
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1
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+
∑

atompairs

qiqj

4πε0rij
+ Aij

r12
ij

+ Bij

r6
ij

(3.12)

In Equation 3.12, the constants kb, kφ, kψ and kθ stand for the force con-
stants of the bond and angle harmonic springs, the proper torsion force
and the improper torsion harmonic spring, respectively. The values of qi

and qj are the partial atomic charges for two atoms, ε0 is the gas per-
mittivity, while Aij and Bij are the repulsive and attractive term of the
Lennard–Jones potential,164 usually used to model van der Waals interac-
tions. To calculate the energy of a molecule for a given set of coordinates,
all terms in Equation 3.12 are solved, resulting in the potential energy of
the system.

The ensemble concept
To relate energies calculated as, for example, using Equation 3.12 with ex-
perimental observables, the field of statistical mechanics defines so–called
partition functions that define the number of possible configurations that
a system can assume.165 Those functions can then be combined with ex-
ternal conditions that produce the ensemble. The ensemble defines a set of
configurations that can be obtained under the constraints of the external
conditions that are used, called the available phase space. Several differ-
ent ensembles can be chosen to describe a system, such as one confined
by a constant number of particles, constant volume and constant energy.
This so called microcanonical ensemble166 then applies a weighting factor
of β = 1

kT to each of the different configurations, with the probability of
being in a state A being related to the energy of the state.

P (A) ∝ e−βV (A) (3.13)
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Several other external conditions can be applied, such as the more com-
mon use of constant temperature instead of constant energy, resulting in
the canonical ensemble, or the change of the constant number of particles
to a constant chemical potential, with the grand canonical ensemble as
the result.165 It is then possible to calculate a given property for a large
number of different structures within an ensemble to obtain the ensem-
ble average 〈A〉 of a physical observable A. If sufficient structures have
been sampled, this value will represent the true physical observable of a
given property under the constraints of the force field used to describe
the system.

Molecular dynamics
One possibility to obtain different configurations of a system is the inte-
gration of Newtons equations of motion to propagate the system in time,
and let it explore the available phase space. This involves both the cal-
culation of the individual forces on all atoms, as the derivatives of the
energies over the positions.

Fi = δU

δri
(3.14)

From those forces, new velocities can be calculated for each atom veloci-
ties, and are then used obtain new coordinates for a defined time interval.
Several algorithms exist to perform this stepwise procedure, with one of
them being the leap–frog method.167 Here, the positions and velocities of
the particles are not adjusted at the same time, but offset by a half step
of the simulation.

r(t+Δt)=r(t)+v
(

t+ Δt

2

)
·Δt

v
(

t+ Δt

2

)
=v

(
t− Δt

2

)
+ F(t)

m
Δt

(3.15)

Other methods include the verlet and velocity–verlet algorithm, and the
Beeman algorithm.165

Monte Carlo methods
A completely different approach to obtain different configurations in an
ensemble is the generation of non–deterministic configurations that are
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accepted according to energy compared to a previous state.165,168 Those
methods are not dependent on the propagation of the system through
time, but instead explore the available phase space directly. The advan-
tage of this kind of approach is that the previous configuration does not
impose any limits on the nature of the next one, as only the energies need
to be similar. The disadvantage is that the number of sampling points
needed for systems containing large number of coupled degrees of free-
dom is usually too high to fully explore phase space and obtain sufficient
sampling for the calculation of ensemble averages.169

Molecular docking
One approach to evaluate possible interaction sites between a receptor
and ligand has been the concept of molecular docking.170–172 In this ap-
proach, possible interactions between the ligand and receptor are anal-
ysed according to a scoring function, after the generation of random ori-
entations of the ligand within a defined search volume of the receptor.
Scoring functions can be based on empirical estimates for the interaction
strengths,173 on molecular force fields,174 or on previous knowledge about
possible interactions.175 The approach allows the rapid evaluation of dif-
ferent binding modes for ligands, both to identify new possible interaction
partners and to analyse differences between potential binding positions.

3.2.2 Estimation of free energies
Free energy perturbation
As mentioned in Section 1.2.4, the rates of chemical reactions can be
directly related to the free energy differences between different states of
the system in question. This means that the computational evaluation
of this difference is the main goal when applying theoretical methods
to study a chemical reaction mechanism. One of the earliest proposed
methods on how to obtain those energies from a sampled distribution
was proposed by Zwanzig,176 using the following approach.

ΔG = −RT ln
〈

e
−

(
U2 −U1

RT

)〉
1

(3.16)
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In Equation 3.16, the free energy difference between two states is ob-
tained by calculating the ensemble average of the potential energy dif-
ference U2 − U1, sampled on state 1. The requirement to obtain the free
energy is then only that both states are sufficiently sampled in the phase
space available to state 1, meaning that state 2 has to be similar to it.
This limitation can be avoided if the difference between the two states is
reduced through the introduction of intermediate states. If those inter-
mediate states represent the actual path between states 1 and 2, then the
free energy of the complete change can be evaluated as the sum over all
intermediate steps 1 ≤ i ≤ n, with the energy difference Vi,i+1 between
two points i and i+1 being defined in Equation 3.17.

Vi,i+1 = Ui+1 −Ui (3.17)

The total free energy is then given by Equation 3.18.

ΔG = −RT
n−1∑
i=1

ln
〈

e
−

(Vi,i+1
RT

)〉
i

(3.18)

The term for this general approach is free energy perturbation (FEP).

Thermodynamic integration
A very similar approach to the FEP method is to use a scaled Hamilto-
nian to interpolate between two different states. This approach, called
thermodynamic integration, scales the total energy of one state with an
additional factor λ ranging from zero to one that indicates the position on
the reaction coordinate.165 Here, a value of λ = 1 would indicate that the
system is only sampling configuration 1, while a value of λ = 0 indicates
the system being in state 2.

U (λ) = λU1 +(1−λ)U2 (3.19)

The total free energy for moving from state 1 to 2 is then the integral
over all individual values of λ.

ΔG =
1∫

0

〈
δU

δλ

〉
λ

dλ (3.20)

This approach makes it possible to create unphysical intermediate states
between the different end points, to drive the system from one state to
the other.
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Umbrella sampling
A general issue for calculations involving FEP is the choice of the inter-
mediate states to allow sufficient sampling. This is especially the case for
the sampling for rare events like binding of substrates or the crossing of
a transition state.165 The method of umbrella sampling (US) is another
approach to sufficiently sample the system in or near such a state, by
applying an external biasing potential along a reaction coordinate that
defines the path between two states.177 Here, the actual potential energy
of a state U1 is modified by an extra term W shown in Equation 3.21.

U (r)total = U (r)1 +W (r) (3.21)

This addition then results in a total energy as a function of the normal
position dependent potential energy, and the extra term W that also
depends on the current configuration. The energy associated with this
biasing potential has to be later removed from the total energy when
evaluating the free energy difference, using methods such as the weighted
histogram analysis.178

3.3 Multiscale models
One major problem for the description of reactive chemistry in solution
is that the computational cost is too high for models that are able to
actually describe the chemical events of bond breaking and forming (see
Section 3.1). At the same time, classical methods are able to approxi-
mately calculate the interactions between large numbers of particles, but
are limited to the force field description employed. As this description is
usually static it can not account for changes in the bonding pattern (ex-
cluding reactive force fields such as ReaxFF179). The idea of combining
those two approaches by embedding a small system treated using more
accurate theory into a larger system treating the atoms in a more approx-
imate way had been first employed by Warshel and Karplus180 and later
generalised by Warshel and Levitt.181 Several possible ways of combining
two system can be chosen, with two of them being detailed further here.
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3.3.1 QM/MM approaches
The most common use of multiscale models is by directly treating a part of
the system using a QM method embedded into the larger region treated
using classical physics.182,183 Both the QM and classical region can be
treated in different ways by using different levels of electronic structure
theory for the QM part and by being able to employ different force field
methods for the classical region. The interactions between the two regions
are treated using a given embedding scheme. It is possible to either
calculate the interactions in the QM region using only the chosen QM
method (additive QM/MM),184 with the MM treatment only being used
for the outside region.

UQM/MM = UQM (QM)+UMM (MM)+Ucoupl (QM to MM) (3.22)

The term Ucoupl in Equation 3.22 refers to the interaction between the
regions treated using the respective QM and MM approaches and can
involve different levels of approximations to bridge the regions. The ad-
vantage of this approach is that the MM force field does not need any
information about the reactive region, but it can lead to problems with
when crossing the boundary between them. In the subtractive scheme,
the MM energies are calculated for for the whole region, including the
QM part, and are subtracted from the total energy later. This treatment
makes the difference between the QM and MM energy of the reactive
region a correction to the total energy of the system.185 One example for
the application of this would be the ONIOM method.186

UQM/MM = UMM (QM and MM)+UQM (QM)−UMM (MM) (3.23)

This means that both the QM and MM calculations can be fully inde-
pendent from each other, but it introduces the issue of having a suitable
force field description for the reactive part in the MM region, something
that might not be available.

3.3.2 The Empirical Valence Bond approach
A different approach to the methods mentioned above has been pre-
sented by Warshel and co–workers in the Empirical Valence Bond (EVB)
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model.187 This approach, originally based on Marcus theory for electron
transfer,188 assumes that the energy of a system can be treated by defin-
ing the different states as independent valence bond states, connected by
reaction specific coupling terms.189 The Hamiltonian shown in 3.24 then
describes the ground state of the system.

H =

⎡
⎣ ε1 Hij

Hji ε2

⎤
⎦ (3.24)

In this case, ε1 and ε2 are the energies of the valence bond states for a two
state system, and Hij = Hji are defined as the coupling elements. The
Hamiltonian can then be used to solve the ground state energy eigenvalue
problem, as shown in Equation 3.25.∣∣∣∣∣∣

ε1 −Eg Hij

Hij ε2 −Eg

∣∣∣∣∣∣ = 0 (3.25)

Here, Eg is the ground state energy. Solving this leads to the secular
Equation 3.26, with solutions for the ground state and first excited state
energies.189

Eg = 1
2 · (ε1 + ε2)− 1

2 ·
√

(ε1 − ε2)2 +4 ·H2
ij (3.26)

In EVB, the Hamiltonian elements of ε1 and ε2 can be approximated
by using molecular force field functions to represent the individual va-
lence bond states,187,190 while the coupling elements can either be simple
functions of the distance between reacting atoms, or more complicated
functions191–193 to describe the interaction between different states. In
this formulation, the EVB would still face similar limitations like the other
methods mentioned above, for example that the sampling of rare events
like the crossing of a transition state would not be sufficient to analyse
the free energy of such a process.187 The solution of this problem was the
coupling of the description in Equation 3.24 with a reaction coordinate
built from the linear interpolation of the states of the system.194 Similar
to Equation 3.19, the system is changed from one state to the other by
mixing the force field terms for the individual states along the coordinate
of λ from zero to one.

Uλ = λUε1 +(1−λ)Uε2 (3.27)
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At every value of λ, the free energy difference between those windows is
calculated similar to Equation 3.18 in the following way.

ΔG(λi) = −RT ln
i−1∑
n=0

〈
e

−
Un+1 −Un

RT

〉
n

(3.28)

In addition to Equation 3.28, the free energy difference between the states
for a given set of coordinates r, called free energy gap, can be calculated.

Ugap (r) = Uε2 (r)−Uε1 (r) (3.29)

The energy gap can then be used as a generalised reaction coordinate,73,195

by splitting the calculated energy values into several bins Xbin that span
the complete range of it. For each of the individual bins, the difference
between the EVB ground state energy (Equation 3.26) and the free en-
ergy from Equation 3.28 can be calculated as average aver all λ windows
that populate this part of the energy gap.

ΔGEV B (Xbin) = −RT ln
〈

e
−

Eg (Xbin)−Ui (bin)
RT

〉
λi

(3.30)

Together with Equation 3.28, the potential of mean force can then be cal-
culated for all points on the energy gap reaction coordinate by combining
it with Equation 3.30.194

ΔG(Xbin) = ΔG(λi)+ΔGEV B (Xbin) (3.31)

For a different number of EVB states, the Equation 3.24 and 3.26 can
be generalized for the matrix diagonalization to give the correct ground
state energies for the individual states.

Analysis of energy contributions
The relevant points corresponding to the actual reactant, transition and
product states can be extracted from the full EVB potential of mean
force to be analysed concerning the effect of the protein environment on
the reacting system at those points. One possible investigation concerns
the energy contributions of individual amino acid side chains. The linear
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response approximation is used to obtain the interaction free energy dif-
ferences between the selected states.196 Equation 3.32 gives the general
method to obtain those energies, with U1 and U2 indicating the potential
energies of the interaction in a given state, while the average 〈〉i indicates
the ensemble average sampled in a given state.

ΔGLRA = 1
2 · (〈U2 −U1〉2 + 〈U2 −U1〉1) (3.32)

This kind of relationship allows a quick evaluation of the free energy
differences between different states. In a similar fashion, the so–called
“reorganisation energy” λ (Equation 3.33), based again on Marcus theory
for electron transport,188 can be used to estimate the amount of change
in interactions have been needed to achieve the transition between the
different states.197,198

λ = 1
2 · (〈U2 −U1〉2 −〈U2 −U1〉1) (3.33)

Both of those approaches can be used as a quick estimation for the free
energy of the processes being studied.

EVB and quantum classical path approach
One possibility to extend the reach of the EVB approach has been the
inclusion of quantum effects using path integral methods.165,199,200 One
such method has been the quantum classical path (QCP) approach, in
which the classical coordinates are used as the central coordinates for
the generation of ring polymers, that can then be used to evaluate the
energies in a path integral formulation.201–203 The advantage of this kind
of formulation is that classical simulations can be used as the basis for
the evaluation of QM effects such as quantum tunnelling corrections to
the kinetic isotope effect obtained from isotopic exchange. One problem
of this approach has been the correct generation of the free particle dis-
tribution to describe the ring polymer, an issue that has bee successfully
approached by the development of new ways to generate it directly.204
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4. Present Investigation

The focus of this thesis is both the study of the enantioconvergent reaction
mechanism of the Solanum tuberosum epoxide hydrolase 1 enzyme, and
the development of new methods for performing chemical simulations.
First, the work on the epoxide hydrolase mechanism from Paper II will
be presented, starting with the investigation of the hydrolysis of trans–
stilbene oxide and the mapping of the active site residues that have major
affect on the reaction pathways chosen in the enzyme. This is followed by
the investigation of the smallest substrate styrene oxide in Paper III and
the origins of the enantioconvergence in the native enzyme and possible
reasons for differences observed in active site mutants. Substrate binding
of the only not phenyl substituted epoxide (2,3–epoxypropyl)benzene is
studied in Paper IV, together with the presentation of several new struc-
tures of StEH1 variants that had been created during the previous work
on directed evolution of the enzyme.17,18 The final part of the epoxide
hydrolase project is the work on the substrate trans–methylstyrene ox-
ide in Paper V, investigating the branched reaction scheme previously
proposed for the hydrolysis of this substrate.132 The remaining parts are
focused on the work involving method development. First, the results
from the parametrization of a new model for the classical simulations of
divalent transition metals in Paper I. Following this, a new version of the
Q simulation software is presented in Paper VI. Here, the new algorithms
that have been implemented are showcased, together with results of those
approaches applied to a number of model systems.

55



5. Catalytic mechanism of StEH1 based
epoxide hydrolysis

Epoxide hydrolase enzymes have been one of the focal points of research
into enantioselective epoxide hydrolysis, with a particular focus on the en-
zymes from Solanum tuberosum,205 Rattus norvegius206 and Aspergillus
niger.16 All those enzymes share the common epoxide hydrolase mech-
anism, using carboxylic ester side chains for the nucleophilic ring open-
ing and the charge relay system based on a catalytic histidine to facil-
itate the breakdown of the formed intermediate.114 The special inter-
est in StEH1 stems mostly from its surprising ability to enantioconver-
gently hydrolyse several substrates,126 while the native reaction has seen
only limited study.205 Even though the mechanism of the enzyme has
been explored in depth,114,124,207 several question still remained concern-
ing the nature of the enantio– and regioselectivity,116,130,132,207 with a
larger focus on finding new enzyme variants to perform desired chemical
transformations.16,17,110,208 The aim of Papers II to V was to extend the
knowledge about the EH mechanism and to explain several of the kinetic
observations that had been found for the wild type enzyme and its mutant
forms.18

5.1 Previous kinetic studies
As mentioned above, the previous studies of sEH enzymes have mostly
been focused on exploiting to malleability of the system and its robust-
ness for mutation.16,17,208 While there have been mechanistic studies in
the past employing both mixed and pure QM methods,116,207 as well
as experimental approaches, some of the observed effects in the kinetic
studies still lacked complete explanation.130,132 Especially, the hyperbolic
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kinetic behaviour observed in the hydrolysis of some substrates could only
be partially explained19,132 and the inverse pH profile seen for a mutant
enzyme has been a mystery.130 Computational models have been well
suited to study those kinds of problems, as they can give a microscopic
understanding of the process and identify all favourable and unfavourable
interactions that are involved.

5.2 Hydrolysis of trans–stilbene oxide (TSO) (Paper II)
The aim of Paper II was to cover all relevant parts of the epoxide hydrol-
ysis mechanism in StEH1 shown in Figure 2.4 and to provide the basic
understanding needed to perform future studies on this system. It was
also intended as a benchmark for the EVB approach to verify the ac-
curacy when studying epoxide hydrolysis. The substrate trans–stilbene
oxide was chosen due to its relatively large molecular volume filling out
the active site, leading to only one productive binding mode that needed
to be analysed.

Computational study of intermediate breakdown
The simulation of the reaction of the hydrolytic breakdown of epoxides
in StEH1 was initiated from the common point of the alkyl–enzyme in-
termediate (subspecies II in Figure 2.4). This starting point was chosen
to ensure that all sampled reaction pathways lead to the common exper-
imentally observed structure and to minimize issues from the sampling
of unproductive binding modes in the reactant state. As previous work
showed that the active site charge balance needs to be attained by pro-
tonating one of the residues around the nucleophile,207 we investigated
possible candidates while keeping the active site base in the neutral form
needed for the hydrolytic step of the mechanism.106,116,207,209 Initial cal-
culations showed that the charge balance was indeed needed for the EVB
model to reproduce the experimentally observed values.

Active site protonation strongly affects reaction
Based on sequence alignments in the sEH and DHA superfamilies (Figure
5.1), we decided to protonate the conserved histidine proximal to the ac-
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tive site nucleophile and evaluated the effect on the calculated activation
energies (Table 5.2).

Figure 5.1. Sequence alignment based on a curated data set of EH superfamily
enzymes from the ESTHER database.210 The residues next to the nucleophile were
chosen for the center of the figure, showing that the adjacent histidine is highly
conserved. Reproduced with permission from Amrein et al.131

It was found that the protonation of H104 made it possible to fully
reproduce the observed catalytic effects for the native enzyme and a set
of mutants previously characterised, shown in Figure 5.2. The effect
from the histidine residue was also found using empirical estimates of
the pKa of the active site residues shown in Table 5.1. Interestingly,
the mutation of the glutamate proximal to the conserved histidine did
change the pKa estimates (even though the empirical estimates are likely
overestimating the shift), clearly indicating a different interaction pattern
and a likely change in protonation state. Additionally, we observed that
the mutated residue is sampling different conformations depending on the
substrate enantiomer, providing a possible explanation for the inversion
of the observed pH profile of the hydrolysis reaction.

Intrinsic regioselectivity
Studying the regioselectivity of the nucleophilic attack on the epoxide
ring was one of the main aims for the project to establish a baseline for
investigating the other substrates that the enzyme is able to hydrolyse.
As TSO is fully symmetric and as its hydrolysis leads to fully symmetric
products, the regioselectivity cannot be studied experimentally. Still, our
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Residue
System state

Apo RS Int TD
Wild type

E35 3.6 2.3±0.3 2.4±0.4 2.6±0.4
H104 7.3 8.2±0.7 6.7±1.1 8.0±0.5
D105 1.8 6.1±1.0 n.d. n.d.
D265 2.7 2.6±0.3 2.5±0.4 2.6±0.4
H300 11.0 7.1±1.5 7.3±0.7 6.5±0.5

E35Q
H104 –– 2.1±0.7 2.5±0.5 2.8±0.5
D105 –– 5.8±1.0 n.d. n.d.
D265 –– 3.0±0.7 2.7±0.6 3.0±0.6
H300 –– 8.4±1.1 7.2±0.1 7.3±0.1

Table 5.1. Estimated values for the pKa of the active site residues in the wild–
type and E35Q variants of StEH1. Apo – Ligand free enzyme; RS – Reactant
state; Int – Covalent acyl–intermediate state; TD – Tetrahedral intermediate
state. Adapted with permission from Amrein et al.131

calculations showed that the enzyme has a strong preference to open the
epoxide ring at the position distal to the active site base histidine (carbon
C2 in Figure 2.4). What could also be seen was that the rate limiting
hydrolysis can effectively block some of the reaction pathways by being
prohibitively expensive to cross, leading to the preferred reaction having
to pass through a different pathway. While being just of casual interest
for this study, it opened a possible explanation for the kinetics with other
substrates.132

Mutant effects
The last test of the EVB model was the correct reproduction of the effect
of several characterised active site mutants other than the E35Q and
H300N mutants mentioned above.124,211 The correct modelling of the
tyrosine mutants of the enzyme, as well as the effect from residues involved
in a water channel leading to the active tyrosine, would further cement
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Pathway
deprotonated H104 protonated H104

Experiment
ΔG‡ ΔG0 ΔG‡ ΔG0

(R,R)–TSO
C1 13.0±1.7 −8.7±1.9 18.3±1.1 3.4±1.6

14.4
C2 11.6±1.3 −8.1±1.3 14.7±1.0 0.2±1.4

(S,S)–TSO
C1 12.1±2.1 −6.2±2.6 15.2±0.6 2.2±1.0

16.0
C2 13.6±2.1 −8.7±2.2 16.9±0.8 0.4±1.1

Table 5.2. Calculated free energy values observed for the StEH1 wild–type
enzyme with different H104 protonation states. All energies are for the first
reaction step in the mechanism from Figure 2.4, given in kcal/mol and averaged
over 10 independent calculations. Adapted with permission from Amrein et
al.131

the accuracy of the method. Our results reproduce the observed mutant
trends in all cases (Figure 5.2), indicating the our way of modelling the
reaction is sufficiently accurate to capture those effects.

Conclusions
The work on the TSO hydrolysis in StEH1 showed that the mechanism
proposed earlier126 can be validated using the EVB model employed in
our work. The calculations show that the selectivity for a given reaction
pathway is not always defined at the alkylation step of the reaction, but
that the hydrolysis step can act as a kinetic barrier and lead the reaction
through a different path. What was also possible to see is that the pro-
posed function of the active side tyrosine residues as a second oxyanion
hole can be reproduced using the computational approach, in agreement
with earlier spectroscopic experiments.122 The most striking observation
is that the two residues in close proximity to the active site, but not
involved in the actual mechanism, have a striking influence on the selec-
tivity of the enzyme. This observation may open up new strategies for
enzyme engineering in the future.
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5.3 Investigation of SO binding modes and
enantioconvergence (Paper III)

Following the first study to establish the EVB method for the study of
the StEH1 enzyme, it was decided to tackle a more challenging problem,
the study of the enantioconvergence with the smaller substrate styrene
oxide (see Figure 2.5 for a comparison between the substrates). This
study was deemed to be more difficult as compared to TSO case due to
the anticipated possibility of multiple binding modes (Figure 5.3). It was
decided to modify the previously used EVB model to account for the
removal of one of the phenyl rings of the substrate and its replacement
by a hydrogen atom, leaving the parameters largely unchanged for the
remaining system. The initial point of the calculations was also changed
to start from the Michaelis complex to allow the substrate to explore more
possible orientations available to the general binding modes.
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Enantioconvergence in the native enzyme
The kinetic studies on StEH1 showed that the enzyme behaves fully enan-
tioconvergent when hydrolysing racemic SO.18,138 The exact cause behind
this behaviour has not been fully understood, but is hypothesized to be
caused by the different binding modes available to the substrate.132,138

Finding the reason for the enantioconvergence on the molecular level
would make more rational design strategies feasible for the further de-
velopment of the biocatalytic ability of the enzyme.

Available substrate binding modes
When studying the two possible binding modes for the substrate, we
found that both systems showed similar stabilities in the boundaries of
our simulation approach for binding in the Michaelis complex. Interest-
ingly, analysis of the calculated activation energies showed that though
one binding mode might be preferred for the alkylation step and allow
the formation of the covalent enzyme intermediate, the reaction becomes
trapped by a high barrier for the second step of the reaction and effec-
tively traps any substrate bound in this orientation, shown in Table 5.3
for the native enzyme. The second binding mode does not show this kind
of selectivity barrier and allows the reaction to proceed to the product.
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Again, as before for the larger substrate, the hydrolysis step thus be-
comes the deciding point for the reaction outcome, not the actual forma-
tion of the covalent enzyme intermediate. We note that an independent
study by Lind and Himo213 employed DFT to study the mechanism of
the same StEH1 system after an earlier study on LEH.214 The results
are in general agreement with our study, even though the authors used a
different description of the active site together with partial protonation of
the epoxide during the ring opening reaction. There are, however, issues
with such a representation and such calculations need to be carefully in-
vestigated due to known issues with the DFT method employed to model
the reaction.215,216

Probing of mutant effects
We were also interested in studying the mutant effects observed for a
variant found during older directed evolution studies of StEH1.18 To-
gether with a new crystal structure, the EVB approach has been used to
study the quadruple mutant, showing a shift in regioselectivity when hy-
drolysing SO. Our calculations show that the mutant shifts the preferred
binding mode for the hydrolysis of both substrate enantiomers (Table
5.3). In case of the (S)–SO enantiomer, this is achieved by unblocking
the hydrolysis pathway in the first binding mode, while the (R)–SO sub-
strate can be effectively hydrolysed through a reduction of the free energy
barrier of the first reaction step. It has to be noted that the activation
energy for the inversion reaction with the (R)–enantiomer is still higher
than expected from the experimental product ratio, likely due to issues
with the difficult parametrization of the reaction. Still, the pronounced
shift from one binding mode to another, together with the experimental
observation of no intermediate accumulation, is a good indication that
the actual reaction proceeds in this fashion.

Interaction differences during catalysis
An investigation of the interactions contributing to catalysis for the pre-
ferred pathways showed that the stabilising interactions from the two
active site tyrosine residues were extremely different between the two
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substrate enantiomers, as well as between the two tyrosine residues them-
selves (Figure5.4). This could also be observed in the investigation of the
interaction distances between the tyrosine oxygen atoms and the epoxide
oxygen, with Y154 showing stable interactions during molecular dynamics
equilibration, while Y235 only interacts later over the course of the first
reaction step, and thus showing stabilising interactions.
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Figure 5.4. Plot of the electrostatic group contributions of the wild–type enzyme
towards the reacting region, calculated for the preferred pathways first reaction step
of SO hydrolysis, in kcal/mol. Adapted from Bauer et al.212

Intermediate stability relates to fluorescence signal strength
One challenging issue in performing the calculations was the problem of
the large stabilisation of the formed covalent intermediate relative to the
Michaelis complex. We could show from the experimental observations
that the affinity for the covalent alkyl–intermediate is much stronger for
the (S)–enantiomer compared to the (R)–enantiomeric form, in line with
a greater stabilisation of this state being predicted in our calculations.
While our calculations are still clearly overestimating this stabilisation,
this is an indication that the issue lies within the energetics of the ref-
erence reaction as estimated by the DFT calculations and are not an
intrinsic problem of the EVB model.
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Conclusions
The study of the smaller substrate SO showed that although the enzyme
can successfully bind the substrate in different orientations, only the bind-
ing mode showing interactions with the conserved tryptophan can lead
all the way to products in the wild–type enzyme. This was surprising, as
it was expected from structural considerations that the enzymatic enan-
tioconvergence stems from binding the substrate enantiomers in different
orientations. It could also be seen that this preference is lost upon re-
moval of the tryptophan in an active site quadruple mutant. The muta-
tions main effect is from effectively unblocking the second reaction step
for the binding mode involving the active site base, making it possible to
form the products by this pathway.

5.4 Study of substrate flexibility for
(2,3–epoxypropyl)benzene (EPB) (Paper IV)

The previous studies of StEH1 directed evolution generated a large num-
ber of interesting variants with new kinetic profiles.17,18 Crystallographic
studies have been performed to find structural explanations for the ob-
served changes in substrate and regioselectivity. These new structures
where then used to analyse the binding of the substrate used as the evo-
lutionary selection pressure, (2,3–epoxypropyl)benzene.

Challenges with binding studies involving EPB
As the Michaelis constants for EPB have been estimated to be high com-
pared to the other substrates (see Janfalk Carlsson et al.18), with a fast
first reaction step as indicated by an inability to capture the burst phase
of the signal for the formation of the covalent enzyme intermediate, it
was expected to be difficult to study binding effects and chemistry using
molecular dynamics. When it was attempted to perform full atomistic
simulations of the substrate in the active site, it was not possible to ob-
tain stable conformations in the active site. As similar difficulties were
expected when performing studies involving EVB, we investigated if more
simple methods might be used to study different binding conformations,
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without the problems involved with sampling all available binding con-
formations. The final approach that we decided on has been the use of
molecular docking, with the added constraint that the active site tyrosine
residues need to be in hydrogen bond distance to the epoxide oxygen.
The method of choice has been Glide docking,217 allowing full flexibil-
ity of the side chains in the active site. Even though docking methods
can be limited in accuracy concerning the interaction strength,218 they
carry sufficient information to investigate the possible conformations of
substrates in the active site.172 Due to this, it was decided to use docking
to investigate the enzyme variant dependent substrate positioning.

New structures for StEH1 variants
Several new enzyme variants had been characterised during the course
of the previous work on generating new StEH1 variants using directed
evolution.18 The crystal structures of several of those variants have been
solved to investigate the changes in the active site upon mutation, to-
gether with the singular new structure published before in combination
with the work on styrene oxide.212 Analysis of those shows that the ter-
tiary structure of the enzyme does not change to a noticeable degree,
with RMSD values of around 0.2 to 0.5 for the pair–wise comparison of
the C–α of the variants. The active sites also only vary to small degrees
between the variants, with a slight increase in active site volume being
observed when comparing the wild–type enzyme to the mutants (Table
5.4), and only limited changes in shape (Figure 5.5).

Variant
Residue position Active site volume

106 109 141 155 189 266 Å3

wild–type W L V I F L 2065
R–C1 W L K V F L 2225

R–C1B1 L Y K V F L 2222
R–C1B1D33 L Y K V L L 2258

R–C1B1D33E6 L Y K V L G 2506

Table 5.4. Active site volumes for the different variant crystal structures.
Reproduced from Janfalk Carlsson et al.219
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This slight increase caused a reshaping of the active site cavity, as
shown in Figure 5.5 in columns A and B.

Figure 5.5. Active site cavity and primary docking position found for the EPB sub-
strate in the different enzyme variants. Reproduced from Janfalk Carlsson et al.219
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Docking results point to different binding modes
The docking results for all the new crystallised variants show that EPB
explores slightly different binding modes compared to the previous study
of the substrate styrene oxide. This is very likely caused by the increased
flexibility of the methylene group between the phenyl ring and the epoxide
group. Comparing the structures, we can see that there is satisfactory
correlation between the distance of the nucleophile towards the preferred
epoxide carbon for the ring–opening reaction (Figure 5.5 C).

5.5 Investigation of reduced regioselecivity when
hydrolysing MeSO (Paper V)

One major remaining puzzle in understanding the kinetics of StEH1 has
been the observation that the hydrolysis of trans–methylstyrene oxide
leads to the observation of two distinct rates in the spectroscopic measure-
ments for the formation of the covalent intermediate when hydrolysing
(S,S)–MeSO, while only one hydrolysis product is being observed.19,132,220

At the same time, the hydrolysis of (R,R)–MeSO shows only one signal
for the formation of the intermediate, but two products are observed
when analysing the reaction outcome. The general explanation for this
observations has been a branched reaction scheme (Figure 5.6), but the
exact causes have been unknown. It was decided to test the hypothe-
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Figure 5.6. Proposed kinetic mechanism for the hydrolysis of MeSO in StEH1. The
crossing between the states ES and E´S has been invoked to explain the observed
hysteresis when hydrolysing the substrate.19

sis of the branched reaction pathway by employing the EVB method to
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study MeSO hydrolysis in StEH1, with emphasis on the different binding
modes studied for the smaller substrate SO, following a similar approach
to perform the calculations.

Sampling of binding conformations
As the study of SO showed that the convergence of the calculations is
largely dependent on the stability of the initial substrate binding posi-
tions, the computational approach was modified to allow more extensive
sampling of the Michaelis complex. To this end, all individual energy cal-
culations were performed after fully relaxing a system with independent
initial conditions before conducting EVB calculations for the two studied
steps of the mechanism. This allowed the sampling of more individual
states while still giving convergent results for the free energy calculations
(Table 5.5). The same calculations were also performed for one of the
previously studied mutants of the enzyme showing a shift in the hydrol-
ysis behaviour,18 again being able to identify the main pathways leading
from the substrate to the products (Table 5.5).

Variant
Pathway and Reaction Step

ΔG‡ C1 Step 1 ΔG‡ C1 Step 2 ΔG‡ C2 Step 1 ΔG‡ C2 Step 2
Calc Exp Calc Exp Calc Exp Calc Exp

WT (R,R)–MeSO 15.1±0.5 n.d. 17.8±0.3 16.8 13.5±0.7 n.d. 18.1±0.3 16.8
WT (S,S)–MeSO 12.2±0.4 14.2 16.5±0.2 14.9 13.3±0.3 14.2 20.9±0.2 16.5

R–C1 (R,R)–MeSO 10.9±0.3 n.d. 16.1±0.3 15.8 9.8±0.4 n.d. 14.1±0.2 15.8
R–C1 (S,S)–MeSO 9.9±0.2 13.1 14.8±0.2 15.1 10.4±0.4 13.1 19.6±0.3 15.8

Table 5.5. Calculated energies in kcal/mol for the favoured pathways leading
to product formation for both the native and mutant StEH1 enzyme. The errors
are given as the standard error of the mean over 30 independent calculations.

Branched reaction pathways blocked at intermediate hydrolysis
The results of the calculations showed a striking explanation for the obser-
vation of the differences between observed rates and products. Depending
on the chosen substrate, the enzyme again can initially follow a number of
reaction pathways towards the covalent intermediate (Figure 5.7). Once
the alkyl–intermediate is formed, only one, in case of (S,S)–MeSO, of
those covalent intermediates can become hydrolysed to product, while the
other species are kinetically trapped. In case of (R,R)–MeSO, the differ-
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Figure 5.7. Schematic depiction of available and blocked reaction pathways for the
hydrolysis of MeSO enantiomers in the StEH1 variants.

ences in observed energies for the first and second reaction steps indicate
that formation of the alkylenzyme intermediate might be rate limiting for
one of the pathways, meaning that no signal would be expected to be ob-
served for this step, while the hydrolysis pathways towards both products
show strikingly similar energetics, leading to the observed, almost equal
product ratios.18

Conclusions
Our calculations show that the experimental observations for the hydrol-
ysis of MeSO fits into a similar model as has been deduced for the smaller
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substrate SO212 that had already been hinted at in the first EVB study
of the large substrate TSO.131 The surprising finding has been that the
energy barriers needed to cross the non–favoured pathways are more pro-
nounced for this substrate as compared to SO, giving further indication
that the initial proposal for the branched reaction scheme for MeSO hy-
drolysis proposed by Lindberg et al.132 is indeed a valid explanation.
This opens further avenues for the engineering and modification of those
individual pathways, aimed at blocking or unblocking selected pathways.
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6. Method development for chemical modelling

6.1 Divalent transition metal models (Paper I)
A large number of proteins are dependent on metal ions bound to the
protein structure, acting either as anchors to stabilise the protein,221 or
as active partner in the chemical mechanism in the active site.221 To
successfully study metal ions, both the coordination chemistry and the
electrostatic interactions need to be physically accurate, as an inaccurate
description will lead to simulation artefacts.222

Bonded metal models
A possible approach to model transition metal ions in classical simu-
lations is the use of explicit bonds within the actual metal centre. In
those representations, the ligands surrounding the ion are connected to
it through explicit harmonic bonds and angles to keep the coordination
geometry constant.223 In addition to this, charges and van der Waals
interactions can also be readjusted to fit QM calculations of the metal
centre in question.224 The advantage of this kind of model is that the ex-
act coordination geometry can be reproduced, as well as the exact charges
from the QM model. The main issue here is that the model will be limited
to only the one metal centre that has been parametrized in QM, meaning
that each new ligand sphere will need a new parametrisation.

Soft sphere models
A more simple approach is the representation of the metal as a van der
Waals sphere with the appropriate charge, with parameters such as to re-
produce both the correct solvent coordination sphere and electrostatics.225

An improvement to this approach has been the development of the so
called 12 − 6 − 4 models226 that added an extra term to the usual rep-
resentation of the London interactions as the 12 − 6 potential.164 This

73



allows more fine tuning of the interactions. The advantage of both ap-
proaches are that they are relatively easy to parametrise and transferable
between different systems having different ligand spheres. A problem of
the original soft sphere representation for transition metals is that the
size of the ligand sphere and the electrostatic properties do not follow
a linear trend for them due to crystal field effects.227 Then, the simple
models will fail to represent either the geometry of the metal centre or
the electrostatics of it.228 The problem for the 12 − 6 − 4 model is that
it requires modifications to existing software to include the calculation
of the extra term, making it impossible to use this in approach in any
molecular dynamics software that has not been adapted to it.

Dummy models for transition metal ions
The dummy model originally proposed by Åqvist and Warshel,229 and
later refined by the Warshel group,230 simulated transition metals by
surrounding the central metal particle by a set of particles only interacting
through their charge. A schematic representation is shown in Figure
6.1. Those “dummy” atoms are linked to the central particle carrying
the remaining charge and providing the van der Waals interactions to
the ligands. A main feature of the metal model is that it can re–orient
freely to interact with the metal ligands, just like the case of the soft
sphere model or metals described using modified van der Waals potentials,
while still being able to reproduce the correct geometries and interaction
energies229,230 and not needing extensive work on the simulation software
to incorporate the new potential form.226

Improved dummy model parameters
Based on the original dummy model, we decided to re–evaluate the pub-
lished parameters for the manganese (Mn2+), magnesium (Mg2+) and
zinc (Zn2+) ions, as well as extend the model to nickel (Ni2+), iron (Fe2+)
and cobalt (Co2+) and provide a dummy model for calcium (Ca2+).
Based on the shared geometric parameters and charge distributions shown
in Table 6.1, we fitted the van der Waals parameters of the central par-
ticle to reproduce both the radial distribution function in water, and the
calculated solvation free energy. One challenge here had been the se-
lection of an appropriate reference set for the solvation free energies, as
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Figure 6.1. Schematic depiction of the octahedral dummy model. The central par-
ticle M is surrounded by a shell of 6 dummy particles that only interact through
electrostatic interactions. The dummy particles are connected to the metal through
harmonic springs and angles, with the complete model allowed to rotate freely.

different references provide largely different values even for simple cases
such as the Mg2+ ion.231–233 We decided to continue to use the extensive
tabulated values of Noyes, as they were used in the original parametri-
sation of the dummy models and are consistent with the values obtained
by Rosseinsky.233 Our parameters provided excellent fits both for the ge-
ometry of the metal and its ligands, as well as for the hydration using
different water models.

Atom Mass Charge AvdW BvdW

Calculated Experimental
ΔGsolv M2+ – O ΔGsolv M2+ – O

Dummy 3.00 +0.5 0.05 0.00 – – – –
Ni 40.69 −1.0 113.00 84.00 −451.9±0.2 2.13±0.04 −451.8 2.12
Co 40.93 −1.0 61.00 31.00 −492.7±0.1 2.06±0.03 −492.8 2.06
Zn 47.39 −1.0 68.00 38.00 −480.5±0.1 2.08±0.03 −481.0 2.08
Mn 36.94 −1.0 171.00 35.00 −483.4±0.1 2.08±0.03 −483.3 2.08
Fe 37.85 −1.0 70.00 10.00 −436.9±0.2 2.19±0.03 −436.4 2.20
Mg 6.30 −1.0 63.00 9.00 −454.4±0.1 2.12±0.04 −454.2 2.10
Ca 22.08 −1.0 350.00 15.00 −379.9±0.2 2.38±0.02 −379.5 2.39−2.46

Table 6.1. Parameters, resulting calculated and experimental observables
for the different metal models resulting from this study. All charges are
in values of elemental charge, the van der Waals parameters are given in
kcal1/2 ·mol−1/2·Å6 for AvdW and kcal1/2 ·mol−1/2·Å3 for BvdW . Energies in
kcal/mol and distances in Å are calculated over five independent simulations.
Reproduced with permission from Duarte et al.234
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Modelling protein–dummy model interactions
After the reproduction of the behaviour in water, the real test of the
model was to introduce it in different protein systems. For this first
study, human and Escherichia coli Glyoxylase I had been chosen as the
test systems, as previous studies had shown selective interactions with
almost all of the newly parametrised metals.235 Our classical molecular
dynamics simulations were able to reproduce the key metal–ligand dis-
tances observed in the crystal structures for both the studied protein
systems, giving further evidence for the robustness of the models.

Conclusions
The dummy model could be shown to be an extremely valuable tool for
the simulation of metal proteins. In addition to the work done using
those models in EVB studies,134,136,236,237 several other groups have also
continued work on them238–240 to use those simple models to study metal
proteins. Still, the used models are only an approximation of the ac-
tual interactions between a metal and the surrounding ligands, as any
real description would need to take into account the polarization and
charge transfer effects that take place. The models are a starting point
for further improvement of the way classical models are able to treat
those issues, where further improvements in force field development,241

especially towards fully polarisable force fields, might lead to even better
descriptions.

6.2 Updates to the Q simulation program (Paper VI)
While there are several standard molecular simulation packages available
today,242–244 there is still the need for specialised software to perform
certain kinds of simulations.182,183,245 One such program is the Q package
developed originally by Åqvist and co–workers246 to perform EVB and
FEP simulations. The aim of this study was to improve the current state
of the program, and implement new methods to perform and analyse
those simulations.
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New methods to study protein chemistry using EVB
One challenging aspect of studying chemical reactions is the exact quan-
tification of nuclear quantum effects. The observation of the substitution
effects from exchanging isotopes of a certain elements in chemical com-
pounds has been used for decades in the study of transition states and
reaction pathways.47,48 The calculation of those effects has been challeng-
ing due to the computational limitations of the different QM methods that
can be employed to evaluate them. One possibility to quantify the effects
has been the use of path integral methods.199,200 Those approaches have
been proven to be accurate in determining the quantum mechanical ener-
gies of systems, but come at the price of increased computational costs as-
sociated with sampling the free particle distributions of the particles being
studied. One approach to reduce the computational cost has been the use
of classical particle distributions or positions followed by the calculation
of the path integral energy from the free particle distribution centred on
the classical position.201,202 The centroid bisection method for the quan-
tum classical path approach first presented by Hwang and Warshel201 has
been implemented as both a post processing method and as an additional
energy calculation routine during dynamics in the Q software. The free
particle sampling by the bisection method as presented by203,204 has been
chosen to allow efficient exploration of free particle space, with the energy
analysis being performed using the EVB approach.

Implementation details
The QCP approach has been implemented as an additional module avail-
able when performing energy calculations in the Q program.246 If the
user requires the calculation of path integral corrections, additional en-
ergy calculations are performed at the time when the classical energies
are saved during the simulations, or during the post–processing of coor-
dinate files. Here, the classical coordinates are first transformed to the
bead representation as in Major and Gao204 and Major and Gao,203 using
the de Broglie wavelength Λ to calculate the particle density depending
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on the number of beads P .

Λ =
(

βh̄2

2mP

)1/2

(6.1)

This is done for each bead i in an iterative fashion.

ρ(xi,xm,β/P ) =
( 1

4πΛ2

)1/2
e(xi−xm)2/(2Λ2) (6.2)

The position xm is then based of the positions of the surrounding beads.

xm = xi−1 +xi+1
2 (6.3)

The QM energy in the QCP method is taken as the average over both
the classical coordinate ensemble and the free particle ensemble obtained
for the ring polymer.201 In the program, the current coordinates are first
transformed into the ring polymer beads according to the atom mass m

and the free particle distribution equilibrated for a number of steps de-
fined by the user. Afterwards, energies are calculated for each bead posi-
tion, also scaled according to a user defined isotopic mass if desired.

Elimination and methyl–transfer reactions as test case
As test cases for the new function, the E2 elimination of halo-alcohols
in ethanol,247 and the transmethylation of of S–adenosyl by a catechol
substrate in catechol O–methyltransferase were studied.248,249 The calcu-
lated and experimental kinetic isotope effect are presented in Table 6.2.
The method proves to be accurate in determining KIE values for those
two different cases and is hoped to be useful in all kind of studies involving
isotope effects.

Calculation of virtual group deletion
One approach to quantify the effects of the active site residues towards
catalysis has been the concept of calculating the individual residue “group
contributions” at the different stationary points and using methods such
as the linear response approximation to calculate the actual free energies.196

A problem of this approach has been that it only involves a small num-
ber of points sampled to calculate the energies from. This could lead to
convergence problems and might not carry sufficient information about
the magnitude of the individual residue contribution towards catalysis.
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System ΔG‡
light ΔG‡

heavy KIEcalc KIEexp

COMT 16.0±0.2 15.9±0.2 0.80 0.79
Dehalogenation 20.0±0.1 21.3±0.1 8.7 7.1

Table 6.2. Test of the QCP calculation implemented in the new Q software
version. Energies are presented in kcal/mol. The calculation for the COMT
system involved 50 replicates, with 20 data points at each classical configura-
tion and 64 quantum beads for each classical particle, spread over 51 sampling
windows. Each classical configuration was sampled again over 50 free particle
configurations. In case of the E2 elimination, the approach was changed, using
10 replicates with 500 classical data points and 8 quantum beads, again spread
over 51 sampling windows. The free particle distribution was sampled 10 times
for every classical configuration.

Implementation details
The new routine has been added in such a way that an arbitrary number
of residues or atoms can be specified that should be excluded from an
additional energy calculation. When the classical energy is saved, those
atoms are passed to an additional energy calculation, but for the subtrac-
tion of their contribution.

Etotal =Eqq,el +Eqq,vdw +Eqp,el +Eqp,vdw

+Epp,el +Epp,vdw +Ebond +Eangle +Etorsion

Eexclude =ET otal −Eq−exc
qq,el −Eq−exc

qq,vdw −Eq−exc
qp,el −Eq−exc

qp,vdw

(6.4)

Only the non–bonded interactions are removed in this case, leading to
an idealised system where the residue does not interact with the reaction
region, as would be the case for a glycine mutant.

Epoxide hydrolase test system
As an example for the use of this routine, the residue contribution of
the two active site tyrosine residues in StEH1122 are calculated for the
favoured pathway at the epoxide ring–opening step (see Figure 2.4). The
final values for the estimated and explicitly calculated differences to the
activation free energy are shown in Table 6.3, indicating that the method
can be useful to quantify the catalytic contributions in cases like this.
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System Y154F Y235F Y154F/Y235F
ΔΔG‡

est 0.22 1.86 2.09
ΔΔG‡

calc 1.5 3.7 NA

Table 6.3. Group contribution estimated (est) and explicitly calculated (calc)
activation free energy differences for the epoxide ring opening reaction of
(R,R)–TSO. Explicitly calculated values are those reported in Amrein et al.,131

with energies given in kcal/mol. NA – not explicitly calculated.

Algorithmic improvements
In addition to the new methods mentioned above, we also updated a num-
ber of the implemented algorithms in the software, adding support for the
LINCS250 constraint algorithm, support for arbitrary temperature coup-
ling groups and new thermostats. The inclusion of LINCS will make it
possible to improve the performance of the code when using constraints on
solute atoms, while the addition of arbitrary temperature scaling makes it
possible to scale ions together with the solute, improving the behaviour of
simulations under periodic boundary conditions with counter ions. The
addition of the Langevin165 and Nose–Hoover165 thermostats can also
improve the behaviour of simulations needing more refined coupling to a
temperature bath.

Support for additional solvents
The solvent handling has been improved to add support for solvent mo-
lecules of any size and number of atoms (under the limitation that they
may not be larger than the cut–offs employed). The parameters of sev-
eral solvents available for the OPLS–AA force field in Gromacs244,251,252

have been converted to the format used in Q, with the results for ethanol
shown in Figure 6.2. The drop in density at the edge of the calculation
sphere is related to the polarisation correction246 that is not available for
the more complex solvents.

Conclusions
A new version of the Q simulation software is being presented with a
number of newly–implemented methods and updates to the existing al-
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Figure 6.2. Plotted radial distribution functions (A) and solvent densities at different
radii in the solvent sphere (B).

gorithms. The hope is that this will lead to a better performance of
the software, as well as the ability to study a large number of problems
efficiently using the FEP and EVB approaches.
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7. Concluding Remarks

The study of biological systems using computational models is now just
one part of the full investigation of new enzymes, if the mechanism of
action has to be understood. Explaining the reason for the selectivity
and efficiency is needed for the successful engineering of new enzyme
variants and to see the system in respect to its natural function. While
experimental methods are able to determine the reaction rates and help
to distinguish between different mechanisms, they are often not able to
quantify the how exactly the rate enhancements are achieved. Compu-
tational methods have become more and more established in the recent
years to bridge this gap in our knowledge about enzyme function and
made it possible to both quantify and visualise the effects that the en-
zyme surrounding has on the catalysed reaction. One challenge that still
remains is addressing the problem that observed differences in enzyme ac-
tivity often relate to only small changes in the energetics of the reactions,
making it necessary to use methods that are able to distinguish those
differences in energy. The studies presented here show that the EVB
method is both able to describe the difficult chemistry of the investigated
systems, while still successfully differentiating between the different sub-
strate forms. The investigation of the StEH1 enzyme has shown that
the observed regio– and enantioselectivity is an intrinsic property of the
system. Even the largest of the studied substrates exhibits the selectivity
observed for the smaller substrates, an observation that had not been
previously possible with the experimental methods. A combination of
sequence and computational chemistry has shown that two residues lo-
cated next to the general base residue have major impact on the catalysis
by modulating the charge balance in the active site. In addition to this,
the viability of the proposed reaction mechanism involving the negatively
charged epoxide oxygen atom next to the active site tyrosine residues has
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been validated with the used models, showing the correct change in ac-
tivity upon in–silico mutation. It is hoped that the new insight into the
system will make it possible to further extend the previous attempts to
engineer the enzyme towards improved enantioselectivity, with the com-
putational models as basis for experimental studies.

The kind of calculations needed to perform this kind of study are still
computationally expensive due to the extensive sampling needed to obtain
convergent free energy profiles. The work on method development was
aimed at both providing precise models for the challenging calculations
involving transition metals, as well as improving the software used to
perform the calculations. The inclusion of new methods to study chemical
reactions and the improvements in the algorithms used for the simulation
of molecular dynamics is hoped to extend the reach of the computational
approach and make the simulations more accessible for a wider audience.

83



8. Populärvetenskaplig Sammanfattning på
svenska

Enzymbiokatalys är ett av de aktuella forskningsämnen som fångar intres-
set av såväl de forskargrupper som söker förstå hur enzymer fungerar, som
av industrin på jakt för att hitta billigare alternativ till de katalysatorer
som vanligen används i organisk syntes. Det gemensamma behovet av
båda fälten är att förstå hur katalysatorerna fungerar för att kunna för-
bättra dem och utöka omfattningen av deras användning.

Att förstå hur enzymer fungerar har varit målet för biokemister sedan
forskningsområdets födelse, med experimentella och teoretiska tillväg–
agångssätt som förbättrar och förstärker vår kunskap om deras natur.
Experimentellt arbete har alltid varit begränsat till vad som kan ob-
serveras i laborationsmiljö, medan teoretisk forskning på katalysens natur
har begränsats av noggrannheten i metoderna och deras relation till de
experiment som de försöker beskriva. I idealfallet leder detta till ett direkt
förhållande mellan de två tillvägagångssätten och fullständig förståelse för
katalysatorn som undersöks. Men då naturen är mer komplicerad kan i
många fall bara delar av pusslet samlas in som då måste kombineras så
gott det går för att bygga den slutgiltiga bilden, även om vissa bitar kan
saknas.

En familj av enzymer som har varit av intresse har varit de som kan
bryta ner föreningar genom tillsats av vattenmolekyler, så kallade hydro-
lasenzymer. Det finns en mängd olika former av dessa enzymer som kan
grupperas i ett antal olika familjer utifrån hur de är uppbyggda, och där-
för antas använda samma mekanismer för att utföra sina reaktioner. En
av dessa familjer heter α/β hydrolasfamiljen, där alla enzymer är byggda
enligt samma generella struktur.
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En mindre antal av detta större enzymkonglomerat har varit av intresse
för att de kan producera vissa kemikalier, kallade vicinala dioler, som kan
användas som utgångsmaterial för att producera läkemedelsföreningar.
Dessa enzym (epoxid hydrolas, EH) enzymer har också varit av intresse
på grund av deras specifika verkningsmekanism, vilket involverar flera dis-
tinkta kemiska species innan den slutliga produkten har bildats. Exper-
imentella studier har spridit ljus över det generella sättet dessa enzymer
fungerar, men har utelämnat några saknade ”pusselbitar“ som varit svåra
att förklara från endast de experimentella observationerna.

Huvuddelen av arbetet i denna avhandling handlar om beräkningsstudien
av dessa enzymer, vilken syftar till att fylla i fler delar av pusslet genom
att utföra beräkningar på möjliga reaktionsmekanismer som leder till pro-
dukterna. Studierna förklarar hur enzymet kan välja att följa vissa vägar
och undvika andra, och hur dessa mönster förändras vid förändringar
i enzymet självt. Den huvudsakliga modellen som har använts för att
undersöka detta beteende tillät oss att både observera de kemiska reak-
tionerna som skedde och hur enzymerna reagerar på förändringar genom
att simulera så många olika strukturer som möjligt.

Vårt arbete har visat att detta tillvägagångssätt leder till en bättre för–
ståelse för hur reaktioner händer i detta system. En annan del av studierna
har varit att förbättra programvaran som används för att utföra beräkning-
arna. Även om det generella tillvägagångssättet inte har behövt förän-
dras sedan det utformades så har några av de ytterligare metoderna och
koncepten betydligt förbättrats, speciellt när det kommer till beräkning,
prestanda och metodomfattning. I förlängningen av detta har både nya
modeller att utföra storskaliga beräkningar, liksom nya simuleringsme-
toder introducerats.
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