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Abstract

With ever increasing regulatory pressure financial institutions are required to carefully monitor their liquidity risk. This Master thesis focuses on asserting the appropriateness of time series models for forecasting deposit volumes by using data from one undisclosed financial institution. Holt-Winters, Stochastic Factor, ARIMA and ARIMAX models are considered with the latter being the one with best out-of-sample performance. The ARIMAX model is appropriate for forecasting deposit volumes on a 3 to 6 month horizon with seasonality accounted for through monthly dummy variables. Explanatory variables such as market volatility and interest rates do improve model accuracy but vastly increases complexity due to the simulations needed for forecasting.
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1. Introduction

1.1 Background

During the 2008 financial crisis Lehman Brothers did not go bankrupt because their shareholder’s equity turned negative. Instead, what really happened was that they did not have sufficient liquidity to meet their near-term commitments as pointed out by for example Ball (The Fed and Lehman Brothers, 2016). The crisis showed the importance of stable funding and sufficient liquidity in the financial sector. The liquidity freeze quickly spread to the rest of the economy placing many companies in default. Regulators have since responded by placing liquidity and stable funding in the financial sector at the very top of their agenda. This has made deposit funding with long behavioral maturity more attractive from a regulatory perspective.

Deposit funding is associated with a specific type of risk, i.e. the risk that arises from the optionality of withdrawing deposits at any point without prior notice. To mitigate this risk the financial institutions’ treasury departments have to closely monitor the liquidity position to ensure that all commitments can be met and that there is sufficient liquidity for managing the day-to-day business.

1.2 Problem Discussion

For financial institutions deposit funding is a valuable tool, however the modelling and forecast of future deposit volumes can be a complex task. The means for liquidity management varies greatly from institution to institution even though the financial supervisory authorities have issued detailed guidelines and regulations. One metric of regulatory interest is the Liquidity Coverage Ratio, LCR, which describes what level and type of liquidity a financial institution is required to hold against the deposits of a certain type of client. One way to approach the problem of modeling deposits is to divide it into a stable (“sticky”) part and a volatile part. The idea is that the sticky part can be assumed to be fairly constant or growing slowly over time while the volatile part needs to be modeled separately.

The stableness of deposits is something that has been frequently investigated, for example Leonart Matz (How to Quantify and Manage Liability Stickiness, 2009) analysed a number of qualifications he hypothesized should define “stickiness” of non-maturing liabilities. The qualifications include for example whether the depositor is sophisticated, or if the deposit is insured. Matz concluded that modelling of deposit volumes is a complex task and that there is no complete formula for quantifying stickiness of deposits.

Earlier studies have used a range of different methods to model deposits or cash flows at financial institutions. Jaroslaw Bielak et al. (Modelling and Forecasting Cash Withdrawals in the Bank, 2015) investigated optimal forecasting methods for cash withdrawal in a Polish bank. The authors utilised both statistical and machine learning (artificial neural networks) methods in order to find good deposit forecasts. The conclusion reached was that an ARIMAX model with integer valued factors variables for day of the week (1, 2,…, 5), day of the month (1, 2,…,
31) and month of the year \((1, 2, \ldots, 12)\) as explanatory variables yielded the best out-of-sample performance as determined by the mean average percentage error.

Helena von Feilitzen (Modeling Non-maturing Liabilities, 2011) modelled deposit volumes at a large Swedish bank by using the bond replication method in which the liabilities are modelled as portfolios of bonds with a combination of maturity dates. The author concluded that it was indeed possible to model deposits through the bond replication method, but that a more advanced option adjusted spread model would be preferable.

To the best of our knowledge there are no studies analyzing the specific use of time series methods in order to model deposit volumes. Furthermore time series analysis on segmented deposit data through client level detail allows for a diversified study in terms of methodology.

1.3 Problem Formulation

The hypothesis investigated in this study is that time series analysis would be an appropriate means of forecasting deposit volumes at financial institutions. Such analysis would allow for better understanding of the expected volatility and required size of operational liquidity at any given point in time. Thus the broad research question can be formulated as:

- To what extent are time series models appropriate for forecasting deposit volumes?

Here, appropriate is subject to a certain degree of subjectivity includes, but is not limited to; business sense of the model output, size of forecasting error, out-of-sample performance and user friendliness.

To answer the research question a range of different time series models are analysed and compared with the objective of finding appropriate time series models. The specific models investigated are Holt Winters model, Stochastic Factor model, ARIMA models and ARIMAX model where explanatory variables are included. Explanatory variables assumed to affect deposit volumes are in this study: Stock index volatility, market interest rate and deposit interest rate. These variables are investigated together with time series analysis in order to facilitate models of deposit volumes.

The statistical software utilised to answer the question is R. For pre-processing and graphical purposes Microsoft Power BI and Microsoft Excel are used.

1.4 Study Aim and Limitations

The purpose of this study is to analyse the appropriateness of using time series to forecast the deposit volumes for a specific undisclosed financial institution. The application in practice of successfully forecasting deposit volumes is to allow for a more efficient allocation of funds. An additional purpose with this study is to analyse the appropriateness of segmenting deposits by client characteristics with the hypothesis that similar clients will behave in the same way.
One limitation of the study is that only a subset of forecast lengths can be investigated. The primary focus is put on 3-6 months forecasts to allow for a sufficiently long period in the perspective of liquidity planning. This furthermore corresponds to a statistically reasonable ~10% of out of sample data when observing the entire set of data. To further investigate the predictive power of the time series models shorter time intervals will also be analysed.

Further limitations of the study are that only a subset of time series models will be considered, the data used will only be from one financial institution and for a specific period of time. Thus, one should be careful about applying the conclusions drawn in this thesis to other types of institutions.

1.5 Thesis Structure

This thesis is organised as follows. Section 2 starts with a thorough review of previous research on deposit modelling. In Section 3 the theory for the main models used is presented. In Section 4 the data and the pre-processing required to transform the data into a desired format are presented, as well as the specific models used for forecasting. The section concludes with descriptive statistics and example of simulations of exogenous variables. Results for the different models are presented and commented on in Section 5. In Section 6 the results are discussed and the thesis is concluded.
2. Previous Research

In this section previous studies on similar problems in the area of deposit volumes and time series forecasting is presented. The previous research is reviewed to put the current work in the area into context and is used as inspiration for the methodology in this thesis.

A report from the federal deposit insurance corporation (Study on core deposits and brokered deposits, 2011) analyse core deposits, otherwise known as stable deposits or sticky deposits. These types of deposits are not defined by statute, however there are definitions created for analytical purposes in order to better understand stable funding sources in depository institutes. Stable deposits are rarely determined by a single characteristic, such as whether a deposit is insured, but rather by a multitude of affecting factors. The federal deposit insurance corporation defines stable deposits by the deposits from certain stable client accounts with amounts below the deposit insurance level ($250,000 in the U.S.) (Federal deposit insurance corporation, 2011, pp. 4-5). However the article further describes that stable deposit accounts sometimes display volatile patterns and that accounts classified as volatile (for example with deposits above the insurance level) sometimes are more stable.

Leonard Matz (How to Quantify and Manage Liability Stickiness, 2009) analyses what characterizes a deposit or liability as stable. Matz argues that core liabilities are liabilities that are less likely to disappear during a stressed liquidity scenario and describes eight characteristic that increases liability stickiness; 1) The deposit is insured; 2) The liability is backed by quality collateral; 3) The deposit funds are controlled by the owner rather than by an agent; 4) The depositor has other commitments with the bank; 5) The depositor is a net borrower; 6) The depositor lacks internet access to the funds; 7) The depositor is “unsophisticated”, e.g. a private person rather than a financial institution; 8) The deposits are obtained directly rather than from a third party. Furthermore Matz argues that the maturity of time or term liabilities is an important factor for stickiness that should be kept separate from the above eight factors as it is conceptually different. Matz concludes that there is no easy formula that quantifies stickiness, rather it is a continuous scale that depends on liquidity stress scenario and degree.

Jaroslaw Bielak et al. (Modelling and Forecasting Cash Withdrawals in the Bank, 2015) investigate optimal forecasting methods for daily cash withdrawal in a Polish bank utilising both statistical time series models and machine learning methods in the form of artificial neural networks. The authors argue that both insufficiency and excess of liquidity can be costly and that proper liquidity forecasting methods are required for this purpose. Bielak et al. analyse the bank customers’ daily cash withdrawal for the period July 2012 to April 2014, summing up to a data set of 461 data points which exclude weekends and bank holidays. For modelling purposes the natural logarithm of cash withdrawals is used. The data set is further split into five subsets, one larger training set with 378 data points and four test (or forecasting) sets with 20 or 21 data points each. The models utilised are created from the training set and forecast tested with the test sets as comparison. To determine the optimal model the forecast accuracy of each model is measured and Bielak et. al define the forecast accuracy as the mean absolute percentage error in the out of sample period. The authors first test the best ARIMA model, as
determined by the AIC criterion, and conclude that the forecast accuracy was poor for all testing periods. For the second model the authors first utilise Kruskal-Wallis test to determine statistically significant differences in withdrawals for individual days of the week (DW), days in the month (DM) and months in the year (MY). Ordinary least square approach is used to find the polynomials for DW, DM and MY respectively which best fit cash withdrawals. The polynomials are used as independent variables in an ARMAX time series model (ARMA model with exogenous inputs) which is used to forecast cash withdrawals. Furthermore the withdrawals for the tenth day of the month were found to exhibit outlier behaviour and a dummy variable for this day is included. The ARMAX model approach resulted in mean absolute percentage errors for the four test periods of approximately 20%, significantly lower than observed for the machine learning approach, particularly for later test periods. The authors conclude that forecasting cash withdrawals is a complex task, and that the independent calendar variables (DM, DW and MY) affected the cash withdrawals in a none-linear fashion.

Kaj Nyström (On deposit volumes and the valuation of non-maturing liabilities, 2008) provides a mathematical framework for modelling non-maturing liabilities. The article focus on three model methodologies; firstly market rates, secondly deposit rates and thirdly deposit volumes, of which the latter category is of particular interest in this study. Nyström models deposits in a bank by assuming deposits can be put in a transaction account or a finite amount of different savings accounts. Furthermore, there is an option to change the deposits between the different accounts. Nyström proposes a behaviour model where the option to transfer a deposit to another account is used whenever stochastic processes, depending on market and deposit rates as well as the deposited amounts, exceeds “the client specific strike price”. The model is simplified by excluding the possibility of transferring deposits outside the bank or transfers into the bank. This specific way of modelling deposit volumes is according to Nyström not a common method, instead the author states that an autoregressive model with exogenous independent variables is most commonly used to model deposit volumes.

The use of time series methods to forecast financial data is commonly found in the literature. Wen-Hua Cui et al. (Time Series Prediction Method of Bank Cash Flow and Simulation Comparison, 2014) test the predictive values of the moving average and exponential smoothing methods on bank cash flows. The authors reach the conclusion that for real time cash flows in a commercial bank the best method tested is the exponential smoothing method of order two.

Castagna & Manenti (Sight Deposits and Non-Maturing Liabilities Modelling, 2013) set out to review different approaches for the modelling of non-maturing deposits suggested in literature and from business practices. First a comparison between the bond replication method and the Stochastic Factor, SF, approach is made. The main ideas behind the different methods, identifying how deposit volumes are linked to risk factors such as interest rates, are similar. However, it is concluded that the SF approach is superior because of four reasons. Firstly, the SF approach accounts for the stochastic evolution of the risk factors. Secondly, it allows joint evaluation of deposit value and the future cash flows – providing a consistent framework. Thirdly, it is possible to include behavioural functions and consequently linking deposit volumes to the stochastic evolution of the risk factors. Finally, under the SF approach it is
possible to account for bank-runs. In the article the authors only consider the interest rates and deposit rates to be risk factors. The SF approach requires one stochastic model for each of the risk factors and one for the evolution of deposit volumes. A CIR++ model (Castagna & Manenti, 2013, p. 3) with parameter estimation through the use of Kalman filter, is used for the market interest rates and the deposit rate is modelled as a linear function of the market interest rate. Furthermore, a range of different models for deposit volumes are considered, with examples presented using monthly Italian deposits data from the years 1999-2012. First a linear behavioural function is considered, where the logarithm of the deposits is assumed to be a linear function of the logarithm of the lagged deposits and changes in the risk factors. The authors argue that a time trend component, of suitable form, could be included, but claim to be interested in how deposit volume evolution is linked only to rates’ changes. The linear behavioural function renders functions that are well-fitted to the in-sample data, with an $R^2$ of 0.99. Moreover the authors suggest a non-linear behaviour model under the assumptions that each depositor changes balance as a fraction of income, that there is a depositor specific interest rate strike level $E$ such that when the market interest rate is above $E$ the depositor will allocate a higher proportion of their income to other investments and that there is a depositor specific rate strike level $F$ such that when the deposit rate is above $F$ the depositor will allocate a higher proportion of their income towards deposits. The authors consider a Gamma distribution for the cumulative density of the average customer’s strike levels and the corresponding in-sample $R^2$ is 0.97. In the final model bank run effects are accounted for by the inclusion of a component for the credit spread for the depository institutions. Finally the authors use Monte Carlo simulations of the risk factors to model the future deposit volume paths, and consequently presenting upper and lower bound for the deposit volumes.

In Modeling Non-maturing Liabilities (von Feilitzen, 2011) the author sets out to model deposits at a large Swedish bank in order to improve liquidity and interest rate risk management. The author seeks a model for which the modelling error is as small as possible, the interest rate risk is as low as possible, the profit is as high as possible and the model should be readily implemented by the bank. The main focus of the thesis is on replicating portfolio approaches, although the Option Adjusted Spread (SF) model is discussed as a feasible alternative. The replicating portfolio is essentially a suitably chosen portfolio of fixed income assets that matches the expected cash flows equivalent to changes in deposit volume. One of the replicating portfolios is obtained by minimising the standard deviation of the margin between the portfolio return and the deposit rate, the other one by maximising the Sharpe ratio. An alternative version of deposit rate is formulated as a moving average of market rates and is also considered. The weights of the optimised portfolio are also subject to some naïve liquidity constraints to account for large withdrawals. The author concludes that a portfolio replication approach is indeed feasible, but also suggests a more advanced SF approach for future research as this model easier account for stickiness and allows for a deposit interest rate model.

In Italian deposits time series forecasting via functional data analysis (Piscopo, 2010) the author aims to develop a Functional Data Model for forecasting Italian deposit time series. The author uses a singular value decomposition to fit a time series model based only on historical values of deposits with specific focus on seasonality analysis. More specifically, the paper focuses on
analysing the seasonality in, and difference between, years. Monthly time series data for Italian deposits for the years 1998 to 2008 are used and Piscopo finds evidence for difference in seasonality between years. Furthermore, the functional model is found to give slightly smaller residuals than traditional time series models. For sake of forecasting the classical ARIMA process is used. To conclude the authors recommend the functional data analysis to be a complementing tool to the more traditional analysis carried out in this paper.

The previous research presented in this section provides a baseline for the methodology in this thesis. The article by Jaroslaw Bielak et al. (Modelling and Forecasting Cash Withdrawals in the Bank, 2015) is of particular interest and much of the methodology is reproduced in this study, however for deposit volumes rather than deposit withdrawals.
3. Theoretical background

In this section the theories behind the models and tests used to analyse the data are presented and discussed. The section is organised in the order of the time series models utilised in this study: 1) Holt-Winters model; 2) Multiple Linear Regression models; 3) ARIMA models; 4) Modified ARIMA models. Furthermore the theory behind GARCH time series models required for explanatory variable simulation is presented in 5) GARCH and a test for stationarity in 6) Augmented Dickey Fuller test.

3.1 Holt-Winters’ Exponential Smoothing with Seasonality

A simple time series for forecasting purposes is Holt-Winter’s exponential smoothing with seasonality as seen in for example Hyndman et. al. (Forecasting: principles and practice, 2013). For simplicity this will be referred to as the Holt-Winters’ model throughout this thesis. The main idea behind the model is that an exponential moving average gives a good approximation of future values. In addition to this the algorithm also allows for a trend and seasonality. Mathematically this can be formulated as:

\[
\begin{align*}
L_s &= \frac{1}{s} \sum_{t=1}^{s} y_t \\
S_i &= y_i - L_s, \quad i = 1, \ldots, s
\end{align*}
\]

for all available observations. Above \( \alpha \), \( \beta \) and \( \gamma \) are coefficients to be chosen. This can be done by minimising sum of squared errors.

All subsequent forecasts are calculated as:

\[
\hat{y}_{n+k} = L_n + k \cdot b_n + s_{n+k-s}
\]

3.2 Multiple Linear Regression

In regression analysis one seeks to establish a linear relationship between a dependent variable and one or more independent variables, or covariates. This can be mathematically formulated as:

\[
y_i = x_i \beta + e_i \quad i = 1, \ldots, n
\]
where \( n \) is the number of observations, \( y_i \) is the \( i \):th observation of the dependent variable, \( x_i = (x_{i0}, ..., x_{ik}) \) is a row vector containing the \( i \):th observation for the \( k + 1 \) covariates, \( e_i \) the residual of the \( i \):th observation and \( \beta = (\beta_0, ..., \beta_k)^T \) is a column vector containing the \( k + 1 \) regression coefficients. The aim is to estimate the coefficients such that the square of the residuals is minimised. This is done by employing the Ordinary Least Squares, OLS, method.

In order for OLS to render meaningful results one needs to make a series of assumptions (Lang, 2014). The main assumptions are listed below.

- Linear dependence between independent variable and covariates
- No multicollinearity
- Homoscedasticity
- Independent and identically distributed residuals with mean zero

The first assumption is not very restrictive as one can easily transform the dependent variable or the covariates to a different form if one suspects that the relationship of the “original” variables is non-linear. To validate the model the residuals will be checked for homoscedasticity and normality by plotting the residuals and a quantile-quantile graph respectively.

### 3.3 ARIMA

The autoregressive moving average (ARMA) model is a statistical model utilised for fitting and forecasting stationary time series. The ARMA fit a model to data based on the previous development of the time series. The autoregressive (AR) part of the model specifies the time series’ variable’s dependency on its own lagged values, whereas the MA part specifies the regression error’s dependency on previous regression errors.

For non-stationary time series an autoregressive integrative moving average (ARIMA) model can be used. The “integrated” part of the ARIMA model is a differencing process to reduce a time series to stationarity, thus reducing the required model to an ARMA model. If a time series follows an ARIMA(p,d,q) process the variable can be predicted and fitted using an ARIMA model of the same order, where \( p \) denotes the order of autoregressive part, \( d \) the order of the integrated part and \( q \) the order of the moving average part. An ARIMA(p,d,q) process can easily be reduced to an ARMA(p,q) process by differentiating the time series \( d \) times. The general form of an ARIMA model can be stated as:

\[
(1 - \sum_{i=1}^{p} \phi_i B^i)(1 - B)^d y_t = (1 + \sum_{j=1}^{q} \theta_j B^j) \epsilon_t
\]  

where \( y_t \) is the time series data and \( \epsilon_t \in WN(0, \sigma^2) \). The \( \phi_i \)'s are the coefficients in the AR polynomial of order \( p \), \( \theta_j \) are the coefficients in the MA polynomial of order \( q \) and \( (1 - B)^d \) is the differencing part of order \( d \). It is required that the polynomials \( (1 - \phi_1 z - \cdots - \phi_p z^p) \) and
\((1 + \theta_1 z + \cdots + \theta_q z^q)\) have no common roots. \(B\) is the backward shift operator which is characterised by:

\[ B^k y_t = y_{t-k} \] (6)

There are various ways to determine the order of the most suitable ARIMA model for a given time series. The visualization of the autocorrelation and partial autocorrelation functions are which can give indications on the required order. The method utilized in this study is to iterate over different choices of \(p\) and \(q\), and then choosing the model which yields the lowest Aikake’s Information Criterion, AIC, values;

\[ AIC = -2 \ln(L) + 2m \] (7)

where \(L\) is the maximum value of the likelihood function for the model and \(m\) is the number of estimated parameters. The likelihood function is based on the model residuals. The parameter value of \(d\) can be chosen by observing when stationarity arise by plots, and through an Augmented Dickey Fuller test, by increasing \(d\) equal to 0, 1, 2 etc.

The estimation of the model parameters, \(\theta_i\) and \(\phi_j\), can be done in several ways. A common method is to use the maximum likelihood estimation which maximizes the probability of making the observations given the fitted parameters. Maximum likelihood estimation is the method used in the statistical software R, whilst minimizing the root of the squared regression error as the starting point for iteration.

As in the case of a linear regression the residuals from a fitted ARIMA model must satisfy certain criteria such, as lack of autocorrelation, and i.i.d. distribution.

### 3.4 Modified ARIMA Models

The seasonal ARIMA (SARIMA) model is a modification of the ARIMA model where a seasonal component of the time series is introduced. A SARIMA\((p, d, q)(P, D, Q)_s\) model can, analogous with the ARIMA\((p, d, q)\) model, be written as:

\[
(1 - \sum_{i=1}^{p} \phi_i B^i)(1 - \sum_{i=1}^{p} \Phi_i B^{is})(1 - B)^d (1 - B^s)^D y_t =
\]

\[
= \left(1 + \sum_{j=1}^{q} \theta_j B^j\right) \left(1 + \sum_{j=1}^{Q} \Theta_j B^{js}\right) \epsilon_t
\] (8)

where \(\Theta_i\) is the seasonal autoregressive polynomial coefficients, \(\Phi_i\) is the seasonal moving average polynomial coefficients and \((1 - B^s)^D\) is the seasonal differencing of order \(D\). The order of \(d\) and \(D\) is chosen in the same fashion as for ARIMA models through observing the stationarity of \((1 - B)^d (1 - B^s)^D y_t\) for increasing \(d\) and \(D\). The seasonality parameter, \(s\), can
either be assumed to be a logical period of time (e.g. 1 year, \( s = 12 \) for monthly data) or be derived from observing ACF or PACF plots.

A further modification of the ARIMA model is the ARIMAX model which allows for incorporation of exogenous variables as explanatory variables (Williams, 2001). The ARIMAX model with one exogenous variable can be written:

\[
\left( 1 - \sum_{i=1}^{p} \phi_i B^i \right) \left( 1 - B^d \right) y_t = \left( 1 + \sum_{j=1}^{q} \theta_j B^j \right) \epsilon_t + \sum_{k=1}^{b} \eta_k d_{t,k} \tag{9}
\]

where \( \eta_k \) are the parameters for the \( b \) exogenous variables \( d_{t,k} \) where \( k = 1, 2, \ldots b \). The coefficients are estimated by maximizing the likelihood function analogously as for ARIMA models.

### 3.5 GARCH

In order to model the volatility of the stock market a GARCH(1,1) model is used (Bollerslev, 1986). It is understood that the GARCH(1,1) model is not always the model with the best performance but it will suffice for the purpose of this thesis. The model can be mathematically formulated as:

\[
\sigma_{t+1}^2 = \omega + \alpha R_t^2 + \beta \sigma_t^2, \quad \omega > 0, \alpha \geq 0, \beta \geq 0, \alpha + \beta < 1 \tag{10}
\]

where \( \sigma_t \) is the volatility at time \( t \), \( R_t \) is the logarithmic return at time \( t \) and \( \alpha, \beta \) and \( \omega \) are constant coefficients. The coefficients are typically estimated by employing the maximum likelihood approach.

### 3.6 Augmented Dickey Fuller Test

Augmented Dickey Fuller test is utilised to determine stationarity of a time series (Fuller, 1976). The test is carried out with the null hypothesis of non-stationarity (a unit root present) in a time series sample. The test is applied to a model on the form:

\[
\Delta y_t = \alpha + \beta t + \gamma y_{t-1} + \delta_1 \Delta y_{t-1} + \cdots + \delta_{p-1} \Delta y_{t-p+1} + \epsilon_t \tag{11}
\]

where \( \alpha, \beta, \gamma, \delta \) are coefficients. Under the null hypothesis \( \gamma = 0 \) and the alternative hypothesis is that \( \gamma < 0 \). The test statistic \( \hat{\gamma}/SE(\hat{\gamma}) \) is compared to the relevant critical value for the Dickey Fuller test.
4. Method

In this section the methodology carried out in completing this thesis is presented. The section is initialised by presenting 1) the data sources available for the thesis; 2) the data treatment and pre-processing required in transforming the data for further tests; 3) description of variables of interest for this study; 4) the modelling approach for the specific time series models utilised in this thesis.

Furthermore, theory required for explanatory variable simulation is presented: 5) Volatility Simulation; 6) Market Rate Simulation.

Additionally model specific theory required in this thesis is presented in 7) Model Aggregation; 8) Model Validation.

The section is concluded by presenting 9) Descriptive Statistics and 10) Explanatory Variable Simulation.

Throughout the following sections working days is referred to as and unless otherwise stated the data is from non-overlapping time periods.

4.1 Data Sources

The data used in this study is four years of daily observations of deposit volume for each client. Further client specific data, such as type of client, total assets under management and average deposit rate is included on a daily basis.

The close price of the OMXS30 index, which is used to calculate the volatilities of the OMXS30 index, is obtained from Nasdaq.

One month STIBOR has been chosen as the proxy for market rate in this study and is obtained from the Swedish Riksbank.¹

4.2 Data Treatment and Pre-processing

In order to get the data on a convenient form a very extensive pre-processing work has to be carried out. As specified in the introduction user friendliness is one of the key factors for determining how good a model is in a pragmatic business sense. Thus, emphasis has been put on creating a code that is as generic and easy to follow as possible in the likely case that someone in the future wants to carry out the same analysis but with different input parameters and data.

The pre-processing is carried out as follows:

1) Clients with very specific trading patterns, for example clients that deposit large amounts of money for short amounts of time, are disregarded. The reason for this is that

¹ http://www.riksbank.se/sv/Rantor-och-valutakurser/Sok-rantor-och-valutakurser/
these deposits are considered to be extremely volatile and that an expert opinion would be a more suitable method than a quantitative one.

2) The deposit volume is aggregated into segments denoted A1 through C4 by business area (A-C) and customer size (1-4). A segment denominated by a single letter or a single number indicates aggregated deposit volumes by business area or customer size respectively. The hypothesis with segmenting by customer size is that clients of similar size will exhibit similar behaviour and vice versa.

3) The data is aggregated on different time horizons and the exogenous variables are added.

Data time intervals is an important factor for analysis and from a business perspective daily, weekly, bi-weekly and monthly time intervals make sense. Thus intervals of the lengths 1, 5, 10 and 21 working days will be considered and analysed throughout the thesis. For 10 and 21 working day intervals there are too few data points, thus overlapping time series will also be considered for these longer intervals. Furthermore, financial time series, such as deposits, do not include weekends and holidays. This can lead to a problem when analysing recurring seasonal effects on a yearly basis and various treatments will be discussed throughout the result section.

4.3 Variable Description

The dependent variable in this study is deposit volumes. To avoid heteroscedasticity the natural logarithm of deposit volumes will be used, this is furthermore consistent with previous studies, for example Castagna & Manenti (2013) and Bielak et. al. (2015).

The exogenous variables, also referred to as risk factors, are the volatility of the OMXS30 index, the market rate and the deposit interest rate, henceforth deposit rate. The volatility of the OMXS30 is assumed to be a good proxy for the overall market volatility for the clients. It is hypothesized that in times of high market volatility clients will allocate a higher proportion of their resources to safer assets such as cash deposits.

The proxy for the market rate is STIBOR 1M under the assumption of short-term market rates moving in parallel the STIBOR 1M is a suitable option, making the exact choice less relevant. It is hypothesized that a change in market rate will change the asset allocation based on the expected risk and return.

The deposit rate is expected to have high explanatory power as it should be a key factor considered by client when allocating assets. However, as the deposit rates in the Nordics have been low, and sometimes even zero, for some time it may have lost some of its explanatory power.

4.4 Modelling Approach

To answer the research question of the thesis models with different time steps will be used. A one day model is a natural choice since the data is provided on a daily basis. Further logical choices which will be considered are models with five (weekly), ten (bi-weekly) and twenty
one day (monthly) time intervals. Since working days is the time unit of interest weekends will be ignored and if a certain time period contains one or more holidays these will also be ignored. E.g. if the model is built on a five day basis, the previous data point is on 3 June and the 6 June is a holiday then the next data point will be 11 June instead of 10 June. This approach has implications especially for models where equidistant data points are a requirement for modelling of seasonality, for example Holt-Winters algorithm or the SARIMA model. The problems associated with modelling financial time series are further discussed in Section 6.

The models tested throughout the study are Holt-Winters model, Stochastic Factor model and the ARIMA, SARIMA and ARIMAX models:

The first model, Holt-Winter’s exponential smoothing with seasonality, can take seasonality into account and is easily implemented, see section 3.1. However, the model cannot include additional explanatory variables and is built for time series with equidistant points to model seasonality. Different choices for the seasonal parameter have to be investigated in the result section as the deposit volumes lack equidistant data points.

The second model investigated is the SF (Stochastic Factor) model. In the simple case the logarithm of the deposit volumes can be assumed to be well approximated by a linear function of a series of risk factors. Thus the formula can be mathematically formulated as:

\[
\log D_t = \beta_0 + \beta_1 \cdot \log D_{t-1} + \beta_2 \Delta t + \beta_3 \Delta r_t + \beta_4 \Delta d_t + \beta_5 \Delta \sigma_t + e_t
\]  

(12)

where \( \log \) denotes the natural logarithm, \( D_t \) is the total deposit volume at time \( t \), \( r_t \) is the market rate, \( d_t \) is the deposit rate, \( \sigma_t \) the stock index volatility, \( e_t \) the residual term and \( \Delta \) denote the one time-period difference. In this model a time trend component is included. If one instead choses to exclude the trend in order to only evaluate the change in deposits as a function of the risk factors one can re-write the equation above as:

\[
\log D_t = \beta_0 + \beta_1 \cdot \log D_{t-1} + \beta_2 \Delta r_t + \beta_3 \Delta d_t + \beta_4 \Delta \sigma_t + e_t
\]  

(13)

In this study both of the above formulas will be considered. In order to estimate the coefficients \( \beta_i \) one can utilise the familiar OLS approach. It is interesting to note how the SF model is mathematically similar to an ARX(1) model with the difference of inclusion of a time component and differentiated exogenous variables.

The third model class investigated is the ARIMA models which are described in detail in section 3.3 and 3.4. The ARIMA model lacks the ability to include explanatory variables or manage seasonality, whereas an ARIMAX model can include explanatory variables and thus seasonality through dummy variables. In order to investigate overlapping intervals the SARIMA model is used in the study, the model is described in detail in section 3.4.
4.5 Volatility Simulation

In order to simulate future returns and volatilities of the stock market Monte Carlo simulation is used. The process is carried out as follows. Firstly, the historical volatilities are calculated by the GARCH model. Secondly, the historical return-to-volatility ratios are calculated as:

\[ z_t = \frac{R_t}{\sigma_t} \]  
\[ \text{(14)} \]

The next step is to model the return at time t+1 for a large number of sample paths. These are calculated as:

\[ R_{t+1,i} = \sigma_{t+1} \cdot z_i \]  
\[ \text{(15)} \]

where \( R_{t+1,i} \) is the return at time t+1 for the i:th sample path. The volatility at time t+1 is modelled by the GARCH formula and the normalized return is randomly drawn, with replacement, from the historical values. The above procedure can be repeated to find the volatilities and in turn returns for arbitrarily long time periods.

To model the volatility a simple GARCH(1,1) model is used on OMXS30 stock index data. Although a rather simple model for the market volatility, it suffices for the purpose of this thesis. One might expect that a high volatility leads to a reallocation of clients’ assets towards more safe assets such as cash in form of deposits. To detect, and account for, this relationship it is believed that the GARCH(1,1) model is satisfactory. The theory behind GARCH modelling is further described in section 3.5

4.6 Market Rate Simulation

In order to simulate market rate movements a Vasicek model is used (Vasicek, 1977). One of the benefits of this model is that it allows for negative interest rates, compared to some more advanced models which do not. In the model the instantaneous interest rate can be described by the stochastic differential equation:

\[ dr_t = a(b - r_t)dt + \sigma dW_t \]  
\[ \text{(16)} \]

where \( a \) is the speed of reversion, \( b \) is the long term mean level, \( r_t \) is the interest rate at time t, \( \sigma \) instantaneous volatility and \( W_t \) is a Wiener process. The parameters of the model needs to be estimated. For this the following two equations are used:

\[ \lim_{t \to \infty} E[r_t] = b \]  
\[ \text{(17)} \]

\[ \lim_{t \to \infty} Var[r_t] = \frac{\sigma^2}{2a} \]  
\[ \text{(18)} \]
Here the long term expected value and variance are both assumed to be well described by historical data. Since there are three parameters to estimate but only two equations an assumption is made on $\alpha$ in order to receive simulation paths that are realistic compared to market implied rates and consensus estimates. More careful calibration can be done by utilizing market data, however this is beyond the scope of this thesis.

4.7 Model Aggregation

If a time series is split into segments which are modelled separately there is a need to aggregate the predictions if the time is to predict the original time series. In order to do this the predicted values for each segment is simply added to get to the total estimate. However, one need make some assumptions on the errors to get the confidence intervals. Here it is assumed that the predictions are, asymptotically as the number of observations increases, Gaussian random variables, this can be denoted as:

$$z_{i,t} \sim N(\mu_{i,t}, \sigma^2_{i,t}) \quad (19)$$

where $z_{i,t}$, $\mu_{i,t}$ and $\sigma^2_{i,t}$ are the random variable, the prediction and the variance for segment $i$ at time $t$ respectively. To get the upper hand estimate for the original series the variances are added together and can thus be expressed as:

$$\epsilon_t = \Phi_{p}^{-1} \cdot \sqrt{\sum_{i} \sigma^2_{i,t}} \quad (20)$$

where $\epsilon_t$ and $\Phi_{p}^{-1}$ are the error and the $p$:th normal quantile respectively. An assumption based on Table 1 is made that the covariance across all segments are positive, leading to a conservative error estimate.

4.8 Model Validation

In order to check the validity of the proposed model there are two key metrics used in this study. The Akaike Information Criterion, referred to as AIC, and the out of sample Mean Average Percentage Error, referred to as MAPE. A low AIC value is desirable when choosing model order for models of the same family. Low MAPE values provide quantitative support when comparing the performance of different models as motivated by Bielak et al. (Modelling and Forecasting Cash Withdrawals in the Bank, 2015).

A means for model validation is to test whether the AIC value for a model changes by a meaningful amount when making it more complex. Even though the AIC value already rewards goodness of fit and penalises complexity the difference in AIC value between a complex and simple model might be small enough to be ignored. If the AIC does not differ by a meaningful amount for less complex models this will be commented on in the result section. As there is no definition for what a meaningful difference in AIC value is this will be further discussed in both the Results and Analysis section and the Discussion and Conclusion section.
In order to validate the estimated models a range of different methods are used. One of these methods is the rolling window validation where the process is as follows:

1) First the entire data set is split into one in-sample and one out-of-sample period and the optimal model order is found for the in-sample data.
2) Secondly the data is split into a number of “windows”, each with an in and out-of-sample period. For each of these windows the model coefficients are re-estimated and the robustness of the model is examined qualitatively, through graphs, and quantitatively, through MAPE.

To avoid data mining the number of windows and length of in and out of sample periods are pre-set for each model. These parameters are also changed to examine whether the predictive power of the model changes.

Another method for model validation is one step ahead forecasts. The idea is that the data is fairly evenly split into in and out-of-sample periods. Further, the model order and coefficients are estimated. This model is then used to forecast each point of the out-of-sample period using all the available data up to that point. The forecast is then compared to the actual data. Important to note is that, as opposed to the rolling window validation, the coefficients are never re-estimated.

The Augmented Dickey Fuller test is used to investigate the stationarity of a time series. The test has the null hypothesis that there is a complex unit root present in a time series. The alternative hypothesis is that the time series is stationary, see section 3.6.

4.9 Descriptive Statistics

In Figure 1 the deposits for segment A3 are shown. Deposits have grown for this segment and exhibit a relatively volatile behaviour. There are signs of seasonality shown in the figure, for example there are deposit peaks in early summer for each of the (historical) years.
Figure 1: Jan13-Nov16. Deposits for segment A3 normalised to 100 at the start of the period.

Clearly the time series presented in Figure 1 is not stationary and requires differentiation. A time series differentiated with 5 day interval will exhibit the behavior shown in Figure 2. The differentiated time series shows no obvious trends and an Augmented Dickey Fuller test also indicates stationarity.

Figure 2: Jan13-Nov16. One time differentiated logarithm of deposits for segment A3. 5 day interval between observations.
Furthermore, the distribution of the differentiated time series follows a symmetrical distribution resembling a Gaussian distribution as shown in Figure 3 below. The figure furthermore indicates a heavy-tailed distribution.

![Figure 3: Jan13-Nov16. Distribution of differentiated logarithm of deposits for segment A3. 5 day interval between observations.](image)

To increase the number of observations, and further investigate the heavy tails of the distribution, an overlapping 5 day interval data is presented in Figure 4. With overlapping data the number of observations is five doubled, reaching approximately 1000 data points. To enable a comparison a simulated normal distribution with the same variance as the logarithm of deposit change is plotted. The distribution exhibits signs of heavy tails which are further shown by the outlying data points in the quantile-quantile plot shown in Figure 5.
The logarithmic change in deposit volumes as seen is for example Figure 5 shows that the movements in the dependent variable follow a fat tailed distribution. This is potentially caused by movements in deposit volumes for a few large clients, having a large impact on the overall volumes. This result in an underestimation of the risk associated with deposit outflows if one assumes a normal distribution for risk modelling. Thus one needs to be careful when interpreting the prediction intervals of the models as the probability of large movements is underestimated. The reason behind choosing the natural logarithm of deposit volume as the dependent variable is to remedy heteroscedasticity.

Figure 4: Jan13-Nov16. Distribution of differentiated logarithm of deposits for segment A3. Overlapping 5 day interval between observations.
Figure 5: Jan13-Nov16. Quantile-quantile plot of logarithm of deposits for segment A3. Overlapping 5 day interval between observations.

To further investigate the seasonality indicated by Figure 1 box plots are produced for day of the week, month of the year and quarter of the year, see Figure 6 and Figure 8 respectively. There are no signs of day of the week calendar effects repeating itself over the time period and the same holds true for quarters. However, for months there are patterns indicating a certain seasonality in deposit changes. This can be noted through the location of the boxes relative to the horizontal x axis and the median deposit change for observations in each month.

Figure 6: Jan13-Nov16. Box plot of differentiated logarithm of deposits by day of the week for segment A3. 5 day interval between observations. Marker indicates median values.
Figure 7: Jan13-Nov16. Box plot of differentiated logarithm of deposits by quarter for segment A3. 5 day interval between observations. Marker indicates median values.

Figure 8: Jan13-Nov16. Box plot of differentiated logarithm of deposits by month for segment A3. 5 day interval between observations. Marker indicates median values.

For analysis on longer time intervals the method of overlapping (on a 1 day basis) data series is used. The descriptive statistics shown for 21 day overlapping intervals and segment A1 is shown in Figure 9. The differentiated time series suggests an obvious autocorrelation caused by the overlapping intervals, this is further shown by the ACF plot in Figure 10.
In order to get meaningful results the segmented time series have to be aggregated to give an overall forecast for the deposit base. To aggregate the data some assumptions will be made on the sign of the covariance between segments. More specifically, a positive sign is required when calculating the confidence interval on an aggregate level to yield a conservative estimate. As shown in Table 1 the correlation between the segments of interest are all positive implying a positive covariance. The correlation is shown for 1 day time intervals between observations, however a similar result is found for other intervals.
<table>
<thead>
<tr>
<th></th>
<th>A 1</th>
<th>A 2</th>
<th>A 3</th>
<th>A 4</th>
<th>B 1</th>
<th>B 2</th>
<th>B 3</th>
<th>B 4</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A 1</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A 2</td>
<td>0.71</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A 3</td>
<td>0.83</td>
<td>0.65</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A 4</td>
<td>0.64</td>
<td>0.49</td>
<td>0.87</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B 1</td>
<td>0.67</td>
<td>0.46</td>
<td>0.79</td>
<td>0.74</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B 2</td>
<td>0.49</td>
<td>0.41</td>
<td>0.62</td>
<td>0.65</td>
<td>0.64</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B 3</td>
<td>0.69</td>
<td>0.53</td>
<td>0.78</td>
<td>0.73</td>
<td>0.74</td>
<td>0.51</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B 4</td>
<td>0.73</td>
<td>0.47</td>
<td>0.80</td>
<td>0.72</td>
<td>0.83</td>
<td>0.60</td>
<td>0.73</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.87</td>
<td>0.69</td>
<td>0.98</td>
<td>0.91</td>
<td>0.79</td>
<td>0.64</td>
<td>0.80</td>
<td>0.81</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>0.75</td>
<td>0.51</td>
<td>0.84</td>
<td>0.77</td>
<td>0.91</td>
<td>0.66</td>
<td>0.81</td>
<td>0.98</td>
<td>0.85</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0.76</td>
<td>0.56</td>
<td>0.85</td>
<td>0.75</td>
<td>0.78</td>
<td>0.60</td>
<td>0.67</td>
<td>0.76</td>
<td>0.85</td>
<td>0.80</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.86</td>
<td>0.65</td>
<td>0.97</td>
<td>0.89</td>
<td>0.86</td>
<td>0.67</td>
<td>0.82</td>
<td>0.89</td>
<td>0.98</td>
<td>0.93</td>
<td>0.89</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 1: Jan13-Nov16. Correlation of deposits between the segments subject to separate time series analysis. Deposit data time interval is 1 day.
4.10 Explanatory Variable Simulation

The exogenous explanatory variables stock index volatility $\sigma$, market rate $r$ and deposit rate $d$ require simulation for future time periods in order to use in forecasts. The simulation of volatility and interest rates is not the focus of the thesis, thus simple procedures that yields sensible results are chosen.

In order to simulate short term market rates the Vasicek model is utilised. The parameters of the model are calibrated by making assumptions on the long term variance, expected value and implied market rates as discussed in Section 4.6. An example of 20 sample paths is shown in Figure 11.

![Short Rate Paths](image)

**Figure 11:** An example of the simulated short term market rate paths from the Vasicek model. Each time step is of length 5 working days.

The second explanatory variable used is the internal deposit rate. The assumption for simulation of the deposit rate is that on average a constant spread, calculated based on historical data, of the deposit rate to the market rate is held. The deposit rate is furthermore assumed to have a lower bound at 0.

The third explanatory variable of interest is the market volatility, modelled through the standard GARCH(1,1) model on OMXS30. An example of 20 sample paths is shown in Figure 12.
Figure 12: An example of the simulated volatility from the GARCH(1,1) model. Each time step is of length 5 working days.

The coefficients of the GARCH(1,1) model and corresponding p-values are presented below.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>( \omega )</th>
<th>( \beta )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>( 9.7 \times 10^{-6} )</td>
<td>0.21</td>
<td>0.72</td>
</tr>
<tr>
<td>p-value</td>
<td>( 1.5 \times 10^{-5} )</td>
<td>( 3.4 \times 10^{-8} )</td>
<td>( &lt; 2 \times 10^{-16} )</td>
</tr>
</tbody>
</table>

To investigate the validity of the GARCH(1,1) model the residuals of the model are studied through a quantile-quantile-plot in Figure 13. In the figure data is on a daily basis. The left side of the graph exhibits non-normality, as expected due to the heavy left tail of the return distribution of equity indices presented by for example Z. Sheikh et. al. (Non-normality of Market Returns: A framework for asset allocation decision-making, 2009). Quantile-quantile plots for 5,10 and 21 day intervals exhibit the same type of patterns.
Figure 13: Quantile-quantile plot for the residuals of the residuals of the GARCH(1,1) model.
5. Results and Analysis

In this section the analysis carried out is presented and commented. First, the considered time intervals are investigated. Second, the results for the models utilised are presented in order to select the best model. Third, segmentation of the data by client attribute is analysed. Finally the proposed models are tested by using a one step ahead forecast to verify their validity.

5.1 Time Interval Analysis

One of the crucial factors for yielding accurate and meaningful forecasts is the choice of time interval between observations. In this section the results found when analysing different lengths of time intervals are presented. Furthermore, both overlapping and non-overlapping time intervals are analysed. The forecasts presented are produced from the ARIMAX model with the lowest AIC value. The graphs and out-of-sample performances for each model are compared and further analysed. The only exogenous variables in the ARIMAX model are monthly dummy variables, and results are presented only for segment A. However similar results are found for the other models and segments, including the fully aggregated deposits. Each model presented has been tested for robustness through a rolling window analysis.

By analysing the results for non-overlapping data, visualised in Figure 14-Figure 17, it is found that 5 and 10 days intervals give the most reasonable results. Models with 1 day intervals between data points suffer from short term fluctuations in the data yielding large standard errors and poor out-of-sample performances. 21 day intervals on the other hand results in too few observations and subsequently poor forecasts. The time interval analysis yield similar result for other models and further analysis on model selection is done in Section 5.2.
Figure 14: ARIMAX(1,1,1) model forecast for segment A with 1 day time interval. MAPE of 9.9%.

Figure 15: ARIMAX(6,1,7) model forecast for segment A with 5 day time interval. MAPE of 4.4%.

Figure 16: ARIMAX(1,1,0) model forecast for segment A with 10 day time interval. MAPE of 3.8%.

Figure 17: ARIMAX(9,1,2) model forecast for segment A with 21 day time interval. MAPE of 14.2%.

The 21 day non-overlapping intervals produced inaccurate forecasts due to the few data points. To remedy this problem an alternative overlapping 21 day interval is considered. The overlapping interval time series analysis is modelled as a seasonal ARIMA (SARIMA) with the period 21 days. From Figure 18 a high degree of fluctuation can be seen as an effect of auto-correlation in the residuals. The apparent auto-correlation of the residuals is shown in the ACF plot visualised in Figure 19. Further analysis on overlapping data is carried out separately in section 5.2.4.
Using 5 and 10 day intervals between observations seem most suitable for modelling deposit volume and will thus be further analysed throughout the result section, alongside overlapping 21 day interval data which will be analysed separately.
5.2 Model Selection

In this section the models presented in Section 3 are tested and compared, with the purpose of finding the most appropriate model for forecasting deposits.

5.2.1 Holt-Winters

The first model investigated is the Holt Winters model as presented in 3.1, which is a simple time series model appropriate for seasonal data. However, the deposit data used has proven to have too irregular nature to forecast with the help of Holt Winters model. Figure 20 shows the model fitted by using 90% of the data from segment A. The confidence intervals are wide and the MAPE indicates poor out-of-sample performance. The same pattern repeats itself for other segments and out-of-sample periods.

The seasonal pattern of a financial time series such as deposits for a relatively short time period is hard to translate into a working Holt Winters model. For monthly data on a longer time period one could perhaps expect the model to have higher predictive power. For example it is somewhat difficult to choose the periodicity of the model because of weekends and holidays.

![Holt Winters model forecast for segment A with 5 day time interval. MAPE of 9.6%](image)

**Figure 20:** Holt Winters model forecast for segment A with 5 day time interval. MAPE of 9.6%.
5.2.2 Stochastic Factor Model

The stochastic factor model, as introduced in Section 4.4 for 5 and 10 day intervals are shown in Figure 21 and Figure 22. The model has low predictive powers, and this conclusion is also reached for other segments and out of sample periods. Including a time component does not significantly increase the predictive powers of the SF model. All coefficients for explanatory are very close to zero, except the one for the previous time periods’ deposit volume which is slightly below one.

![Figure 21: SF model forecast for segment A with 5 day time interval. MAPE of 15.6%.

Figure 22: SF model forecast for segment A with 10 day time interval. MAPE of 9.9%.

Different from Castagna & Manenti (2013) an additional exogenous variable in the form of market volatility is added to the SF model used in hope to explain deposit volume behavior. However, attempts with only interest rates as the exogenous variables yield similar results. Thus a possible explanation for the differences in model performance between the studies can come from the data used. Castagna & Manenti (2013) use 13 years of public aggregated data for sight deposits in Italy, i.e. data on a highly aggregated level. A more thorough discussion on the data used and comparison to other studies will follow in the Discussion and Conclusion section.

5.2.3 ARIMA Models

In this section the results for the ARIMA models described in Section 3.3 are presented.

Plain ARIMA models do not include any explanatory variables, and cannot include seasonality. The model fits a deposit trend and for some out-of-sample period it exhibits a relatively good fit, as seen in Figure 23.
Figure 23: ARIMA(6,1,7) model forecast for segment A with 5 day time interval. MAPE of 7.9%.

However, the model fails to predict seasonal fluctuations identified in the data. The out-of-sample performance in general trumps both that of the Holt Winter and SF models when tested for different time periods, segments and out-of-sample periods as seen in Table 2.

<table>
<thead>
<tr>
<th>Window</th>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holt-Winters</td>
<td>MAPE (%)</td>
<td>11.3</td>
<td>7.3</td>
<td>14.4</td>
<td>18.7</td>
<td>18.5</td>
<td>19.6</td>
<td>6.0</td>
<td>11.7</td>
<td>18.2</td>
<td>7.8</td>
<td><strong>13.3</strong></td>
</tr>
<tr>
<td>SF</td>
<td>MAPE (%)</td>
<td>22.1</td>
<td>24.4</td>
<td>22.1</td>
<td>23.0</td>
<td>14.4</td>
<td>14.1</td>
<td>13.3</td>
<td>19.9</td>
<td>10.7</td>
<td>8.0</td>
<td><strong>17.2</strong></td>
</tr>
<tr>
<td>ARIMA</td>
<td>MAPE (%)</td>
<td>4.7</td>
<td>12.0</td>
<td>8.1</td>
<td>7.8</td>
<td>8.1</td>
<td>11.8</td>
<td>10.5</td>
<td>15.3</td>
<td>7.1</td>
<td>7.6</td>
<td><strong>9.3</strong></td>
</tr>
<tr>
<td>ARIMAX</td>
<td>MAPE (%)</td>
<td>8.9</td>
<td>6.6</td>
<td>5.8</td>
<td>8.2</td>
<td>7.0</td>
<td>11.9</td>
<td>7.6</td>
<td>8.1</td>
<td>8.9</td>
<td>6.0</td>
<td><strong>7.9</strong></td>
</tr>
</tbody>
</table>

Table 2: MAPE of ARIMA, SF, Holt-Winters and ARIMAX models. 10 rolling windows with 10% out-of-sample data over the last 20% of data points in the sample. 5 day intervals between observations.
A slightly more advanced modification of the ARIMA models is the SARIMA model which can include seasonal effects. The problem, similar as with the Holt-Winters model, with financial time series lacking equidistant data points due to weekends and holidays appears to cause problems for SARIMA models as well. The SARIMA model is furthermore computationally heavy for high orders in combination with long seasonal periods. At 5 day intervals the one year seasonal frequency is approximately 46 which results in computational errors in R. For 10 day intervals the seasonal component is approximately 23, resulting in the forecast for segment A shown in Figure 24. The seasonality is however accounted for imperfectly and robustness tests show high MAPE values and poor performance compared to the plain ARIMA model. Furthermore, the heavy computational aspect of the SARIMA model makes it a less appropriate model ceteris paribus. Other segments and out-of-sample periods confirm the inappropriateness of SARIMA modelling of deposits.

![Figure 24: SARIMA(1,1,1)x(1,0,1)23 model forecast for segment A with 10 day time interval. MAPE of 14.5%.

To account for the observed seasonality in the data dummy variables for months can be included as explanatory variables in an ARIMAX model. For segment A and 10% out-of-sample data the ARIMAX model with month dummies result in the forecast shown in Figure 25. This model is the best performing model investigated so far. Other segments and out-of-sample data confirm that the ARIMAX model with month dummies has better performance than the previously investigated models.
To further augment the model additional explanatory variables with predictive power over deposit volumes can be added. A combination of explanatory variables are considered for a final model with optimal predictability. Prospective explanatory variables to include are market interest rates, deposit rates and stock index volatility. To validate the effect of inclusion of explanatory variables the performances with and without these explanatory variables are calculated. This is done by creating 10 different rolling windows with 80% and 10% of the data as training period and forecast period respectively. The MAPE and AIC are used as key metrics to evaluate the performance. The results for 5 day intervals for segment A are presented in Table 3. For completeness the monthly dummy variables are also included in the set of explanatory variables. Data for other segments and on different time intervals gives similar results in a majority of the cases.
5.2.4 Overlapping Data Analysis

In order to remedy lack of data points overlapping time intervals can be used. However, as noted in section 4.9, overlapping data causes an autocorrelation in the errors of the model, putting the validity of the model into doubt. There are a number of combinations with different time intervals where overlapping data analysis is interesting. The first case is an overlapping 21 day interval on a daily basis as a substitute to monthly observations. The results for this model on segment A is shown in Figure 18. The prediction is highly volatile and the pattern the model finds on a 21 day basis repeat itself in perpetuity. The reason for the rapid fluctuations is the deposit volume volatility on a day-to-day basis. Thus a longer time interval with a lower rolling frequency can be considered, as it might potentially somewhat remedy short term fluctuations. The result for a 4 period time interval where each period is of length 5 days is shown in Figure 26. The forecast is volatile and repeats itself in a pattern over time. Robustness tests for different out-of-sample periods and different segments show the same volatile tendency and that the performance is poor in general. Thus the overlapping time period analysis is not performing well on longer out-of-sample periods but will be further tested on a period-by-period forecast basis in section 5.3.

<table>
<thead>
<tr>
<th>Window</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without any explanatory variables</td>
<td>MAPE (%)</td>
<td>4.7</td>
<td>12.0</td>
<td>8.1</td>
<td>7.8</td>
<td>8.1</td>
<td>11.8</td>
<td>10.5</td>
<td>15.3</td>
<td>7.1</td>
<td>7.6</td>
</tr>
<tr>
<td>AIC</td>
<td>-322.1</td>
<td>-325.5</td>
<td>-326.8</td>
<td>-320.2</td>
<td>-322.9</td>
<td>-320.8</td>
<td>-321.2</td>
<td>-309.8</td>
<td>-313.9</td>
<td>-316.0</td>
<td>-319.9</td>
</tr>
<tr>
<td>With month dummy only</td>
<td>MAPE (%)</td>
<td>11.3</td>
<td>7.8</td>
<td>6.6</td>
<td>7.9</td>
<td>7.4</td>
<td>15.0</td>
<td>7.3</td>
<td>6.5</td>
<td>7.7</td>
<td>5.9</td>
</tr>
<tr>
<td>AIC</td>
<td>-330.3</td>
<td>-334.9</td>
<td>-331.5</td>
<td>-322.4</td>
<td>-336.1</td>
<td>-328.9</td>
<td>-332.8</td>
<td>-318.5</td>
<td>-325.7</td>
<td>-318.9</td>
<td>-328.0</td>
</tr>
<tr>
<td>All except volatility</td>
<td>MAPE (%)</td>
<td>9.0</td>
<td>6.6</td>
<td>5.8</td>
<td>8.5</td>
<td>6.9</td>
<td>12.4</td>
<td>7.8</td>
<td>8.1</td>
<td>8.7</td>
<td>6.0</td>
</tr>
<tr>
<td>AIC</td>
<td>-326.7</td>
<td>-330.8</td>
<td>-328.0</td>
<td>-334.6</td>
<td>-344.2</td>
<td>-343.2</td>
<td>-347.3</td>
<td>-317.3</td>
<td>-323.8</td>
<td>-311.5</td>
<td>-330.7</td>
</tr>
<tr>
<td>All except interest rate</td>
<td>MAPE (%)</td>
<td>11.2</td>
<td>8.6</td>
<td>6.9</td>
<td>5.6</td>
<td>6.7</td>
<td>12.6</td>
<td>7.4</td>
<td>6.7</td>
<td>9.5</td>
<td>4.7</td>
</tr>
<tr>
<td>AIC</td>
<td>-329.2</td>
<td>-333.9</td>
<td>-330.2</td>
<td>-324.6</td>
<td>-335.2</td>
<td>-329.3</td>
<td>-333.6</td>
<td>-317.1</td>
<td>-320.4</td>
<td>-317.6</td>
<td>-327.1</td>
</tr>
<tr>
<td>With all explanatory variables</td>
<td>MAPE (%)</td>
<td>8.9</td>
<td>6.6</td>
<td>5.8</td>
<td>8.2</td>
<td>7.0</td>
<td>11.9</td>
<td>7.6</td>
<td>8.1</td>
<td>8.9</td>
<td>6.0</td>
</tr>
<tr>
<td>AIC</td>
<td>-326.7</td>
<td>-330.8</td>
<td>-328.0</td>
<td>-334.6</td>
<td>-344.2</td>
<td>-342.9</td>
<td>-347.3</td>
<td>-317.3</td>
<td>-324.3</td>
<td>-311.6</td>
<td>-330.8</td>
</tr>
</tbody>
</table>

Table 3: MAPE and AIC values for ARIMAX model with and without subsets of exogenous explanatory variables. 10 rolling windows with 10% out of sample data over the last 20% of data points in the sample. 5 day intervals between observations.
**Figure 26:** SARIMAX(0,0,0)x(0,1,1), model forecast for segment A with 5 day time interval. MAPE of 7.2%.
5.2.5 Segmentation Analysis

In this section the assumption that segmentation of data increase the potential forecast accuracy is further analysed. The results presented up until this point has been from data segmented as described in 4.9, however aggregated data computations have been produced in parallel. Subsets of the out of sample performance for business area segmented and aggregated data for the ARIMAX model are presented in Table 4 below.

<table>
<thead>
<tr>
<th>MAPE (%)</th>
<th>Segment A</th>
<th>Segment B</th>
<th>Segment C</th>
<th>Combined A+B</th>
<th>Combined A+B+C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5-day</td>
<td>10-day</td>
<td>5-day</td>
<td>10-day</td>
<td>5-day</td>
</tr>
<tr>
<td>Window 1</td>
<td>7.6</td>
<td>9.6</td>
<td>6.0</td>
<td>6.7</td>
<td>10.2</td>
</tr>
<tr>
<td>Window 2</td>
<td>7.7</td>
<td>20.4</td>
<td>9.8</td>
<td>11.2</td>
<td>33.0</td>
</tr>
<tr>
<td>Window 3</td>
<td>7.7</td>
<td>8.3</td>
<td>12.8</td>
<td>7.9</td>
<td>34.9</td>
</tr>
<tr>
<td>Window 4</td>
<td>7.4</td>
<td>10.8</td>
<td>27.2</td>
<td>21.0</td>
<td>19.6</td>
</tr>
<tr>
<td>Average</td>
<td>7.6</td>
<td>12.3</td>
<td>14.0</td>
<td>11.9</td>
<td>24.4</td>
</tr>
</tbody>
</table>

Table 4: MAPE values for the ARIMAX model with monthly dummies, market interest rate, deposit rate and stock index volatility as exogenous explanatory variables. 4 rolling windows with 10% out of sample data over the last 40% of data points in the sample. 5 and 10 day intervals between observations.

The relative accuracy is shown to increase with segmentation, however the total deposit volume also increase.

Aggregating forecasts where the confidence intervals are calculated utilising the method described in 4.7 confirm that forecasts for the deposit volumes are performing better on an aggregated data set rather than on segmented data. I.e. modelling each client segment separately, with the hopes of capturing different behaviours, and then aggregating the data is proven less successful than modelling all the clients on an aggregate level with a single time series model.
5.3 Period by Period Forecast

The one step ahead forecast using 5 non-overlapping and 21 overlapping days for segment A is shown in Figure 27 and Figure 28 respectively. Inclusion of month dummies to account for seasonality results in inaccurate models for both short and long time intervals. This can be especially noted in the case of the model with overlapping data.

Figure 27: ARIMAX(6,1,7) model one period ahead forecast for segment A with 5 day time interval. MAPE of 6.8% with monthly dummies.

Figure 28: SARIMAX(0,0,0)x(1,1,1)21 model one period ahead forecast for segment A with 1 day time interval. MAPE of 14.5%.

Exclusion of month dummies results in more accurate models with regards to one step ahead forecasts. For a 40% out-of-sample period the results excluding monthly dummy variables can be seen in Figure 29 and Figure 30 for 5 days non-overlapping and 21 days overlapping respectively. However, the naïve one step lag model is found to have similar predictive power. The graphs of the forecast can be somewhat interpreted as a parallel shift to the right of the actual data.

Figure 29: ARIMAX(6,1,7) model one period ahead forecast for segment A with 5 day time interval. MAPE of 5.7% without monthly dummies.

Figure 30: SARIMAX(0,0,0)x(1,1,1)21 model one period ahead forecast for segment A with 1 day time interval. MAPE of 7.6%.

Through this study there is no indication that the one period ahead forecasts for the models investigated are significantly better than that of a naïve model.
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6. Discussion and Conclusion

In this section the analysis is commented and discussed. Furthermore the thesis is concluded and suggestions for future research are presented.

6.1 Holt-Winters Model

The first model investigated is the Holt-Winters model. As seen in Figure 20 the model performance is not very impressive with large prediction intervals and a high MAPE. A possible cause for this is that even though there are signs of seasonality the behavior of this time series is too irregular compared to cases where Holt-Winters has been successfully implemented. Moreover, the model does not account for interest rate movements and other external factors, hypothesized to have an impact on deposit volumes. As the model performs poorly for the specific data investigated it can be concluded that for this financial institution Holt-Winters is not appropriate for forecasting deposit volumes.

6.2 Stochastic Factor Model

By resorting to a slightly more advanced model, compared to Holt-Winters, one could expect the predictive power to increase. However, this is not the case. As seen in Figure 21 and Figure 22 the model exhibits a behavior similar to exponential decay. The mathematical reason for this is that in the estimated model all coefficients are very close to zero, except the one for the previous time periods’ deposits which is slightly below one. Thus the next periods deposit volume is almost entirely explained by the previous deposits and the exogenous variables are believed to have a very low impact. As the time increases the deposit volumes tend to zero, which is a very unlikely scenario. Given the poor performance the model is deemed not appropriate for forecasting deposit volumes.

6.3 ARIMA Models

Even as the model includes neither exogenous variables nor any type of seasonality it still performs better than the Holt Winters and SF models. However, the prediction intervals still remain large compared to historical fluctuations of the actual time series. It can already here be concluded that ARIMA models are at least somewhat appropriate for forecasting deposit volumes as the predicted value is fairly similar to the actual data but with large margins of error.

With hopes of improving the plain ARIMA model a SARIMA model is introduced to account for the observed seasonality. However, similarly to the Holt-Winters model, the seasonality calculations are complicated by the nature of the data and the results are not very promising as seen in Figure 24. This in combination with the great computational power needed to estimate the model makes the SARIMA model inappropriate for forecasting deposit volumes.

An attempt at improving the plain ARIMA model, by accounting for seasonality, is done by using an ARIMAX model with dummy variables for months as the only exogenous variable. As seen in Figure 25 the complex behaviour of the time series is fairly well described, even with a long forecast period, and the prediction intervals are narrower compared to in previous
models. A reasonable explanation for this is that the dummy variables for months captures some of the seasonality, leading to an improved model.

To further improve the model the exogenous variables thought to impact deposit volumes are included in the ARIMAX model. As observed in Table 3 the average AIC and MAPE both decreases as the model becomes more complex. This result indicate that the use of more complex models are indeed warranted as they show meaningful improvement with regards to both in and out-of-sample fit.

### 6.4 Data and Method Discussion

To further understand the results and the implications it is important to understand the nature of the data and motivation behind the proposed methods. Therefore the most important traits of the data and the methods will be discussed in this section.

In the study different time steps are considered when building the models. Models with time steps of 1 (daily), 5 (weekly), 10 (bi-weekly) and 21 (monthly) days are considered with the monthly model being of highest interest from a business perspective. Initially, from the four different time steps used, the 1 and 21 day models yield poor results. The 1 day model gives large prediction intervals. A possible explanation for this can be that the exogenous variables do not have an effect on a daily basis as the clients probably do not assess their portfolio allocation that often. The poor performance of the 21 day model can possibly be explained by the fact that there might be too few data points. To remedy this a model with overlapping data is proposed. As seen in Figure 18 this indeed improves the model performance but at the cost of causing autocorrelated residuals. Important to note here is that the monthly model is modelled by a SARIMA model on a 5 day basis with the seasonal component set to 4. The reason for not using daily data is that the model becomes too computationally heavy and is deemed inappropriate. As aforementioned, everywhere else the data used is non-overlapping since it is deemed that the sample sizes are sufficiently large for reliable estimates without the downside of autocorrelated residuals caused by overlapping time periods.

As stated many times before there are evidence of seasonality in the data. However, this seasonality has proven difficult to model. The SARIMA model is unsuccessful due to the seasonal patterns being hard to model on a regular time basis shorter than a month. A more successful attempt is made with an ARIMAX model with dummy variables for months. A possible explanation for the seasonality being difficult to model is the non-equidistant time series data used. Some models, such as Holt-Winters and SARIMA, require equidistant spacing in time to properly account for seasonality. There is unfortunately hard to manipulate the data in order to get it on a form where these models work properly. Therefore the seasonality modeling through dummy variables is believed to be an appropriate way.

### 6.5 Model Validation

In order to validate the proposed ARIMAX models one step ahead forecast is carried out. The idea is that from a business perspective both short and long term forecasts are important and that an appropriate model should perform well in both contexts. Therefore a one period forecast is considered. From Figure 27 and Figure 28 one can see that there is a vast difference in model performance based on the period length. A plausible explanation for this pattern, which
generally holds true for periods longer than 10 days, is that the dummy variable for months yields a less smooth prediction for the longer time period. By excluding the dummy variable the model improves for all time periods. This makes sense as the one step ahead forecast ought to be more dependent on recent lags than the seasonality. Further, there is a possibility that the dummy approach to modeling seasonality is not entirely optimal since it renders in a somewhat unrealistic jump at the end of each month. Thus, the results indicate that the monthly dummies should not be included for one period ahead forecasts as the seasonal effects rarely would strike on the same day year after year. To benchmark the ARIMAX model it is compared to a naïve model where next period’s deposit volume is assumed to be equal to the current period’s volume with prediction intervals created using the 95% Value at Risk metric from the historical distribution of the dependant variable. The ARIMAX model’s performance is found not to be significantly different from the naïve model in a one period ahead forecast context, possibly due to randomness of behaviour or due to larger client deposits disrupting the pattern.

In order to avoid data mining, which in turn would result in false conclusions a range of measures have been taken to validate the proposed models and make sure that the results are indeed robust. In addition to the one step ahead forecasts, rolling window analysis is carried out as described in section 4.8. In the rolling window analysis the parameters are pre-specified to give a comparable output between different models. Important to note is that even though the parameters are pre-specified different sets of parameters are tested as well to make sure the fit is not good or bad by pure chance. The results imply that time series models are appropriate for forecasting deposit volumes on a longer basis but for one period ahead forecasts the result is not significantly better than that of a naïve model.

6.6 Aggregated versus Segmented Data

A lot of emphasis is put on segmenting the clients by certain attributes throughout the study. The motivation behind this is that similar clients are expected to behave in a similar fashion. E.g. a large client might allocate a larger proportion of his or hers investment towards high yielding stocks resulting in a high deposit volume build-up during dividend season. Thus each client type could be modelled separately in order to receive as accurate forecasts as possible. However, there are a range of problems associated with segmenting clients. The first problem is simply how to choose to carry out the segmentation. In this study this is done by both business area and client size. Here the client size comes from the business definition and is based on total Assets under Management, AUM. One recommendation for future research is to segment the clients based on the Liquidity Coverage Ratio, LCR, framework. It could also be done by client sophistication attributes or on e.g. internet access or whether the deposit is brokered or not as suggested in Matz (2009).

Another problem associated with segmentation is that clients are reclassified as a different type based on changes in the AUM. E.g. if the lower limit of the bucket with the largest clients is 100 SEK a client might be in that bucket today with 101 SEK of AUM but reclassified tomorrow with an AUM of 99 SEK. However, one could expect these effects to cancel out over time and thus not causing issues. A third problem is that once the data has been segmented and the models have been estimated there is a need to aggregate to a total number since that is what makes
sense from a business point of view. As outlined in section 5.2.5 to aggregate the forecasts one needs to make some assumptions on the distribution of the individual forecasts and the correlation between them. From Table 1 it is clear that the assumption on the correlation is to hold in most scenarios. A fourth problem is that when segmenting the data the deposits volumes for each specific client segment might become quite discrete in pattern, making it difficult to model.

As seen in Table 4 one would have a smaller relative error if one chose not to segment the data in the first case. This, in combinations with the possible problems brought forward above might indicate that for the sake of forecasting the total deposit volume it is inappropriate to segment the data and one should instead make an attempt to model the data, corrected for outliers, on its aggregate form. The appropriateness of aggregated data modelling is shown in Table 4 where the out of sample performance is increased by analysing aggregated data.

6.7 Results Compared to Previous Literature

There are a range of possible explanations for the obtained results and how they compare to previous studies. The most important ones are discussed below.

There are large differences in the type of data used in previous studies in the field. Some have used data on a country level while some have used data for a specific institution. In the case of this study it is important to note that the data comes from a single institution.

Further, the interest rate environment has been peculiar for a large share of the time period of data used. As can be seen in Figure 1 this seem to have had an impact on the time series for segment A1 since the start of 2015. The market interest rate has even been negative and the deposit rate has been very low. Thus the most important exogenous variable, the deposit rate, has lost much of its explanatory value as it has not changed a lot during the time period. However, one could argue that this effect is not as large as one might think as the end of time period is usually used as out-of-sample and that at the end of the in-sample period one could not expect such extraordinary interest rate movements. I.e. one could assume at the time of forecast that the interest rates movements going forward follows the historical patterns to some extent. An attempt to model this extraordinary behaviour is done by using the Vasicek model for simulating interest rate paths.

Moreover, in previous studies, such as (von Feilitzen, 2011) and (Castagna & Manenti, 2013), the data comes from longer time periods allowing for more interest rate changes and overall better estimates. Nonetheless, most of these studies use data on a monthly basis while the data used in this study is on a shorter basis (weekly to bi-weekly). This should remedy at least some of the problems with too few data points compared to previous studies. Moreover, the data used in the previous studies are for banks with significantly more clients or even aggregate data on a country level. In addition to this, since the institution from which the data comes from is of a specific nature there are some clients that have a large impact on deposit volumes in an erratic fashion e.g. in connection to certain events where individuals or institutions might deposit or withdraw large amounts of cash for a short period of time. However, these events have been accounted for to the extent possible and have consequently been excluded from further analysis.
in this study. For modelling this type of deposits one could instead resort to expert based models. Another option is to simply not model them at all since they cannot be seen as a stable source of funding and as such will not be included as core deposits.

In some previous papers in the field there has been a focus on splitting the deposit base into two parts, core and volatile (von Feilitzen, 2011). Similar analogies can be drawn by analyzing the prediction intervals in the model and simply stating that e.g. deposits below the 95% prediction interval on a 3 month basis are considered core and the rest is considered volatile. The stability of core deposits can however be discussed and the, in this study, observed heavy-tailed deposit distribution indicate that large fluctuations exist. The prominent investment bank CEO Jamie Dimon said in his 2015 shareholder letter that “Treasury securities moved 40 basis points, statistically 7 to 8 standard deviations — an unprecedented move — an event that is supposed to happen only once in every 3 billion years or so (the Treasury market has only been around for 200 years or so — of course, this should make you question statistics to begin with).” This is also relevant to a financial time series such as deposit volumes as for example the assumptions on future data being well described by historical patterns might very well be violated in real life and one should never underestimate the probability of extreme events.

6.8 Concluding Remarks

One of the reasons for attempting to forecast deposit volumes is to allocate funds more efficiently with regards to maturity. Thus the long term forecasts presented can be used as an indication, additional to current business practice, as to how to optimally allocate funds. Moreover, as the models come with prediction intervals one could also get an implied outflow over a certain period of time in an adverse scenario. However, one should be aware of the heavy tailed deposit distribution which indicates that large fluctuations are more probable than one might expect.

Time series models have a predictive power for aggregate deposit volumes on a medium time horizon at the specific financial institution analysed in this thesis. For shorter forecasts a naïve model with confidence interval limits estimated using historical data is suggested. Further, the results imply that the analysis should be carried out on an aggregate level, i.e. it is not a good idea to segment clients on specific attributes to increase forecasting accuracy. Moreover, the best time interval between observations is found to be in the range of 1 to 2 weeks, and with non-overlapping data.

Modelling the seasonality on a monthly basis has proven successful. Introducing further explanatory variables such as interest rates and stock market volatility improves model accuracy but due to the added complexity this is not a recommended approach.

---

6.9 Future Research

The prediction intervals of the estimated models can be interpreted as the Value at Risk at a certain level. Further, analysis can be made on the Expected Shortfall as the expected downward movement if a violation occurs. However, this type of analysis is not the aim of this thesis and is left as a suggestion for future research.

As implied by the results of this study data on more aggregate level yield a smaller relative forecast error. Therefore, a study with data from more banks and institutions in the Nordic region is encouraged in order to answer the question whether deposits can be forecasted more accurately on a country or regional basis. Another means for improving forecast accuracy in future studies can be the use of more advanced modeling techniques. Particularly, it would be interesting to see whether machine learning models, built purely for forecasting purposes, have a higher predictive power than the time series models proposed and investigated in this study. As previously mentioned, some clients exhibit very particular behavior in for example connection to specific events and it is here argued that expert opinion models may be more suitable in these cases. Thus, combining an expert model with a machine learning or time series model would also be an interesting topic for future research.
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