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Abstract

With a constantly increasing amount of content on the internet, filtering algorithms are now more relevant than ever. There are several different methods of providing this type of filtering, and some of the more commonly used are user based and item based collaborative filtering. As both of these have different pros and cons, this report seeks to evaluate in which situations these outperform one another, and by how big of a margin. The purpose of this is getting insight in how some of these basic filtering algorithms work, and how they differ from one another. An algorithm using Adjusted Cosine Similarity to calculate the similarities between users and items, and RMSE to compute the error, was executed on two different datasets with differing sizes of training and testing data. The datasets had the same amount of ratings but the second had less spread in the number of items in the set. The results were similar although slightly superior for both user and item based filtering on the second dataset compared to the first one. Conclusively, when dealing with datasets that are large enough for practical use, user based collaborative filtering proves to be superior in all reviewed cases.
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1 Introduction

Lately, the demand for recommendation services have severely increased due to to the massive flow of new content on to the internet. In order for users to find the content they desire, competent recommendation services are extremely helpful. Finding the right movie or book among thousands of others that get released every year can be difficult. Therefore, automated recommendation services have been implemented to ease this task. There are however plenty of ways to implement these systems and enterprises want to make sure they implement the ones that best fit their business.

Recommendation based algorithms are used in a vast amount of websites, such as the movie recommendation algorithm on Netflix, the music recommendations on Spotify, video recommendations on Youtube and the product recommendations on Amazon. With the amount of content only increasing, research in this subject and implementations of it are further in demand, and in 2006 Netflix handed out an award of one million dollars to whoever could implement the best movie recommendation software for them to use on their service[9].

It is crucial that services recommend the correct items, as it leads to increased consumption, increased user satisfaction, increased profit, and is beneficial to everyone. Collaborative filtering is an effective and easy approach to solve this problem, as it evolves and learns from the user’s preferences in order to further fulfill them in the future.

1.1 Problem Statement

The goal of this thesis is to compare the approaches of Collaborative Filtering, mainly User-based Collaborative Filtering and Item-based Collaborative Filtering, on datasets provided by the MovieLens database. This, in purpose of seeing their performances, equalities and differences. The thesis aims at investigating the following:

- Based on database sparsity, size of training and testing data, in which situations are the different approaches to Collaborative Filtering superior to one another?
- What are the main equalities and differences between the different algorithms?

1.2 Scope

Two datasets will be used to create subsets of datasets to train the program. The aim is not to reach high performance, but to compare the different approaches to one another. User-based filtering is expected to be superior when dealing with big amounts of data, whereas item-based collaborative filtering is expected to perform better on smaller datasets.
2 Background

There are two major different approaches to collaborative filtering, *item based* and *user based*. Item based filtering uses similarity between the items to determine whether a user would like it or not, whereas user based finds users with similar consumption patterns as yourself and gives you the content that these similar users found interesting. There are also hybrid approaches, which seek to utilise the strengths of both of these approaches whilst removing each of their weaknesses[3].

There are two main approaches to collaborative filtering: Model Based and Memory Based. This paper will discuss Memory Based collaborative filtering, as user based and item based filtering fall under this category. These two are mainly different in what they take into account when calculating the recommendations. Item based collaborative filtering finds similarity patterns between items and recommends them to users based on the computed information, whilst user based finds similar users and gives them recommendations based on what other people with similar consumption patterns appreciated[3].

*Fig 1: The picture depicts the different approach that user based and item based collaborative filtering takes. The half dotted lines represent recommendations based on the users preferences and similarities to the left, and based on similar items on the right.*

Collaborative filtering is one of the most widely used algorithm for product recommendation, and it is considered effective[7].

Hybrid solutions can be useful in order to recommend content to users with unique or wide tastes, as it will be hard to find a “close neighbour” or someone with a similar consumption
pattern to that user. A regular item based or user based solution may prove to be unsatisfactory in this situation[3].

2.1 User-based Collaborative Filtering

The report is focusing on the “nearest neighbour” approach for recommendations, which looks at the users rating patterns and finds the “nearest neighbours”, i.e users with ratings similar to yours. The algorithm then proceeds to give you recommendations based on the ratings of these neighbours[2].

In a fixed size neighbourhood, the algorithm finds the X most similar users to you and use them for a basis of recommendation. In a threshold based neighbourhood, all users that fall within the threshold, i.e are similar enough are used to provide recommendations[8]. This report will use the threshold based neighbourhood as it makes more sense to use data that are similar enough, and not give bad recommendations to certain users simply because the closest neighbour was really far away. This will lead to some users getting better recommendations than others (as they have more similar users for the algorithm to work with), but it will at least not give bad recommendations where no recommendations might have been preferred. It will also not neglect similar users just because some users are even more similar, and it makes sense to use all good data we have at our disposal.

![Diagram of threshold based and fixed size neighbourhoods](image)

*Fig. 2: the image on the left depicts a threshold based neighbourhood. User 1 would get recommendations from users 2 and 3, but not from 4 and 5 as they are outside the threshold. The image on the right depicts a fixed size neighbourhood. User 1 would get recommendations from users 2, 3 and 4, but not from 5 and 6 as it in this example uses the three closest neighbours for recommendations[8].*

2.2 Item-based Collaborative Filtering

Item based collaborative filtering was introduced 1998 by Amazon[6]. Unlike user based collaborative filtering, item based filtering looks at the similarity between different items, and does this by taking note of how many users that bought item X also bought item Y. If the
correlation is high enough, a similarity can be presumed to exist between the two items, and they can be assumed to be similar to one another. Item Y will from there on be recommended to users who bought item X and vice versa[6].

Fig. 3: the picture depicts a graph of how users ratings affect their recommendations[5]

2.3 Collaborative Filtering-System Problems

Problems that commonly occur with collaborative filtering include (but are not limited to) the following:

The early rater problem occurs when a new user is introduced to the system and has yet to rate a selection of items significantly large enough for the service to start suggesting similar items. A simple solution to this would be to have the user rate content they may have consumed on another site or platform in order to let the algorithm have a sufficiently large amount of data to start recommending products with an acceptable probability of success. It is of course harder to determine what for example the closest neighbour is if there are a vast amount of users who rated content similarly to this user, but rated other content severely different from one another[10].

The sparsity problem occurs when there are too little information to work with in order to provide the user base with decent approximations as to which products they would likely prefer. The sparsity problem occurs if the data is too spread, and while users might have rated a fair amount of movies, too few have rated the same movie to make accurate predictions[10].

Cold start occurs when one or several users or products is added to the system, and not enough data is recorded to provide optimal recommendations. This can affect an entire recommendation algorithm if the service is newly established because it can not provide
acceptable recommendations to any one user as of yet. This is a subject that has been researched for a long time and is still a problem in many recommendation systems[11].

**A gray sheep** is a user which has no obvious closest neighbour and seems to rate content in an unpredictable pattern unlike that of any other user. A gray sheep is a problem as it can be hard to estimate what the user might like or dislike when there are no similar consumption or rating patterns[10].

It takes a certain amount of time and amount of ratings for this new element to be introduced into the system in a way such that it works similarly to the rest of the objects within it. It is simply the process that leads up until the time when element has been correctly established within the environment.

**A shilling attack** is when a person or group of people create multiple accounts in order to promote certain content and take away user’s interests in other, in an attempt to promote their own products and hurt their competitors, and is an attempt to manipulate users into buying, watching or subscribing to a certain type of content based on a hidden agenda[14].

**2.4 Adjusted Cosine Similarity**

Adjusted cosine similarity calculates similarity between users and items by calculating the difference in the vector angles between the ratings. It is calculated according to the following formula:

\[
AC(i,j) = \frac{\sum_{u \in u_j} (r_{ui} - \bar{r}_u)(r_{ij} - \bar{r}_u)}{\sqrt{\sum_{u \in u_j} (r_{ui} - \bar{r}_u)^2 \sum_{u \in u_j} (r_{ij} - \bar{r}_u)^2}}
\]

*Fig. 4: The image depicts the formula for adjusted cosine similarity for computation of similar weights of items [12].*

Where \( r_{ui} \) represents the rating that is given by the user \( u \) to the item \( i \) and \( r_{ij} \) represent the rating that is given by user \( u \) to item \( j \), \( \bar{r}_u \) indicate the average ratings that are given by user \( u \)[12].

Adjusted cosine similarity also takes into account that users might rate items differently high in general. One user could have 3 as their average rating and consider 4 a high rating, whilst another might give items a 4 on average, and consider 3 to be a really bad score. We adjust for this by subtracting the average rating for each user from that user’s ratings[15].
Adjusted cosine similarity slightly outperforms pearson correlation when dealing with item based recommendations, and is as effective regarding user based collaborative filtering[13].

2.5 Root Mean Square Estimation (RMSE)

Root mean square estimation is an estimate for the average difference between the predicted value and the actual value. Root mean square estimation is used as a protective measure to reduce the individual impact from the errors of each individual measurement, so that no one majorly faulty estimation will skew the result too much. Root mean square estimation is calculated according to the following formula:

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (y_j - \hat{y}_j)^2} \]

*Fig. 5: the image depicts the formula for RMSE, root mean square estimation. In this formula, n is the number of estimations, y_j is the current estimation, and \( \hat{y}_j \) is the average value of the estimations.*

3 Methods

3.1 Software and Hardware

A program was written in the programing language Python using the libraries pandas, numpy and sklearn. We chose this language as our experiments requires many matrix computations and python appears to be the best and fastest option when it comes to that certain aspect.

- [http://pandas.pydata.org/](http://pandas.pydata.org/)

These tools were all strongly recommended for machine learning in python and had a lot of practical functions that made the implementation easier.

The results were computed on an Acer aspire E 15 521 8453 laptop with an AMD radeon quad-core processor A8-6410 with up to 2.4 gigahertz capacity and an 8 gigabyte DDR3 L random access memory.

3.2 Datasets

The first tests were performed on the “ml-100k” database which contains over one hundred thousand ratings from 671 different users across 9066 different movies. We chose this dataset as the movieLens database suggested this one for education and research. It was
also large enough to provide reasonable results without one execution taking an unreasonable amount of time.

The second batch of tests were performed on an equally large database of one hundred thousand ratings, with an equal amount of ratings and roughly the same amount of users, but only a quarter as many movies as in the other database. This resulted in each person having watched similar movies to each other person in the database, meaning there were more ratings and data on each individual movie. It also meant the users were more “similar” to one another as an equal number of people were distributed on a smaller set of movies. This was therefore expected to yield better results.

The reason for using multiple datasets is to verify that the theories are correct, and that a database with more people comparable to one another provides more data and yields better results. It is also interesting to see if user based or item based is more heavily affected than the other when the data is more compact.

The mentioned databases can be found on the grouplens website (https://grouplens.org/datasets/movielens/) and the names of the first and second databases are ml-latest-small.zip and ml-100k.zip.

3.3 Implementation

Two matrices were created from the dataset, one for training and one for testing. Each row in both of the matrices represent a unique user whilst each column represented a unique item. The algorithm then created two new matrices with their estimated similarities calculated using the cosine similarity formula (based off of the training matrix), one being for user based filtering and the other for item based. The algorithm then tried to predict how certain users would rate certain items based on the two previously calculated matrices, and used root mean squared estimation to calculate how far off the estimations were based on the test matrix. The program was then executed one hundred times per test, writing its result for both user based and item based filtering after each iteration. The results were then put into an excel sheet, where diagrams were created based of the data from the graphs.

In the initial test we used 75% of the database as the training data and 25% as the testing data. The data was put together and was used to make a graph presenting the results. This initial test took roughly 2 hours for the computer to complete.

The second test was performed yet again on the complete database of one hundred thousand ratings, but this time with 90% of it as training data and 10% as testing data. This test took roughly the same amount of time as the first test.

The third test was performed on the complete database for the third time, but this time with half (50%) of the database as the training matrix and the other half of it as the testing one. This test took roughly the same amount of time as the first two tests.
The same three tests (same percentages of training and testing data) were then performed on the second database, which had more compact data. These three tests took significantly less time than the ones performed on the other database, and were all individually done in approximately twenty minutes.

4 Results

When discussing values in this chapter we are often referring to how far off the estimated ratings were compared to the actual ratings. The values are calculated using Adjusted Cosine Similarity and Root Mean Square Estimation. A lower value is therefore a better result, as the program provided us with estimates closer to the actual values provided by the database.

4.1 Dataset 1

4.1.1 75/25

![Diagram 1: Depicts the result of the 100 executions in test 1. The x-axis is the number of the current iteration and the y-axis is the RMSE value. The red line represents the result from the item based estimation, and the blue line the user based. The user based prediction proved superior in this example.](image)

The x-axis is the iteration from which the result was gathered, and the y-axis is the distance from the Root Mean Square Estimation to the actual user score. We can conclude that the user based algorithm performed better in this scenario, as the RMSE from the real values were significantly smaller in all 100 iterations. Each iteration for user based and item based was run on identical training and testing data, which resulted in similar patterns in the two functions.
Which data which was used in each iteration was taken randomly from the database, resulting in smaller fluctuations between the results of each iteration.

The fluctuations appeared to be minimal, ranging from 0.83% for item based, and 0.5% for user based, suggesting that which data used for training and which was used for testing had a minimal impact on the results.

4.1.2 90/10

![Diagram 2: Depicts the result of the 100 executions in test 2. The x-axis is the number of the current iteration and the y-axis is the RMSE value. The red line represents the result from the item based estimation, and the blue line the user based. The user based prediction proved superior in this example.

When increasing the size of the training data from 75% to 90% (and as a side effect downscaling the size of the testing data from 25-10% of the complete size of the database) we got slightly improved results, and very slightly increased sizes on the fluctuation of values between each iteration. This is logical as the data on which the results are tested is significantly smaller than in the last experiment, but the fluctuations still have hardly any impact on the results.

The fluctuations are in this case 1.1% for item based, and 0.9% for user based, which is still minimal, suggesting that 10% is a sufficient amount of testing data while working with a database of 100,000 ratings.
Diagram 3: Depicts the result of the 100 executions in test 3. The x-axis is the number of the current iteration and the y-axis is the RMSE value. The red line represents the result from the item based estimation, and the blue line the user based. The user based prediction proved superior in this example.

Using merely half of the database for training and half of it for testing resulted (as expected) in the worst result as of yet. Since the testing data matrix was bigger we had smaller fluctuations, although hardly noticeable from the first test, but way worse results than in the previous two experiments.
4.1.4 All Tests Dataset 1

Diagram 4: Depicts the results from the first 3 tests next to each other for comparison. The x-axis is the current iteration of the program, simply there to provide 100 different results from the program execution, and the y-axis is the RMSE from the actual database value to the value that the algorithm provided in this current iteration.

From the previous three experiments, 90% training data proved superior to 75% training data, which was superior to 50% training data, for both the user and item based algorithms. Note that only item n and user n was run on the exact same training data. For example: item 1 and item 2 are not being trained on identical data sets, and are therefore not directly correlated to each other on each individual value on the x-axis. The fact that Item 1 sometimes outperforms Item 2 can have had to do with it receiving better training data and not necessarily it being the better algorithm for that individual situation, as the training data is not necessarily the same. The graph is mostly there to be used as an overall measurement of which parameters provided the best result in the span of one hundred executions.
4.2 Dataset 2

4.2.1 75/25

Diagram 5: Depicts the result of the 100 executions in test 1 of Dataset 2. The x-axis is the number of the current iteration and the y-axis is the RMSE value. The red line represents the result from the item based estimation, and the blue line the user based. The user based prediction proved superior in this example.

Just as in dataset 1 user based collaborative filtering outperformed item based collaborative filtering in all one hundred executions. The fluctuation is within similar range to that of the corresponding test on the first dataset.
4.2.2 90/10

Diagram 6: Depicts the result of the 100 executions in test 2 of Dataset 2. The x-axis is the number of the current iteration and the y-axis is the RMSE value. The red line represents the result from the item based estimation, and the blue line the user based. The user based prediction proved superior in this example.

Just as in dataset 1 user based collaborative filtering outperformed item based collaborative filtering on all one hundred executions, and just as before 90% training data was superior to 75% training data.
4.2.3 50/50

Dataset 2, 50%

Diagram 7: Depicts the result of the 100 executions in test 3 of Dataset 2. The x-axis is the number of the current iteration and the y-axis is the RMSE value. The red line represents the result from the item based estimation, and the blue line the user based. The user based prediction proved superior in this example.

Just as in dataset 1 user based collaborative filtering proved superior to item based collaborative filtering on all one hundred executions, and once again the results were worse, but more consistent, than on the tests with 75% and 90% training data.
4.2.4 All Tests from Dataset 2

Diagram 8: Depicts the results from all executions in test 1, 2 and 3 of Dataset 2. The x-axis is the current iteration of the program, simply there to provide 100 different results from the program execution, and the y-axis is the RMSE from the actual database value to the value that the algorithm provided in this current iteration.

Once again, user based collaborative filtering proved superior in all cases, and yet again there is a positive correlation between the size of the training data and the quality of the results. Item based collaborative filtering was once again more heavily affected by the size of the training and testing data, which had a way smaller impact on the results coming from the item based collaborative filtering.

There was also a smaller fluctuation in the 50% training data test, just as on dataset 1.

5 Discussion and Conclusion

5.1 Discussion

5.1.1 Dataset 1

In each of the tests on the entire database, user based collaborative filtering proved to be superior, with estimations ranging from roughly 1.25 to 2.5 closer to the actual ratings. The user based estimations had bigger impacts from smaller training sizes than the item based estimations by nearly 250% in difference compared to the user based ones, implying user
based filtering performs much better the larger the training data set is. The item based filtering is also slightly improving with bigger training data sets, but by a significantly smaller amount.

Test number 3 for both item and user based collaborative filtering, using 50% of the dataset as training data had the most consistent results. This is likely due to the testing matrix being larger, resulting in each deviation therein having a smaller impact on the larger picture. This in turn decreases the misrepresentations stemming from gray sheep. It is also logical that it performs worse, as it had less data to train on, and deviant ratings in the testing matrix have a bigger impact on the estimations that this algorithm provided than the other two.

As the curve’s spikes and valleys for item based and user based collaborative filtering seem to be nearly identical for each individual test, we can assume that the algorithms work the same for each indata, and that they are simply superior to one another based on the size of the training and testing matrices, and that the individual values have little to no impact, at least for big enough data sets.

We can from this conclude that more training data provides better results while larger testing data provides smaller fluctuations. The size of the fluctuations between having 50% test data and 25% hardly had any impact on the results in this case anyway, and we conclude that for databases this large, a higher amount of training data is superior to a higher amount of testing data, as long as the testing data is large enough to not skew the result too much by one rating being an oddity in comparison to the others. 10% testing data proved to be far enough in this case.

5.1.2 Dataset 2

The results yielded from the tests on the second database gave similar results to those of the first one. The results were in all cases better, if only slightly, but the same patterns appeared and a larger size of the training matrix always proved to perform better. The test with 50% training data yet again gave smaller fluctuations between iterations, once again due to there being gray sheep or odd users in the testing matrix whose data was used for confirmation, had a smaller impact on the result as they are a smaller percentage of all users being used as correction in this case.

The reason for dataset 2 giving better results than dataset 1 is probably due to a lack of the cold start problem and the sparsity problem, as there are fewer items and users but still the same amount of ratings, which gives us a more compact matrix with users more likely to be similar to one another. We also do not have problems with gray sheep, as there are fewer movies in the dataset, and therefore harder to find users who are that different in their ratings. The early rater problem is also less severe, as the algorithm will find a similar user to the early rater faster in comparison to dataset 1, since the users are more homogenous in this dataset. These points combined will in turn lead to improved outcome, as demonstrated in the results section.
The fact that the tests were completed over five times as quickly on the second database is likely due to the size of the matrix that represents the database is significantly smaller, as there is only a quarter of the amount of movies in this database compared to the first one. One of the matrix’s dimensions will only be a quarter of that of the other database’s matrix, which will be significantly faster to compute.

5.2 Method Evaluation

We chose to use Adjusted Cosine Similarity instead of Pearson correlation in our algorithm. This because when comparing two users that are different from each other Pearson correlation ignores the items which only one or neither of the users rated, meanwhile Adjusted Cosine Similarity keeps them but sets the rating to 0. Therefore Adjusted Cosine Similarity will look not only on the data that is the same, but also the data that is different, which will in turn give us a more accurate result[13].

5.3 Conclusion

Conclusively, the study shows that datasets large enough to see practical usage, user based collaborative filtering is superior on all of the tested cases. Larger amounts of training data lead to better results, and the amount of testing data does not need to be needlessly large to achieve a decent outcome. Datasets with less spread in the amount of items, and therefore more homogenous users leads to superior results, which is why the tests in dataset two gave better results than the ones in dataset one.

User based and Item based collaborative filtering provide similarly looking results, but user based is better on the sizes tested in this report. User based collaborative filtering also improves faster as the amount of training data is increased.

In the second database the user based results were also more improved (by roughly 0.1) than item based (which was improved by roughly 0.05).
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