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ABSTRACT 

One of the aims of this work is to show that thermal softening due to the reduced 
flow strength of a material with increasing temperature may cause chip serrations to form 
during machining. The other purpose, the main focus of the paper, is to demonstrate that 
a non-local temperature field can be used to control these serrations. The non-local 
temperature is a weighted average of the temperature field in the region surrounding an 
integration point. Its size is determined by a length scale. This length scale may be based 
on the physics of the process but is taken here as a regularization parameter. 
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1. INTRODUCTION 

The finite element method (FEM) is commonly used to analyse metal cutting operations 
as described by Vaz Jr et al. (2007) and Arrazola (2010). However, modelling the special 
conditions in the cutting zone requires robust finite element software that includes capabilities 
such as thermo-mechanical coupling, effective contact and remeshing algorithms. 
Furthermore, the determination of accurate friction models and material models is important 
for predictive simulations as summarised in the review by Lindgren et al. (2016) where future 
needed improvements are suggested. Metal cutting utilizes localized deformations in the 
primary deformation zone, as shown in Figure 1. It has a narrow shear band. Furthermore, as 
shown later, localized deformations may also cause serrated chips. Localizing deformations is 
always a problem in finite element simulations as there is no lower limit to the size of the 
region containing localized deformations. This size is determined by the size of the elements 
in a mesh; therefore, no convergent solution exists. Non-local models can be used to remedy 
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this. The length scale that they are associated with can be considered as a numerical 
regularization or a physical parameter. There are models for estimating the width of adiabatic 
shear bands, e.g., in Voyiadjis and Al-Rub (2005) that can be used for choosing the length 
scale. This physical length scale, which is on the order of microns, will need to be varied 
throughout the course of plastic deformation. 

The localization in machining is due to thermal effects as well as strain softening. The 
focus in this paper is on the former. The localization causes plastic deformations that in turn 
increase the heating at the localization site. The increase in temperature reduces the flow 
stress, which further leads to an increase in thermal softening that further enhances the 
localization. It has earlier been observed by Lindgren et al. (2016) that refining a mesh leads 
to the occurrence of serrations in a model that has only thermal softening. Temperature 
distributions are shown by Priyadarshini et al. (2012) to be the most important factor 
responsible for varied chip morphology in machining. 

The current work is a first evaluation of the use of a non-local temperature field to 
determine whether this affects the localization and thus the formation of chip serrations. The 
current application also requires remeshing that the implementation of the non-local approach 
needs to accommodate. The typical plasticity material models used in machining are 
discussed by Dixit et al. (2011). A more comprehensive and predictive plasticity model of 
Lindgren et al. (2008) is used in the work. 

The simulations presented below are compared with previously published computed and 
experimental results given by Wedberg et al. (2012) and Svoboda et al. (2010). The 
experimental results include cutting forces and quick-stop tests, which give the chip 
morphology.  

 

 

Figure 1. Quick-stop test – showing the deformation zones in the chip. The cutting tool 
was located in the upper right part of photo. 

2. NON-LOCAL MODELS 

In non-local modelling, as formulated by Pijaudier-Cabot and Bazant (1987), the local 
softening variable or variables in the constitutive equations are replaced by their non-local 
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variant. The non-local variable, , is evaluated through a weighted average of the spatial 
neighbourhood of the local variable  as 

 

vnl (x)  E(x � y)vl (x)dx
%:
³  (1) 

 
where b  is a weighting function and  is the neighbourhood around the point x in which b  
is not equal to zero. The radius of the interacting neighbourhood containing the point y gives 
the length scale for the model. This length scale prevents unlimited localized deformation in a 
numerical simulation of localized deformation. The non-local model and the details of its 
implementation in implicit finite element codes are described in Abiri and Lindgren (2015). 
They evaluated the various simplifications of the algorithm that are necessary when it is 
implemented via user routines in commercial software, MSC. Marc described in MSC (2007) 
in the current case.  

Temperature is the variable that has to be replaced by its non-local variant in thermal 
softening as suggested by Kane et al. (2009) and Wcisło and Pamin (2016). The non-local 
temperature, , is evaluated here over the number of integration points in the interaction 
radius, Ngpi , around the current integration point i as 

 

 

(2) 

 
where wj is the integration weight and Ji is the Jacobian of the isoparametric mapping at this 
point. The factor Wi is introduced to normalize the total non-local weight over the radius. The 
furthest distance of the points, j, that affects the non-local temperature at point i, is the length 
scale l of the model. b ij , in Equation (2) is based on the Gaussian distribution function and 

evaluated as  
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where xi - xj  is the distance between points i and j. 

3. EXPERIMENTS 

Experiments were conducted to assess the cutting simulations. The high strain rate tests, 
cutting force measurement and quick-stop experiments are described in detail by Svoboda et 
al. (2010). The cutting experiment for the test case studied is summarised in this section. The 
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material used in the experimental tests is SANMAC 316L, a machinable, improved grade of 
AISI 316L. Its chemical composition is given in Table 1. 

The cutting forces from the experiments were obtained using orthogonal cutting. The 
quick-stop tests were performed with equipment developed by Sandvik Coromant. Chip 
thickness and shear angle were estimated from the interrupted cut obtained from the 
equipment. The cutting material is a CVD-coated TNMG 160 408-QF in a grade 4015 insert 
made by Sandvik Coromant. This insert grade is a good choice for continuous and 
intermittent turning operations. The cutting parameters for the workpiece and tool are 
specified in Table 2. These same parameters were used in the cutting simulations. 

 
Table 1. Chemical composition of SANMAC 316L wt (%) 

 
C Si Mn P S Cr Mo Ni V N 
0.009 0.31 1.71 0.031 0.023 16.86 2.04 10.25 0.048 0.040 

 
Table 2. Tool and cutting data in experiments and simulations 

 
Feed fn 
Cutting speed v 
Cutting depth ap 
Edge radius rn 
Primary land Lc  
Rake angle J 

0.15 mm/rev 
180 m/min 
3.0 mm 
60 Pm 
0.15 mm 
-6 o 

4. FINITE ELEMENT FORMULATION 

The cutting simulation is performed using the implicit finite element code MSC. Marc 
MSC (2007). In the simulation, a staggered method coupling transient mechanical and heat 
transfer analysis was used. The finite element model is shown in Figure 2. The workpiece 
length is 8 mm, and its height is 1.6 mm. The workpiece and the tool are composed of a fully 
integrated bilinear quadrilateral and three-node thermo-mechanical plane-strain elements, 
respectively. The tool is assumed to be thermo-elastic. Initial models contained 900 elements 
in the workpiece and 2298 elements in the tool. The tool was held fixed while the cutting 
speed was applied as horizontal velocity to the bottom nodes of the workpiece. Problems of 
incompressibility were avoided by using mean dilation formulation and constant temperature 
distribution over the elements. 

Chip formation was achieved via continuous remeshing of the finite element mesh. This 
part is crucial in the simulations as there is no criterion for chip separation in the model. The 
remeshing facilitates stable analysis involving excessive deformations and shear localization 
in the cutting zone. The global remeshing criteria were the same as in earlier work by 
Svoboda et al. (2010). The element edge length controlled the mesh refinement in the 
simulations. The solution analysis was controlled through an adaptive time stepping 
procedure. The initial time step size was 10-10 s. At steady state, the time step was increased 
to 10-6 s. Other parameters such as the friction coefficient for the chip-insert interface, the 
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boundary conditions induced by contact and heat generation by plastic deformation were the 
same as given by Svoboda et al. (2010). 

A physical based plasticity material model with rate-dependent flow stress based on from 
Lindgren et al. (2008) was used in the simulations. The model was improved by Svoboda et 
al. (2010) and Wedberg et al. (2012) to accommodate higher strain rates. The material 
parameters of the model can be found in Svoboda et al. (2010). The material model was 
enhanced with the non-local model in section 2. The numerical length scale parameter l, 
defined in Equation (3) and used in the simulations with the non-local temperature field, is 
0.075 mm. The length scale is the length of the edge of the smallest element used in the finest 
mesh, denoted Mesh3 below, in the simulations. The dislocation density model and the non-
local temperature field evaluated according to Equation (2) were implemented in the user 
routines, WKSLP. The non-local temperature was used to evaluate the yield limit while the 
local temperature was used for all of the other material properties.  

The choice of length scale was based on the mesh as described above. The material 
length scale is influenced by either heat conduction or the thermo-mechanical deformation. 
However, as described in Zhu and Zbib (1995), the length scale due to heat conduction is 
usually much less than the length scale due to deformation. The deformation length scale, 
which is of the order of the mean free path of moving dislocations, is described in Abu Al-
Rub and Kim (2009). In this work, the length scale is considered a regularization parameter 
constrained only by having the length scale greater than the element size in regions where the 
thermal softening may occur. 

 

 

Figure 2. Initial mesh of the 2D plane strain FE model of orthogonal cutting. 

5. RESULTS 

Finite element results of the cutting simulation are given in this section. Adiabatic shear 
localization occurs due to thermal softening of the material. Figure 3 shows the different chip 
shapes for a coarse mesh, Mesh1, and a refined mesh, Mesh2, using a local temperature field. 



Olufunminiyi Abiri, Ales Svoboda, Lars-Erik Lindgren et al. 

 

18 

It can be seen that refinement of the mesh leads to more localized deformation and chip 
serrations. The mesh dependency of the solution can also be seen for the temperature and in 
the von Mises stress. The MeshN notations used are explained in Table 3.  

The chip shapes obtained with simulation based on non-local temperature fields are 
shown in Figure 6. The chip is smooth and no further localization is observed when refining 
the mesh. The converged results for stress and temperature field are shown in Figure 7 and 
Figure 8 respectively. The maximum temperature was generated in the contact between the 
chip and the rake face of the tool. Further refinement of the mesh does not give any difference 
in the stress and temperature as shown in Table 4. 

 
Table 3. Finite element models used in the simulations 

 
Mesh refinement notation Element edge length (mm) Number of elements at start of simulation 

Mesh1 0.125 4949 

Mesh2 0.1 5985 

Mesh3 0.075 8586 

 
Table 4. Mesh refinement study for the cutting simulation using  

non-local temperature at time 4.0 x 10-4 secs 
 

Mesh  
Maximum values 

Von Mises Stress (GPa) Temperature (0C) 

Mesh1 1.7 680 

Mesh2 1.7 690 

Mesh3 1.6 675 

 

 (a) 
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 (b) 

Figure 3. Local effective plastic strain rate, (a) Mesh1 at time 6.039 x 10-4 secs,  
(b) Mesh2 at time 5.672 x 10-4 secs. 

 (a) 

Figure 4. (Continued on next page). 



Olufunminiyi Abiri, Ales Svoboda, Lars-Erik Lindgren et al. 

 

20 

 (b) 

Figure 4. Local equivalent Von Mises stress (a) Mesh1 at time 6.039 x 10-4 secs, 
(b) Mesh2 at time 5.672 x 10-4 secs. 

 (a) 
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 (b) 

Figure 5. Local temperature (a) Mesh1 at time 6.039 x 10-4 secs, (b) Mesh2 at time  
5.672 x 10-4 secs. 

 (a) 

Figure 6. (Continued on next page). 
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 (b) 

Figure 6. Non-local effective plastic strain rate (a) Mesh1 at time 7.681 x 10-4 secs,  
(b) Mesh2 at time 7.695 x 10-4 secs. 

 (a) 
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 (b) 

Figure 7. Non-local equivalent Von Mises (a) Mesh1 at time 7.681 x 10-4 secs, (b) Mesh2 
at time 7.695 x 10-4 secs. 

 (a) 

Figure 8. (Continued on next page) 



Olufunminiyi Abiri, Ales Svoboda, Lars-Erik Lindgren et al. 

 

24 

 (b) 

Figure 8. Non-local temperature (a) Mesh1 at time 7.681 x 10-4 secs, (b) Mesh2 at  
time 7.695 x 10-4 secs. 

The dislocation density and vacancy concentration are the controlling state variables for 
the material model. Figure 9 shows the computed state variables for the case with the non-
local temperature based on Mesh2. The lower the temperature in a given region of the chip, 
the higher the dislocation density. The secondary deformation zone, the surface towards the 
cutting tool, has the highest vacancy concentration. The dislocation density and excess 
number of vacancy concentration peaks at 1.9 x 10+15 m/mm3 and at 5 x 10-2 respectively. 

5. COMPARISONS OF RESULTS FROM MODELS AND EXPERIMENTS 

A comparison of the simulated chip using the non-local temperature field is made with 
the experimental measurements. The measured and simulated shear plane angle, I� and cut 
chip thickness, t, is shown in Table 5. The computed results are taken from Mesh2 using non-
local temperatures. The shear plane angle was calculated by drawing a line from the cutting 
edge to the material-chip intersection point as depicted in Figure 1. The equivalent plastic 
strain rate plot of Figure 6 was used for the computed results. Experimental values were 
evaluated and measured by Svoboda et al. (2010).  

 
Table 5. Measured and simulated chip thickness ratio and shear plane angle 

 
 I  t 

Measured  230 0.198 
Simulated by Svoboda et al. (2010)  250 0.241 
Simulated, non-local model, Mesh2 260 0.203 
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 (a) 
 

 (b) 

Figure 9. Non-local state variables for the Mesh2 case. (a) dislocation  
density (b) vacancy concentration. 
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CONCLUSION 

A non-local temperature approach for controlling the localization behaviour in machining 
simulations due to thermal softening has successfully been implemented using commercial 
code. It requires a recalculation of the neighbourhood relations every time the mesh is 
remeshed; thus, the calculation time increases by a factor of two. However, the use of a non-
local approach with a length scale is necessary to ensure the simulation will converge. The 
length scale of 0.075 mm used in these experiments is currently treated as a regularization 
parameter. A convergent solution based on a physical based length scale which is of the order 
of microns will require extremely large computational efforts compared to the current length 
scale used in this work.  

This application of non-local approach to model thermal softening in machining is quite 
appealing. To the best of our knowledge this is the first work using this strategy in machining 
simulation. Wu and Ren (2015) used a non-local approach for metal cutting based on a mesh-
free method. They played emphasis upon the formulation without further physical 
consideration of metal machining. 

Future work will extend our non-local formulation to strain softening. 
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