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Abstract

Modern real-time data-intensive systems generate large amounts of data that are processed using complex data-related computations such as data aggregation. In order to maintain the consistency of data, such computations must be both logically correct (producing correct and consistent results) and temporally correct (completing before specified deadlines). One solution to ensure logical and temporal correctness is to model these computations as transactions and manage them using a Real-Time Database Management System (RTDBMS). Ideally, depending on the particular system, the transactions are customized with the desired logical and temporal correctness properties, which are achieved by the customized RTDBMS with appropriate run-time mechanisms. However, developing such a data management solution with provided guarantees is not easy, partly due to inadequate support for systematic analysis during the design. Firstly, designers do not have means to identify the characteristics of the computations, especially data aggregation, and to reason about their implications. Design flaws might not be discovered, and thus they may be propagated to the implementation. Secondly, trade-off analysis of conflicting properties, such as conflicts between transaction isolation and temporal correctness, is mainly performed ad-hoc, which increases the risk of unpredictable behavior.

In this thesis, we propose a systematic approach to develop transaction-based data management with data aggregation support for real-time systems. Our approach includes the following contributions: (i) a taxonomy of data aggregation, (ii) a process for customizing transaction models and RTDBMS, and (iii) a pattern-based method of modeling transactions in the timed automata framework, which we show how to verify with respect to transaction isolation and temporal correctness. Our proposed taxonomy of data aggregation processes helps in identifying their common and variable characteristics, based on which their implications can be reasoned about. Our proposed process
allows designers to derive transaction models with desired properties for the
data-related computations from system requirements, and decide the appropri-
ate run-time mechanisms for the customized RTDBMS to achieve the desired
properties. To perform systematic trade-off analysis between transaction iso-
lation and temporal correctness specifically, we propose a method to create
formal models of transactions with concurrency control, based on which the
isolation and temporal correctness properties can be verified by model check-
ing, using the UPPAAL tool. By applying the proposed approach to the de-
velopment of an industrial demonstrator, we validate the applicability of our
approach.
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Thesis
Chapter 1

Introduction

Traditionally, real-time systems used to be closed systems with static well-defined functionalities managing small amounts of data. In recent years, however, real-time systems are designed to provide more advanced functionalities, with higher degrees of openness to other systems, and consequently become more data intensive. For instance, the amount of data managed by software is increasing in modern automotive systems. In some recent models, over 2500 signals are generated and processed in real-time [1]. In factory automation systems, hundreds of sensors are deployed to monitor the states of the working environment and the system, based on which time-constrained actions are taken to complete production work [2]. Managing large amounts of data has become an emerging challenge that the designers of real-time systems are facing.

Not only the amounts of data are growing, but also the data-related computations are becoming more complex in data-intensive real-time systems, since the latter needs to meet both temporal and logical constraints [3, 4]. On one hand, just as in traditional real-time systems, these computations need to satisfy the timeliness requirement, that is, to meet their deadlines. On the other hand, data-intensive real-time systems often bear a higher concern with respect to logical data consistency compared with the traditional ones. Concurrent access of data is common in data-intensive systems, which may introduce unwanted interference that harms logical data consistency. In addition, application semantics may entail various requirements, such as failure recovery and persistence of computation results, which also increases the complexity of the computations.

One common type of complex data-centric computation is data aggrega-
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Data aggregation, which is defined as the process of producing a synthesized form of data from multiple data items using an aggregate function [5]. Compared to the raw data before aggregation, the aggregated data is usually smaller in size, often meaning reduced data storage and transmission costs, while the key information is still preserved. Therefore, data aggregation has been extensively applied in a variety of real-time applications, such as automotive [6] and avionic systems [7], in which data are aggregated from various sensors and electronic units. In many data-intensive systems, the aggregated data of one aggregation process could serve as the raw data of another, hence forming a multiple-level aggregation design. In a factory automation system, for instance, a multi-level aggregation design can be adopted for production monitoring [2]. Condition data are collected from field devices such as different sensors, where the first-level data aggregation is performed. The aggregated results are transmitted to, and further aggregated in, the production cell controllers, the factory monitoring system, and even in the cloud. In such a system, each level of aggregation may have its unique characteristics, not only in the functional aspects implemented by specific aggregate functions, but also in non-functional properties [8] including logical and temporal correctness.

A promising solution to manage the increasing amounts of data and the complex computations is to use Real-Time DataBase Management Systems (RTDBMS) for structured data management. For instance, Almeida et al. [9] adopt an RTDBMS to manage real-time sensor data and coordinate the actions of autonomous agents. In an RTDBMS, data-related computations are modeled as transactions, which are collections of logically related operations on data, which maintain both logical data consistency and temporal correctness [3]. Among them, logical data consistency is maintained by ensuring the so-called ACID properties, which refer to, respectively: Atomicity (a transaction either runs completely or rollbacks all changes), Consistency (a transaction executing by itself does not violate logical constraints), Isolation (uncommitted changes of one transaction shall not be seen by concurrent transactions), and Durability (committed changes are made permanent) [10, 11]. Temporal correctness includes two aspects: timeliness and temporal data consistency. Timeliness refers to the property that the transaction should complete its computation by the specified deadline, while temporal data consistency requires that the data used for the computation should represent a fresh and consistent view of the system and the environment [3, 12]. Ideally, both logical data consistency and temporal correctness should be guaranteed by the RTDBMS. However, conflicts could arise when temporal correctness is breached due to the unpredictability introduced by the transaction management mechanisms for ACID
such as concurrency control. In such situations, ACID assurance is often relaxed in favor of temporal correctness \[13\]. Depending on the specific application semantics, the relaxation of ACID could vary, in the spectrum of one or more properties, that is, A, C, I, and D \[14\].

In order to design a transaction-based data management solution for a data-intensive real-time system, the system designer needs to model the data-related computations as transactions, and design an RTDBMS to manage these transactions so that the desired correctness requirements are met. To our knowledge, existing DBMS design methodologies \[15, 16, 17, 18, 14, 19, 20\] do not provide support for the systematic analysis of trade-offs between logical data consistency and temporal correctness. Following these methodologies, designers may either design data management solutions without being aware of their impact on logical data consistency and temporal correctness, or choose an inappropriate relaxation of ACID properties and the transaction management mechanisms without sound analysis. Consequently, the risks of failing to identify conflicting properties in the design increase, and hence such conflicts could propagate to the implementation phase, leading to system-level failures during the execution.

In this thesis, we investigate how to design data aggregation and management systematically for data-intensive real-time systems. We propose an engineering process called DAGGERS (Data AGGregation for Embedded Real-time Systems) \[21\] to systematically develop RTDBMS customized for systems that need to trade-off between logical data consistency and temporal correctness. The DAGGERS process consists of the following steps: (i) Specifying the data-related computations, as well as the logical data consistency and temporal correctness properties, from system requirements; (ii) Selecting the appropriate transaction models to model the computations, and deciding the corresponding transaction management mechanisms that can guarantee the properties; (iii) Generating the RTDBMS using the selected transaction model and the mechanisms.

We focus on techniques to facilitate step (i) and (ii) in this thesis. Concretely, for step (i) we propose a taxonomy for data aggregation and its properties. We do this since this type of data-related computation is essential in many applications, yet a structured knowledge base for data aggregation processes is missing, which hinders applying systematic analysis in the design. For step (ii), we propose a timed-automata-based approach to model data-related computations, and analyze the trade-offs between logical data consistency and temporal correctness using model-checking techniques. We especially focus on the trade-offs between isolation and temporal correctness, and the selection
of the appropriate concurrency control algorithm. However, the approach can be extended for the analysis of other transactional properties.

To ensure applicability, we validate the proposed solutions on two industrial projects, with the engineers from industry in the loop. The validation shows that our proposed taxonomy can help to ease the effort in designing data aggregation for real-time data-intensive systems, and prevent software design flaws prior to implementation. The validation of the entire approach will be performed in our future work.

1.1 Thesis Overview

This thesis is divided into two parts. The first part is a summary of our research, including the preliminaries of this thesis (Chapter 2), a brief description of our research goals, methods and contributions (Chapter 3), a discussion on the related work (Chapter 4), and conclusions and future work (Chapter 5).

The second part is a collection of papers included in this thesis, listed as follows:


*Abstract*: Data aggregation processes are essential constituents for data management in modern computer systems, such as decision support systems and Internet of Things (IoT) systems. Due to the heterogeneity and real-time constraints in such systems, designing appropriate data aggregation processes often demands considerable efforts. A study on the characteristics of data aggregation processes will provide a comprehensive view for the designers, and facilitate potential tool support to ease the design process. In this paper, we propose a taxonomy called DAGGTAX, which is a feature diagram that models the common and variable characteristics of data aggregation processes, especially focusing on the real-time aspect. The taxonomy can serve as the foundation of a design tool that enables designers to build an aggregation process by selecting and composing desired features, and to reason about the feasibility of the design. We also provide a set of design heuristics that could help designers to decide the appropriate mechanisms for achieving the selected features. Our
industrial case study demonstrates that DAGGTAX not only strengthens the understanding, but also facilitates the model-driven design of data aggregation processes.

_Paper contribution:_ I was the main driver of the paper. I performed the survey on data aggregation processes and proposed the taxonomy. I also conducted the industrial case study and wrote the paper. The other authors contributed with important ideas and comments.

**Paper B**  

_Abstract:_ Traditional Concurrency Control (CC) mechanisms ensure absence of undesired interference in transaction-based systems and enforce isolation. However, CC may introduce unpredictable delays that could lead to breached timeliness, which is unwanted for real-time transactions. To avoid deadline misses, some CC algorithms relax isolation in favor of timeliness, whereas others limit possible interleavings by leveraging real-time constraints and preserve isolation. Selecting an appropriate CC algorithm that can guarantee timeliness at an acceptable level of isolation thus becomes an essential concern for system designers. However, trading-off isolation for timeliness is not easy with existing analysis techniques in database and real-time communities. In this paper, we propose to use model checking of a timed automata model of the transaction system, in order to check the traded-off timeliness and isolation. Our solution provides modularization for the basic transactional constituents, which enables flexible modeling and composition of various candidate CC algorithms, and thus reduces the effort of selecting the appropriate CC algorithm.

_Paper contribution:_ I was the main driver of the paper. I proposed the modeling and verification approach presented in the paper and wrote the paper. The other authors contributed with important ideas and comments.

**Paper C**  
Abstract: Many Cyber-Physical Systems (CPSs) require both timeliness of computation and temporal consistency of their data. Therefore, when using real-time databases in a real-time CPS application, the Real-Time Database Management Systems (RTDBMS) must ensure both transaction timeliness and temporal data consistency. RTDBMS prevent unwanted interferences of concurrent transactions via concurrency control, which in turn has a significant impact on the timeliness and temporal consistency of data. Therefore it is important to verify, already at early design stages that these properties are not breached by the concurrency control. However, most often such early on guarantees of properties under concurrency control are missing. In this paper we show how to verify transaction timeliness and temporal data consistency using model checking. We model the transaction work units, the data and the concurrency control mechanism as a network of timed automata, and specify the properties in TCTL. The properties are then checked exhaustively and automatically using the UPPAAL model checker.

Paper contribution: I was the main driver of the paper. I developed the formal models and performed the verification, and wrote the paper. The other authors contributed with important ideas and comments.


Abstract: Efficient auto-scaling of cloud resources relies on the monitoring of the cloud, which involves multiple aggregation processes and large amounts of data with various and interdependent requirements. A systematic way of describing the data together with the possible aggregations is beneficial for designers to reason about the properties of these aspects as well as their implications on the design, thus improving quality and lowering development costs. In this paper, we propose to apply DAGGTAX, a feature-oriented taxonomy for organizing common and variable data and aggregation process properties, to the design of cloud monitoring systems. We demonstrate the effectiveness of DAGGTAX via a case study provided by industry, which aims to design a cloud monitoring system that serves auto-scaling for a video streaming system. We design the cloud monitoring system by selecting and composing DAGGTAX...
features, and reason about the feasibility of the selected features. The case study shows that the application of DAGGTAX can help designers to identify reusable features, analyze trade-offs between selected features, and derive crucial system parameters.

*Paper contribution:* I was the main driver of the paper. I applied the taxonomy, designed the system, implemented a prototype, and wrote the paper. Alf Larson provided the industrial use case, and useful comments. The other authors contributed with important ideas and comments.
Chapter 2

Preliminaries

In this chapter we present the needed preliminaries of this thesis. We first present the background knowledge about data aggregation, a common type of data-related computations considered in this thesis. We then recall the concept of transaction, including the relaxation of ACID in RTDBMS. After that, we briefly present the basics of model checking with UPPAAL, which is the formal analysis technique used in this thesis.

2.1 Data Aggregation

Data aggregation is the process of producing a synthesized form of data from multiple data items using an aggregate function [5]. It is applied extensively in information systems [5, 22, 23]. For instance, in database systems, data tuples are aggregated to compute statistical values; in resource-constrained systems, large amounts of data are aggregated to save storage or transmission resources; in systems concerning privacy and security, aggregation of details prevents information exposure.

In complex information systems, the aggregated data of one aggregation process could serve as the raw data of another process, forming a multi-level aggregation architecture. For instance, a cooperative autonomous robot aggregates the states of its companions to make a decision, which could again be transmitted to other robots as the raw data for their aggregation [24]. VigilNet exploits four levels of aggregation to perform real-time surveillance [25], as shown in Figure 2.1. The first-level aggregation takes place in the sensor layer,
in which surveillance sensor data are aggregated to form detection confidence vectors. These confidence vectors are used as raw data for the second-level aggregation in the node layer, to produce a report of the tracked targets. Using the reports from the nodes, the third-level aggregation creates aggregated reports for each group of nodes. At last, in the base layer, reports from the groups of nodes are aggregated together with historical data to make the estimation of the targets. Both the data and the aggregation processes in each level could have their unique characteristics. In VigilNet, the values of the sensor data become obsolete much faster than the historical data. Each type of sensor data also differs in when and how the data are collected and used. The aggregation processes also have different characteristics. In these four levels, the processes are triggered by different conditions, and apply various functions to perform aggregation. Although all these processes have to meet real-time requirements, the aggregation processes in the first and second levels have more strict time constraints than the other aggregation processes.

In this thesis, we have surveyed how data aggregation processes are designed in modern information systems, and studied their common and variable characteristics. Based on these studies we propose our taxonomy of data aggregation processes in Chapter 6.

2.2 The Concept of Transaction

A transaction is a partially-ordered set of logically-related operations on the database, which as a whole guarantee the logical data consistency [10], that is, satisfying a set of integrity constraints imposed on the database [26]. The partially-ordered set of operations is called a work unit [14], which may include read operations that read data from the database, write operations that modify the data in the database, and be extended with other operations that do
2.2 The Concept of Transaction

not interact with the database directly. Initially, a transaction maintains logical data consistency by ensuring the so-called ACID (Atomicity, Consistency, Isolation, and Durability) properties during the execution [10, 11]. Atomicity refers to the “all-or-nothing” semantics, meaning that if a transaction fails before completion, all its changes should be rolled back. Consistency requires that a transaction executed alone should not violate any logical constraints. Isolation refers to the property that no uncommitted changes within a transaction should be seen by any other, in a concurrent execution. If a transaction is committed, durability requires that its changes should be permanent and able to survive system failures. A database management system enforces these properties by applying various mechanisms to the transaction management. For instance, various logging and recovery mechanisms are among the choices for maintaining atomicity and durability, while in modern DBMS, concurrency control techniques are applied to achieve isolation [27].

Program 2.1: Transaction $T$ that transfers 100 from A to B

```
Begin
    read A
    subtract(A, 100)
    write A
    if A<0, Abort
    read B
    add(B, 100)
    write B
Commit
```

Let us consider two bank accounts, A and B, each having an initial balance of 150. Program 2.1 shows a transaction $T$ that transfers 100 from account A to B. In this transaction, “Begin” indicates the start of the transaction, while “Commit” and “Abort” indicate the successful termination and failure, respectively. The transaction first reads the value of A from the database to a local variable, subtracts 100 from A, and writes the new value back to the database. Similarly, it then adds 100 to B in the database. When $T$ is executed alone and commits, the values of A and B are 50 and 250, respectively. Let us assume that full ACID is ensured by the DBMS. In case $T$ is aborted during the execution, the values of A and B are exactly the same as the values when $T$ is started, that is, 150 for both (atomicity assurance). An integrity constraint is implemented to make sure that the balance of A is never negative, if $T$ is executed alone (consistency assurance). If two instances of $T$ are executed
concurrently, their effects on the database are as if they are executed one after another, that is, one transaction changes A to 50 and B to 250, while the other one gets aborted (isolation assurance). Once $T$ has committed, the new values are permanently stored in the disk, and can be recovered if the DBMS crashes (durability assurance).

2.2.1 Relaxed ACID Properties

Although full ACID assurance achieves a high level of logical data consistency and has thus witnessed success in many applications, it is not a “one-size-fits-all” solution for all applications [28, 14]. First, full ACID assurance might not be necessary, or desired, depending on the application semantics. For instance, in Computer Supported Cooperation Work (CSCW) systems, a transaction may need to access partial results of another concurrent transaction, which is however prohibited by full isolation [19]. Second, full ACID assurance may not be possible under the particular system constraints. As stated in the CAP theorem [29], in distributed database systems with network Partitions (P), trade-offs always occur between logical data Consistency (C) and Availability (A). Further, the PACELC theorem [30] states that even when partitions do not exist, the database system always needs to trade off between logical data consistency and latency. Therefore, in scenarios such as cloud computing and high-volume data stream management, full ACID is relaxed for availability and low latency.

As an example, let us consider a travel agency that provides reservation services. A typical trip reservation transaction could involve the following series of activities: booking a flight, booking a hotel, and paying the bill. If full ACID is ensured, when a customer books a trip, the updated information of available flight tickets is not visible to another customer until the payment has succeeded due to full isolation. This results in long waiting time for the other customer to get updated information. In addition, due to full atomicity, failing to complete the hotel reservation will lead to the rollback of the entire transaction, including the flight reservation. The customer will need to book the flight again, but the tickets may have already been sold out by that time. In order to provide better service, the traveling agency may desire another transaction model, with relaxed ACID properties.

The relaxation could be carried out in one or several of the ACID properties, depending on the requirements of the developed system. Decades of research have proposed a rich spectrum of transaction models, each consisting of a particular level of A, C, I, and D [14]. For instance, in the nested transaction model [31], if a sub-transaction fails, its parent can decide whether to ignore
the failure, or to restart the failed sub-transaction, rather than to abort the entire transaction as required by full atomicity. By applying the nested transaction model in the travel agency example, the trip reservation transaction can choose to continue when a failure occurs in the hotel booking sub-transaction. Another example of transaction models with relaxed ACID is the SAGAS model [32], in which a long-running transaction can be divided into steps. As a relaxation of full isolation, the results of these internal steps are visible to other transactions before the long-running transaction is committed. By using this model in the travel agency system, the updated tickets information is allowed to be seen by other customers before the payment is finalized. For more information about transaction models and relaxation variants of ACID, we refer the readers to literature [14].

In this thesis, we are particularly interested in the Isolation levels, which represent a well-accepted framework for relaxing isolation, and are implemented by most commercial DBMS. The isolation levels are introduced in the ANSI/ISO SQL-92 standard [33], and later extended and generalized by Berenson et al. [34] and Adya et al. [35]. An isolation level is defined as the property of avoiding a particular subset of phenomena (or anomalies), that is, the interferences caused by concurrent execution [35, 33]. Assuming that $T_1$ and $T_2$ are two transactions as defined previously, we describe the phenomena introduced by the SQL-92 standard as follows:

- **Dirty Read.** Transaction $T_2$ reads a data item that was modified by transaction $T_1$ before $T_1$ commits. If $T_1$ is rolled back, the data read by $T_2$ is not valid.

- **Non-repeatable Read.** Transaction $T_1$ reads a data item. Before $T_1$ commits, $T_2$ modifies this data item and commits. If $T_1$ reads the same data again, it will receive a different value, and thus the data used by $T_1$ become inconsistent.

- **Phantom.** Transaction $T_1$ reads a set of data items that satisfy a search condition. Before $T_1$ commits, $T_2$ modifies a data item that affects the result of the search condition and commits. If $T_1$ reads data with the same condition again, it will receive a different set of items, and thus the data used by $T_1$ become inconsistent.

Four isolation levels are defined in the SQL-92 standards, which are READ UNCOMMITTED (the most relaxed isolation), READ COMMITTED, REPEATABLE READS, and SERIALIZABILITY (the most strict isolation). As
Table 2.1: Isolation levels in the ANSI/ISO SQL-92 standard [33]

<table>
<thead>
<tr>
<th>Isolation level</th>
<th>Dirty read</th>
<th>Non-repeatable Read</th>
<th>Phantom</th>
</tr>
</thead>
<tbody>
<tr>
<td>READ UNCOMMITTED</td>
<td>Possible</td>
<td>Possible</td>
<td>Possible</td>
</tr>
<tr>
<td>READ COMMITTED</td>
<td>Not Possible</td>
<td>Possible</td>
<td>Possible</td>
</tr>
<tr>
<td>REPEATABLE READS</td>
<td>Not Possible</td>
<td>Not Possible</td>
<td>Possible</td>
</tr>
<tr>
<td>SERIALIZABILITY</td>
<td>Not Possible</td>
<td>Not Possible</td>
<td>Not Possible</td>
</tr>
</tbody>
</table>

listed in Table 2.1, the SERIALIZABLE level precludes all types of phenomena, whereas other levels can be defined to preclude a selected set of phenomena.

2.2.2 Pessimistic Concurrency Control

In order to achieve isolation, a DBMS applies concurrency control that regulates the execution of concurrent transactions and prevents unwanted interferences. Among various types of concurrency control applied in DBMS, in this thesis we focus on one of the most common type called Pessimistic Concurrency Control (PCC), which employs locking techniques to prevent interferences [27]. In PCC, a transaction needs to acquire a lock before it accesses the data, and release the lock after using the data. The DBMS decides which transactions should be granted the lock, wait, or be aborted, when lock conflicts occur [27].

A wide range of PCC algorithms have been proposed in literature [27]. They differ from each other in the types of locks, the locking durations, as well as the conflict resolution policies. As a result, these algorithms rule out various types of phenomena, and achieve different levels of isolation. For instance, as explained by Gray et al. [36] and Berenson et al. [34], one can achieve the different SQL-92 isolation levels by adjusting the lock types and locking durations (Table 2.2). In this table, a lock on a data item refers to the fact that a lock is required before reading/writing the data item, while a lock on phantom refers to the fact that a lock on the set of data items satisfying a search condition is required. A short read/write lock means that the lock is released immediately after the read/write is performed, while a long read/write lock means that the lock is released only when the transaction is committed.
Table 2.2: SQL-92 isolation levels achieved by adjusting locks [36, 34]

<table>
<thead>
<tr>
<th>Isolation level</th>
<th>Read locks on data</th>
<th>Write locks on data</th>
</tr>
</thead>
<tbody>
<tr>
<td>READ UNCOMMITTED</td>
<td>no locks</td>
<td>long write locks</td>
</tr>
<tr>
<td>READ COMMITTED</td>
<td>short read locks on data item</td>
<td>long write locks on data item</td>
</tr>
<tr>
<td>REPEATABLE READS</td>
<td>long read locks on data item, short read locks on phantom</td>
<td>long write locks on data item</td>
</tr>
<tr>
<td>SERIALIZABILITY</td>
<td>long read locks on both data item and phantom</td>
<td>long write locks on data item</td>
</tr>
</tbody>
</table>

2.2.3 Real-time Transactions and Temporal Correctness

In real-time database systems, a *real-time transaction* is one whose correctness depends not only on the logical data consistency, but also on the temporal correctness, which is imposed from both the transaction computation and the data [3]. As any other real-time computation, a real-time transaction should complete its work by its specified deadline. This property is referred to as *timeliness*. In addition, the data involved in the computation should be temporally consistent, including two aspects: *absolute temporal validity* and *relative temporal validity* [12]. A data instance is absolutely valid if its age from being sampled is less than a specified absolute validity interval. A data instance derived from other real-time data (base data) is relatively valid, if the base data are sampled within a specified relative validity interval.

In RTDBMS with hard real-time constraints, since the mechanisms for full ACID may introduce unacceptable latency and unpredictability, ACID may need to be relaxed in order to ensure temporal correctness [13]. For instance, it is common to relax durability, since disk I/O for storing/accessing persistent data is often considered too unpredictable for RTDBMS. Concurrency control algorithms ensuring full isolation have also been considered as a bottleneck to achieve temporal correctness, as they may cause unpredictable delays introduced by long blocking, arbitrary aborting and restarting, which could lead to deadline misses. Therefore, RTDBMS may choose a concurrency control algorithm that achieves relaxed isolation, and improves timeliness [37, 38, 39].

In this thesis, we mainly focus on the formal verification of isolation and temporal correctness of real-time transactions, to ensure that a chosen concurrency control algorithm achieves the desired relaxation level while preserving temporal correctness. The proposed framework is presented in Chapter 7 and 8.
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Figure 2.2: Model-checking technique

2.3 Model Checking Using UPPAAL

Model checking is a formal analysis technique that rigorously checks the correctness of a given model of the analyzed system, by exhaustively and automatically exploring all possible states of the model [40]. An overview of the model-checking technique is shown in Figure 2.2. The formal model of the system is described in a language such as UPPAAL Timed Automata [41] presented in Chapter 2.3.1. The properties to be verified are formalized in some logic, in our case as temporal logic (Timed Computation Tree Logic [42]) formulas. The model checker implementing a model-checking algorithm can then automatically verify whether the properties are satisfied by the system.

The properties verified by a model checker are of two main types: (i) safety properties, of the form “something (bad) will never happen”, and (ii) liveness properties, of the form “something (good) will eventually happen”. In this thesis, we focus on verifying only safety properties, as exemplified in Chapter 2.3.1. The result of the verification given by the model checker is a “yes/no” answer, indicating that the verified property is satisfied/violated, respectively. For safety properties, if a “no” answer is given, a model execution trace could be returned that acts as a counterexample to the safety property, as shown in Fig 2.2.

2.3.1 UPPAAL Timed Automata

In this thesis, we use the Timed Automata (TA) formal framework [43] to model real-time transactions, and the UPPAAL model checker [41] to verify their correctness (the relaxed ACID properties and temporal correctness). Our choice is justified by the fact that timed automata is an expressive formalism intended to describe the behavior of timed systems in a continuous-time domain. Moreover, the framework is supported by the UPPAAL tool, the state-of-the-
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art model checker for real-time systems, which uses an extended version of TA for modeling, called UPPAAL TA in this thesis.

Timed automata [43] are finite-state automata extended with real-valued clock variables. As mentioned previously, UPPAAL TA [41] extends TA with discrete variables as well as other modeling features, like urgent and committed locations, synchronization channels, etc. A real-time system can be modeled as a network of TA composed via the parallel composition operator (“||”), which allows an individual automaton to carry out internal actions, while pairs of automata can perform handshake synchronization. The locations of all automata, together with the clock valuations, define the state of a TA.

We illustrate the basics of UPPAAL TA via a simple example. For more details, we refer the readers to the literature [41]. Figure 2.3 shows a simple network of UPPAAL TA composed of automata A1 and A2. In the figure, a clock variable \( cl \) is defined in A1 to measure the elapse of time, and progresses continuously. A discrete variable \( a \) is defined globally, and shared by A1 and A2. A1 consists of locations L1, L2 and L3, out of which L1 is the initial location. At each location, an automaton may non-deterministically choose to: (i) delay as long as the invariant, which is a conjunction of boolean conditions expressed as clock constraints associated to the location, is satisfied; (ii) take a transition along an edge from this location, as long as the specified guard, which is a conjunction of constraints on discrete variables or clock variables, is satisfied. In Figure 2.3a, A1 may stay at L2 until the value of \( cl \) reaches 3, or move to L2 when the value of \( cl \) is greater than 1. While moving from L2 to L3, A1 synchronizes with automaton A2 via handshake synchronization, by using a synchronization channel \( ch \). An exclamation mark “!” following the channel name denotes the sender, and a question mark “?” denotes the receiver. An assignment resets the clock or sets a discrete variable when an edge is traversed. Guards and assignments can be user-defined functions. In our example, when A1 moves from L2 to L3, the value of \( a \) is incremented by the function \( inc(a) \).

A location can be urgent or committed. When an automaton reaches an urgent location, marked as “U”, it must take the next transition without any delay in time. Another automaton may take transitions at the time, as long as the time does not progress. In our example, L5 is an urgent location. A committed location, marked as “C”, indicates that no delay occurs on this location and the following transitions from this location will be taken immediately. When an automaton is at a committed location, another automaton may NOT take any transitions, unless it is also at a committed location. L3 is a committed location.
The properties to be verified by model checking the resulting network of timed automata are specified in a decidable subset of (Timed) Computation Tree Logic ((T)CTL) [42], and checked by the UPPAAL model checker. UPPAAL supports verification of liveness and safety properties [41]. As mentioned, in this thesis, we focus on verifying only safety properties. For instance, one can specify the safety property “A1 never reaches location L2” as “\(A[] \neg A1.L2\)”, in which “A” is a path quantifier and reads “for all paths”, whereas “[” is the “always” path-specific temporal operator. If a safety property is not satisfied, a counterexample will be provided by UPPAAL. We refer the readers to literature [41] for more information about UPPAAL.
Chapter 3

Research Summary

In this chapter, we present a summary of our research. We formulate the research problem and research goals, describe the research method applied in our research, and present the contributions of the thesis.

3.1 Problem Description

As the amount of data and the complexity of computations are growing, RT-DBMS with data aggregation support can be promising for managing the logical data consistency and temporal correctness in real-time data-intensive systems. Designing an RTDBMS is not a trivial task, as full ACID assurance for logical data consistency may need to be relaxed in order to satisfy temporal correctness. Due to a lack of support for systematic analysis, the relaxations are often decided by designers in an ad-hoc manner, which could lead to inappropriate designs that fail to satisfy the desired properties.

To overcome the drawback of ad-hoc design, systematic analysis support is needed for the design of RTDBMS with data aggregation. To achieve this, several issues need to be addressed. First, a methodology is lacking that guides the designer to systematically decide an appropriate ACID relaxation from a rich spectrum of possible choices. Second, the characteristics of the data aggregation computations, as well as their implications with respect to logical data consistency and temporal correctness, are essential to systematic design, but they are not well-understood. Last but not least, existing techniques cannot provide assurance that the selected run-time mechanisms for the RTDBMS can
guarantee the decided trade-offs.

3.2 Research Goals

Given the aforementioned problems, we present our overall research goal and the concrete subgoals in this section. Our overall research goal is formulated as follows:

**Overall Research Goal.** Enable the systematic design of transaction-based data management with data aggregation support for real-time systems, so that the desired ACID properties and temporal correctness are guaranteed.

3.2.1 Research Subgoals

In order to address the overall research goal, we define concrete subgoals that need to be tackled in order to fulfill the former. Designing appropriate real-time data management with data aggregation support requires a profound understanding of data aggregation, as well as means to organize the characteristics and reason about their implications with respect to logical data consistency and temporal correctness. Therefore, we formulate the first subgoal as follows:

**Subgoal 1.** Identify and classify the common and variable characteristics of data aggregation such that they can be systematically reasoned about.

When designing RTDBMS, the challenge is how to derive a transaction model with the appropriate transactional properties, and decide the appropriate mechanisms from a set of candidates, based on systematic analysis. In particular, in this thesis we focus on the selection of concurrency control algorithms based on analysis of tradeoffs between isolation and temporal correctness. Due to the large number of candidate concurrency control algorithms, we need to find a way to provide flexibility in the modeling and the analysis of the algorithms together with the transactions. Based on this, we formulate our second research subgoal as follows:

**Subgoal 2.** Design a method that allows for flexible modeling of real-time transactions and concurrency control, and verification of isolation and temporal correctness.
The next issue to research into after meeting subgoal 2 is the applicability and usefulness of the proposed approach. Therefore, our third subgoal is presented as follows:

**Subgoal 3.** Validate the applicability and usefulness of the proposed approach on an industrial use case.

### 3.3 Research Method

In this section we introduce the methods that we use to conduct our research in order to address the research goals. We first describe the general process that we follow in our research, after which we explain the concrete methods used in this thesis.

Our research process is shown in Figure 3.1. This research is initiated by industrial problems that have not been solved by industrial solutions nor thoroughly studied by academic researchers. Based on the industrial problems, the state of practice and the state of the art, we formulate the research goals. To address these goals, we propose a systematic approach, and implement techniques to facilitate the approach, which could be applied to industrial applications. Finally, we validate the approach by applying it to the development of an industrial application. Our proposed approach, as well as the validation process and results, are documented in a series of research papers and reports.

We apply a set of research methods during the activities of the aforementioned process. For the purpose of identifying the gaps between the problems and existing approaches and formulating the research goals, we apply the “crit-
ical analysis of literature" method [44] to study the state of the art and state of practice of the researched area. We gather literature in areas including data aggregation, real-time data management, transaction modeling, etc., and critically analyze the challenges, approaches and solutions related to our research goals. During the implementation of our approach, we apply the “proof of concepts” method [44] to show the correctness and applicability of our proposed approach. When validating the research with industry, we apply the “proof by demonstration” method [44], by developing a demonstrator in an industrial setting using our proposed approach. The developed demonstrator, as well as the development process, are eventually evaluated with respect to our research goals by both the researchers and the industrial partners.

3.4 Thesis Contributions

In this section, we present the technical contributions of this thesis, which address the aforementioned research goals.

3.4.1 The DAGGERS Process

As a first step towards reaching our overall research goal defined previously, we propose, at a conceptual level, a development process called DAGGERS (Data AGGregation for Embedded Real-time Systems), as the methodology to design customized real-time data management solutions in a systematic manner. This process allows designers to identify work units of data aggregation and other data-related computations, as well as the desired properties from system requirements, based on which to derive the appropriate transaction models and the transaction management mechanisms via model checking techniques. The DAGGERS process is a methodology intended to tackle the overall research goal.

An overview of the DAGGERS process is presented in Fig 3.2, including three main steps as follows.

Step I: Specification of initial work units and requirements. The process starts with analyzing the data-related computations, including data aggregations, in the system requirements. The analysis should identify the work units as well as the logical and temporal constraints that need to be fulfilled. Based on these work units and constraints, the system designer can propose the initial transaction models, including the specification of the relationships between
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<table>
<thead>
<tr>
<th>System requirements</th>
<th>Logical and temporal requirements</th>
<th>Data-related operations</th>
</tr>
</thead>
</table>

#### Transaction Model
- Atomicity variant
- Consistency variant
- Isolation variant
- Durability variant
- Timeliness variant

#### Candidate Run-time Mechanism Models
- Concurrent control algorithms
- Persistency algorithms
- Recovery algorithms

#### Time Automata Model Verification with UPPAAL
- Properties satisfied
- Unresolved conflicts detected
- Property violation detected
- RTDBMS

**Figure 3.2: The DAGGERS process**

The transactions, as well as the ACID and temporal correctness variants to be ensured.

**Step II: Iterative refinement of transaction model.** In this step, we apply formal modeling and model-checking techniques to derive the refined transaction models, and select the appropriate run-time mechanisms that ensure the desired ACID and temporal correctness properties. We model the work units as a set of timed automata [43], on which the transactional properties are specified formally, and can be checked by the UPPAAL model checker. We also assume that a repository of timed-automata models of commonly used run-time mechanisms has been prepared, which can be reused and composed with the timed automata of the work units. The models are checked iteratively. If model-checking shows that unsolvable conflicts occur with a particular candidate run-time mechanism, this mechanism is replaced by another candidate, and the models are verified again. This iterative process continues until all properties are satisfied by some selected mechanisms.

The refinement is the iterative “select-check” process as follows. First, we select one candidate mechanism from the repository and form a network of timed automata with the work unit models. Second, we model check the automata network against the specified properties. If any property violation is detected, which indicates that the selected mechanism fails to meet the requirement, a new candidate mechanism is selected to replace the current one, and the model checking is restarted. This iterative process continues until all
properties are satisfied by some selected mechanisms.

In case that none of the run-time mechanisms in the repository can ensure the specified properties, the designer needs to adjust the initial transaction models, that is, by adjusting the ACID and temporal correctness variants. If the conflicts cannot be resolved by any transaction model, the designer needs to adjust the requirements as they are proven infeasible under the assumed DBMS platform. As soon as the requirements are adjusted, the entire DAGGERS process is restarted.

The outcome of this step is the refined transaction models that are proved to achieve the appropriate ACID and temporal correctness variants under the selected run-time mechanisms.

**Step III: System generation.** With the verified transaction models, the designer can implement the transactions in SQL or other programming languages. In addition, a customized RTDBMS can be generated by composing or configuring the verified run-time mechanisms. In this thesis, we only focus on the RTDBMS design, while leaving the system generation as future work.

### 3.4.2 DAGGTAX: A Taxonomy of Data Aggregation Processes

In order to gain the knowledge for the systematic analysis of data aggregation, we have extensively surveyed data aggregation processes as proposed in theory and used in practice, and investigated their common and variable characteristics. Based on the survey results, we propose a taxonomy of data aggregation processes, called DAGGTAX (Data AGGregation TAXonomy).

The proposed taxonomy is presented as a feature diagram [45], in which each characteristic is modeled as a feature. It covers the common and variable characteristics of the main constituents of an aggregation process, which are the raw data, the aggregate function and the aggregated data. It also covers the features of the triggering patterns of the process, as well as the real-time properties.

Figure 3.3 presents the overview of DAGGTAX. In this diagram, features presented with solid dots are mandatory features. For instance, “aggregate function” is mandatory for any data aggregation process. Optional features are denoted by circles, such as “real-time (P)”, which means that a data aggregation may have real-time constraints. Several features associated with a spanning curve form a group of alternative features, from which one feature
Figure 3.3: Our proposed taxonomy of data aggregation processes
must be selected by a particular aggregation process. As an example, the “trig-
gering pattern” of a data aggregation process must be one of the following: “aperiodic”, “periodic”, or “sporadic”. The cardinality \([m..n]\) \((n \geq m \geq 0)\) an-
notated with a feature denotes how many instances of the feature, including the
entire sub-tree, can be contained as children of the feature’s parent. We use a
star symbol “\(*\)” to denote if the bounds of the cardinality are undecided. For
instance, in Figure 3.3, a data aggregation process may have at least one “raw
data type”.

Our taxonomy provides a comprehensive view of data aggregation pro-
cesses for the designers. Using the taxonomy, a data aggregation process can be
constructed via the selection of desired features and their combination. Based
on the taxonomy, we have introduced three design rules that eliminate some
of the infeasible combinations of features during the design. For instance, a
data aggregation process designed with both “soft” “real-time (P)” and “hard”
“real-time (AD)” features are considered infeasible, as a soft real-time process
may miss its deadline, and hence cannot guarantee hard real-time aggregated
data produced by the former. We have also proposed a set of design heuris-
tics to help the designer to decide the necessary mechanisms for achieving the
selected features and other system properties. An example of such heuristics
is that, if the data has a “shared” feature, the designer may need to consider
concurrency control in the system design in order to maintain logical data con-
sistency.

This contribution is proposed in Paper A. It addresses subgoal 1 by pro-
viding a structured way of representing knowledge encompassing the common
and variable characteristics of data aggregation processes. The feature-oriented
representation of the taxonomy allows for potential systematic analysis via tool
support. DAGGTAX raises the awareness of the dependencies between the data
and the aggregation process, as well as their implications to system properties,
which helps designers to reason about the designs systematically, and eliminate
infeasible designs prior to implementation.

### 3.4.3 A Timed-Automata-based Approach for Flexible Model-
ing and Verification of Isolation and Temporal Cor-
rectness

As another contribution to address our research goals, we propose a timed-
automata-based approach for modeling real-time concurrent transaction sys-
tems, and model checking isolation and temporal correctness under various
concurrency control algorithms.
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Figure 3.4: Our modeling framework

**Modeling.** Figure 3.4 shows the framework for modeling a real-time concurrent transaction system. We model the entire system as a timed-automata network, which consists of four types of automata: a set of work unit automata, a set of IsolationObserver automata, a set of Data automata, and a CCManager (Concurrency Control Manager) automaton.

We propose a set of automata skeletons and parameterized patterns as basic modeling blocks to reduce the modeling effort. Such skeletons model the basic structures of transactional constituents and common concurrency control algorithms, while the parameterized patterns model finer-grained recurring database operations, such as reads and writes. In the following text we explain our modeling framework in detail.

A work unit automaton models the work unit of a transaction as well as the interactions with the concurrency control manager. For each work unit automaton, we define a clock variable to trace the time spent by the transaction, and a location `miss_deadline` to represent the status of timeliness being breached. This location is reached only if the clock value exceeds a predefined deadline. Figure 3.5 presents the skeleton for a basic work unit with the locations `begin` and `end`, representing the boundary of the work unit, and a set of operation patterns modeling the data-related operations. This basic work unit skeleton can be extended with `commit_trans` and `abort` to represent successful and failed termination under the full atomicity and durability assumption, as shown in Figure 3.6. In this figure, a clock variable `tc` is defined to trace the elapsed time, and the `miss_deadline` location represents the violation of timeliness.

The work unit skeletons are enriched with instantiated parameterized patterns for data-related operations. An example of the parameterized pattern for
read/write operations is presented in Figure 3.7. In this example, \( tp \) is a clock variable modeling the time, while \( cs \) is a discrete variable modeling the CPU resource. If the CPU is taken (indicated by the guard \( cs==1 \)), the work unit automaton moves to the wait location. Otherwise, the automaton moves to the operation location. The invariant in this location \( (tp<=WCRT) \) constrains the automaton to stay at this location for at most \( WCRT \) time units, which is the worst-case response time of this operation. The guard \( tp>=BCRT \) constrains the automaton to stay at operation for at least \( BCRT \) time units, which is the best-case response time of this operation. As long as both constraints are satisfied, the automaton can move to operation做的事, and sets the CPU free.

An IsolationObserver automaton is created to monitor a concurrency phenomenon that should be precluded by a particular isolation level. If a monitored phenomenon occurs, the IsolationObserver will reach the location representing the phenomenon, indicating that isolation is breached. The automaton skeleton for an IsolationObserver is described in Figure 3.8. Since a phenomenon is defined as a particular sequence of operations, we let the IsolationObserver re-

![Timed automaton skeleton for a work unit](image1)

**Figure 3.5: Timed automaton skeleton for a work unit**

![Work unit skeleton with atomicity and durability](image2)

**Figure 3.6: Work unit skeleton with atomicity and durability**
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Figure 3.7: Read/write operation pattern

Figure 3.8: Automaton skeleton for an IsolationObserver

cieve the synchronization signals from the work units when such operations are performed. For instance, when work unit \( T_i \) successfully completes an operation on data \( D_j \), it broadcasts the signal via channel \( \text{notify\_operation1}[ti][dj]\). When the IsolationObserver receives this signal, it moves from the \( \text{idle} \) location to the \( \text{operation1}_{i,j} \) location. If the sequence of operations that defines phenomenon \( Gn \) does occur, the IsolationObserver will eventually reach the \( \text{phenomenon\_Gn} \) location.

A Data automaton models a data instance accessed by transactions. We define a clock variable “age” to trace the age of the data instance, which is reset when the data is updated. The skeleton for a data instance is shown in Figure 3.9.

The CCManager automaton models the concurrency control manager that applies a selected concurrency control algorithm. In Figure 3.10, we present the automaton skeleton for a PCC manager as an example. When the automa-
Figure 3.9: Automaton skeleton for a data instance

Figure 3.10: Automaton skeleton for a PCC manager

ton receives a locking request via the channel \( \text{lock}[ti][dj]? \), it takes the transition from the initial location \( \text{idle} \) to \( \text{lock_request_received} \). A user-defined function called \( \text{satisfyPolicy()} \), which implements the lock request resolution of the modeled concurrency control algorithm, is defined as a guard on the edges from \( \text{lock_request_received} \). Taking Two-Phase Locking (2PL [27]) as an example, \( \text{satisfyPolicy()} \) evaluates to false if the data required by the transaction has already been locked by another transaction. If \( \text{satisfyPolicy()} \) returns true, the automaton moves to \( \text{decide_grant} \). It then immediately sends the signal \( \text{grant}[ti][dj]! \) to transaction \( T_i \), and updates the status of the transactions and the locks, using a user-defined function \( \text{updateStatus()} \). If \( \text{satisfyPolicy()} \) returns false, the CCManager moves to \( \text{decide_deny} \), and takes actions as implemented in function \( \text{deny()} \), before it moves back to \( \text{idle} \). Since the CCManager has the highest priority, and the time on lock resolution is negligible, all locations in this model are committed locations. When receiving an unlocking
request via \texttt{unlock}[ti][dj]?, CCManager updates the status, and moves to \texttt{unlock\_request\_received}. On the transitions from this location, the guards check if any transaction is waiting for locking the data, by a user-defined function \texttt{isTransWaiting()}. If this function returns true, the automaton sends a signal via \texttt{grant[next][dj]!}, to the next transaction obtained by the \texttt{getNextFromQueue()} function, and updates the status accordingly.

We also propose patterns for locking and unlocking operations, as presented in Figure 3.11 and Figure 3.12 respectively. After the transaction sends a message via \texttt{lock}[ti][dj]!, it waits at location \texttt{wait\_for\_lock} \_j, until it receives the message \texttt{grant}[ti][dj]?. The patterns can be inserted into the work unit automata at particular positions depending on the selected PCC algorithm.

Using these skeletons and patterns, one can easily compose a network of automata to model a real-time concurrent transaction-based system. Our framework allows different PCC algorithms to be modeled and composed with the rest of the system flexibly. To model the different types of locks and durations, the designer only needs to adjust the types and locations of the instantiated locking/unlocking patterns. The resolution policies for a different PCC algorithm can also be implemented easily since it is well-encapsulated in user-defined functions.

\textbf{Formal Verification.} The properties that we try to verify can be checked against the timed-automata network model constructed using our framework. We specify the properties to be verified as (Timed) Computation Tree Logic (TCTL) formulas, as presented previously in Chapter 2.3.1, and use the UP-PAAL tool to model check the formalized properties.

To verify timeliness of a transaction, we verify that the \texttt{miss\_deadline} location is not reachable. For instance, the timeliness of $T_i$ can be specified as:
The absolute validity of data $D_i$, which requires that the age of $D_i$ is always smaller than or equal to its specified absolute validity interval $AVI(i)$, can be specified as:

$$A[\not Ti.miss\_deadline].$$

The relative validity, referring to the property that the age differences of $D_i$ and $D_j$ should be smaller than or equal to the specified relative validity interval $RVI(i,j)$, can be specified as the following formula:

$$A[\not Di.age \leq AVI(i)].$$

Similarly, verifying a specified isolation level equals to proving that all locations representing the phenomena to be precluded are not reachable. Verifying temporal data consistency equals to checking the age of data against the property. For instance, to verify that $T_i$ and $T_j$ achieve SERIALIZABLE isolation, one must prove that none of the precluded phenomena $G_n$ could occur. This is equivalent to proving that the $phenomenon\_Gn$ location of IsolationObserver $O_n$ is not reachable, which can be specified as:

$$A[\not On.\ phenomenon\_Gn].$$

This contribution addresses subgoal 2, and is proposed in Paper B and C. In Paper B we propose the approach for model checking isolation and timeliness. Paper C extends the approach with observer automata for the age of data and temporal data consistency. Our framework enables flexible modeling of real-time transaction-based systems with various concurrency control algorithms, and facilitates formal verification of isolation and temporal correctness, as targeted by subgoal 2.

3.4.4 Validation on Industrial Use Cases

In order to validate the applicability and usefulness of our proposed approach, we apply them to various industrial, or industrially-relevant, use cases. This contribution addresses subgoal 3.

In Paper A we apply the proposed taxonomy to the analysis of an industrial project, the Hardware Assisted Trace (HAT) framework [46], together with its proposers from Ericsson. HAT, as shown in Figure 3.13, is a framework for
debugging functional errors in an embedded system. In this framework, a debugger function runs in the same system as the debugged program, and collects both hardware and software run-time traces continuously. Two data aggregation processes are identified in the current design. At a lower level, a Program Trace Macrocell (PTM) aggregation process aggregates traces from hardware. These aggregated PTM traces, together with software instrumentation traces from the System Trace Macrocell (STM), are then aggregated by a higher level ApplicationTrace aggregation process, to create an informative trace for the debugged application.

With the DAGGTX diagrams showing the features of the aggregation processes, the engineers could immediately identify a problem in the PTM buffer management. The problem is that the data in the buffer may be overwritten before they are aggregated. It arises due to the lack of a holistic consideration on the PTM aggregation process and the ApplicationTrace aggregation process at design time. Triggered by aperiodic external events, the PTM process could produce a large number of traces within a short period and fill up the PTM buffer. The ApplicationTrace process, on the other hand, is triggered with a minimum inter-arrival time, and consumes the PTM traces as unsheddable raw data, meaning that each PTM trace should be aggregated by the former. When the inter-arrival time of the PTM triggering events is shorter than the minimum inter-arrival time of the ApplicationTrace process, the PTM traces in the buffer may be overwritten before they could be aggregated by the ApplicationTrace process. This problem has been observed on Ericsson’s implemented system, and awaits a solution. However, if the taxonomy was applied on the system design, this problem could have been identified before it was propagated to implementation. We have provided two solutions at design level to solve the identified problem.
This evaluation shows that the taxonomy enhances the understanding of the system by the designers. By applying analysis based on our taxonomy, design flaws can be identified and fixed prior to implementation. Design solutions can be constructed by composing reusable features, and reasoned about based on the taxonomy. As a result, the design space of the solutions could be reduced.

In Paper D we apply the taxonomy to design the monitoring subsystem for achieving auto-scaling functionality of a cloud system, with Ericsson engineers in the loop. We apply DAGGTAX to both the current OpenStack framework for auto-scaling, and a new design that extends the current framework. Our experience shows that our taxonomy promotes a deeper understanding of the systems behavior, and raises awareness about characteristics that need to be considered as well as issues that need to be solved during the design. It helps designers to perform better analysis than otherwise, such as to identify reusable design solutions, make data management decisions, eliminate infeasible feature combinations, and calculate time-related parameters.

This contribution addresses subgoal 3. It demonstrates the applicability of DAGGTAX, and shows that DAGGTAX can help to ease the design effort and reduce software flaws prior to implementation.

3.5 Research Goals Revisited

In this section we present the contributions of this thesis by presenting the relationship between the included papers and the research subgoals. The DAGGERS process proposed in Chapter 3.4.1 addresses our overall research goal directly, by providing a systematic process as our methodology. Each research subgoal is targeted by one or two papers, as illustrated in Table 3.1. The addressed subgoals, together with the DAGGERS process, provide a solution for designing real-time data management solutions based on systematic analysis of transactional properties, and address our overall research goal.
Table 3.1: Contribution of included papers with respect to research subgoals

<table>
<thead>
<tr>
<th></th>
<th>Overall goal</th>
<th>Subgoal 1</th>
<th>Subgoal 2</th>
<th>Subgoal 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAGGERS</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper A</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Paper B</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper C</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper D</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter 4

Related Work

In this chapter, we discuss the related work with respect to data aggregation, as well as the development of customized transaction management for (RT)DBMS.

4.1 Taxonomies of Data Aggregation

Many researchers have promoted the understanding of data aggregation on various aspects. Among these works, considerable efforts have been made on the study of aggregate functions. Mesiar et al. [47], Marichal [48], and Rudas et al. [5] have studied the mathematical properties of aggregate functions, such as continuity and stability, and discussed these properties of common aggregate functions in detail. A procedure for the construction of an appropriate aggregate function is also proposed by Rudas et al. [5]. In order to design a software system that computes aggregation efficiently, Gray et al. [49] have classified aggregate functions into distributive, algebraic and holistic, depending on the amount of intermediate states required for partial aggregates. Later, in order to study the influence of aggregate functions on the performance of sensor data aggregation, Madden et al. [50] have extended Gray’s taxonomy, and classified aggregate functions according to their state requirements, tolerance of loss, duplicate sensitivity, and monotonicity. Fasolo et al. [23] classify aggregate functions with respect to four dimensions, which are lossy aggregation, duplicate sensitivity, resilience to losses/failures and correlation awareness. All these works above only address the characteristics of aggregate functions. Our
taxonomy, although inspired by these works in the classification of aggregate functions, includes all constituents of data aggregation processes and the time constraints, and provides a feature-diagram-based representation to organize the commonalities and variabilities of data aggregation processes.

A large proportion of existing works have their focus on in-network data aggregation, which is commonly used in sensor networks. In-network aggregation is the process of processing and aggregating data at intermediate nodes when data are transmitted from sensor nodes to sinks through the network [23]. Besides a classification of aggregate functions that we have discussed in the previous paragraph, Fasolo et al. [23] classify the existing routing protocols according to the aggregation method, resilience to link failures, overhead to setup/maintain aggregation structure, scalability, resilience to node mobility, energy saving method and timing strategy. Their work, however, does not address the characteristics of the data, and does not provide a structured representation for the common and variable characteristics. The aggregation protocols are also classified by Solis et al. [51], Makhloifi et al. [52], and Rajagopalan [53], with respect to different classification criteria. In contrast to the above works focusing mainly on aggregation protocols, Alzaid et al. [54] have proposed a taxonomy of secure aggregation schemes that classifies them into different models. All these works differ from our taxonomy in that they provide taxonomies from a different perspective, such as network topology for instance. Instead, our work strives to understand the features and their implications of data aggregation processes and its constituents in design.

### 4.2 Customized Transaction Management

Designing effective and efficient transaction management to suit applications’ need has been a hot topic in the development of DBMS. In this section we discuss the related work regarding the design methodologies, and the formalization and analysis of transaction models.

#### 4.2.1 Design methodologies for developing customized transaction management

Various design methodologies have been proposed in literature for developing transaction management for DBMS. KIDS [15], an early effort to construct a DBMS, identifies transaction management as an aspect, and decomposes it into sub-aspects representing functionalities such as concurrency control and
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recovery. During the process proposed in KIDS, the database system designer has to decide the selection of run-time implementation techniques, based on the analysis of requirements and a classification of the implementation algorithms. AspectOPTIMA [18] proposes a reusable aspect-oriented framework for constructing customized transaction management. The designer selects particular aspects, such as a particular concurrency control algorithm and a recovery algorithm, which are composed to provide ACID assurance. These methodologies mainly focus on DBMS without real-time constraints. Moreover, formal methods are not used to guide the design decisions.

PRISMA [14] is a software product-line-oriented process for requirement engineering of flexible transaction models, which supports identification, reasoning and composition of ACID variants and their sub-features in the requirement phase. Formal methods are applied to reason about the consistency of the selected ACID variants, but not to the analysis of the transactional behaviors under various selected transaction management mechanisms. Temporal correctness of transactions is not considered in PRISMA.

Mentis et al. [20] propose a model-driven approach for generating the implementation of selected transaction models. The implementation is modeled in state machines and verified against the ACID properties, after which the code of the transaction management can be generated. Temporal correctness is not considered in this approach.

Khachana et al. [19] propose an approach to produce a monolithic transaction processing system able to adjust the relaxation of ACID properties at runtime, according to business requirements through user interaction. This approach, however, does not perform design-time analysis on the transactional properties, and does not target real-time applications.

COMET [16] combines a component-based approach and aspect-oriented programming to build tailored RTDBMS. Encapsulating database functionalities as components, and crosscutting features such as transaction management as aspects, COMET generates a tailored RTDBMS by weaving the selected components and aspects together. In FAME-DBMS [17], functional requirements on a DBMS are represented as features, which are composed to construct DBMS variants. Built on top of FAME-DBMS, AUTODAMA [55] generates tailorable DBMS specially for automotive systems. In these methodologies, the selection of building modules is based on functional requirements analysis, as well as constraints on code-size and performance. They mainly address resource consumption and footprint issues for embedded systems, rather than temporal correctness and the possible conflicts with ACID assurance.

Compared with these aforementioned works, our DAGGERS process starts
from deriving the real-time transaction models accounting for both temporal correctness and ACID properties. More importantly, we emphasize the analysis of trade-offs between these properties, and focus on a systematic approach to analyze different decisions. By iteratively applying formal modeling and verification of the transaction models, we are able to select the appropriate transaction management mechanisms that are proved to guarantee the desired transactional properties.

4.2.2 Formalization and analysis of transaction models

In the real-time community, the common technique to formally analyze transaction performance is schedulability analysis [56]. However, this technique only analyzes the temporal correctness of transactions. To our knowledge, less attention has been devoted to studying to which extent logical data consistency can be achieved in the real-time paradigm.

Formal verification of transaction models plays an important role in the design of customized transaction management. Some substantial work has already been carried out to specify transaction models and reason about their properties. One group of work is represented by the ACTA framework [69] and its successors. ACTA provides a first-order logic formalization to specify the transactional effects of data objects and the interaction between transactions, facilitating reasoning about transaction properties, as well as flexible synthesis of transaction models. Real-Time ACTA [70] extends ACTA with formalization of real-time constraints on transactions and data. However, the formal syntax and semantics for the specification of ACID variants provided by ACTA and Real-Time ACTA are limited, and tool support for verification is missing. SPECTRA [71], which improves the formal syntax of ACTA, and is used in KIDS for specifying transaction models, does not focus on the ACID and timeliness variants. GOLOG [72] improves ACTA by providing formal semantics for the building blocks, using situation calculus and tool support for simulation. However, organizing the building blocks with respect to ACID properties is not in their focus, and real-time properties are not supported. Used in the PRISMA process, SPLACID [73] improves ACTA by providing a more expressive and structured language support for ACID variants and their sub-features, however real-time properties are not considered.

In addition to the thread of ACTA, a variety of methods have been proposed to formalize transactions. For instance, Mentis et al. [20] model transaction models as state machines, and verify that the ACID properties can be satisfied by an implementation using model checking. Other works are intended
Table 4.1: Summary of non-ACTA related work

<table>
<thead>
<tr>
<th>Related work</th>
<th>Properties</th>
<th>Formalism</th>
<th>Analysis Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mentis et al. [20]</td>
<td>ACID</td>
<td>state machines</td>
<td>model checking</td>
</tr>
<tr>
<td>Cerone et al. [57]</td>
<td>logical consistency models, no explicit ACID</td>
<td>axioms and rules</td>
<td>theorem proving</td>
</tr>
<tr>
<td>Bocchi et al. [58]</td>
<td>consistency</td>
<td>process calculi</td>
<td>model checking</td>
</tr>
<tr>
<td>Kokash et al. [59]</td>
<td>atomicity</td>
<td>Reo, constraint automata</td>
<td>model checking</td>
</tr>
<tr>
<td>Grov et al. [60] and Liu et al. [61]</td>
<td>atomicity, isolation</td>
<td>Real-Time Maude</td>
<td>model checking</td>
</tr>
<tr>
<td>Suryavanshi et al. [62]</td>
<td>various properties, no explicit ACID</td>
<td>Event-B</td>
<td>theorem proving</td>
</tr>
<tr>
<td>Kirchberg [63]</td>
<td>various properties, no explicit ACID</td>
<td>transition rules</td>
<td>model checking</td>
</tr>
<tr>
<td>Makni et al. [64]</td>
<td>various properties, no explicit ACID</td>
<td>SPIN</td>
<td>model checking</td>
</tr>
<tr>
<td>Gaaloul et al. [65]</td>
<td>atomicity</td>
<td>event calculus</td>
<td>model checking</td>
</tr>
<tr>
<td>Bourne [66]</td>
<td>atomicity</td>
<td>temporal logics</td>
<td>model checking</td>
</tr>
<tr>
<td>Lanotte et al. [67]</td>
<td>atomicity and timeliness</td>
<td>timed automata</td>
<td>model checking</td>
</tr>
<tr>
<td>Kot [68]</td>
<td>various properties, timeliness, no explicit ACID</td>
<td>timed automata</td>
<td>model checking</td>
</tr>
</tbody>
</table>
for analyzing a selected subset of properties in particular scenarios. A list of non-ACTA related works are presented in Table 4.1. Compared with these works, our work is different in several aspects. First, our process strives to analyze both ACID and temporal correctness, which are not entirely covered by the aforementioned works. Second, we contribute to a general, reusable and flexible modeling approach for modeling ACID and temporal correctness properties, as well as the supporting transaction management mechanisms. In particular, our timed-automata framework provides flexible modeling capability for a range of concurrency control mechanisms by using skeletons and patterns.
Chapter 5

Conclusions and Future Work

In this thesis we propose a systematic approach for designing data management with data aggregation support for real-time applications, in which data aggregation, as well as other data accessing and manipulating computations, are modeled as transactions managed by an RTDBMS. Our approach is the DAGGERS process that systematically derives customized transaction models incorporating the desired trade offs between ACID and temporal correctness properties, and decides the appropriate transaction management mechanisms to generate the RTDBMS. The trade-off decisions are made via formal verification of the desired properties. Concretely, we have proposed the following contributions to facilitate the process:

- A taxonomy of data aggregation processes, depicted as a feature diagram, for analyzing the characteristics of data aggregation and their implications. Three design rules and a set of design heuristics are proposed based on the taxonomy to provide guidance for the design of data aggregation processes.

- A pattern-based formal approach, within the timed automata framework, which facilitates flexible modeling of transactions with various concurrency control algorithms, and model checking isolation and temporal correctness of the modeled transactions.
By the DAGGERS process the system designer can systematically analyze the data-related computations in the real-time application, and trade off the conflicting properties. An RTDBMS can then be generated with run-time mechanisms that are verified to achieve the desired properties.

The validation on two real-world industrial case studies shows that our taxonomy enhances the understanding of the designed system, and raises awareness about the characteristics that need to be considered during the design. By applying the taxonomy, design flaws could be spotted and fixed prior to implementation. The underlying feature model allows data aggregation processes to be constructed by composing reusable features, whose feasibility can be reasoned about while time-related parameters can be derived. Our timed-automata-based approach allows designers to model transactions with various concurrency control algorithms, and formally analyze the satisfiability of isolation and temporal correctness. Based on the analysis the designer can choose a desired trade-off and select the appropriate concurrency control algorithm that has been proved to achieve the selected trade off.

5.1 Future Work

The work of this thesis opens several future research directions. One possible future work involves the integration of DAGGTAX with state-of-art architectural and process modeling frameworks, such that the feature selection of data aggregation processes can be reasoned about together with the choices of deployment and business process models.

Another future work may involve the trading-off methods for other transaction properties. In this thesis we have proposed the method of modeling transactions with concurrency control, with the aim of analyzing isolation and temporal correctness. In the future work we need to develop methods to address the analysis of atomicity, consistency and durability, together with the corresponding DBMS mechanisms.

Integration of other formal techniques may greatly enhance the applicability and scalability of DAGGERS. Since real-time data-intensive applications are often heterogeneous in the amount of data, complexity of computation, and the desired properties, different analysis techniques may need to be applied depending on the particular system or module. For instance, for a large system, Statistical Model Checking [74] could be a better choice than exhaustive model checking in terms of scalability. For quantitative analysis of data production and consumption in aggregation, dataflow models [75] could be useful. Our
future work will investigate which formal methods could be exploited to analyze different situations, and how they can be integrated into the big picture of system design.

Last but not least, a larger scale evaluation of the entire DAGGERS process on the design of an industrial system, with respect to its scalability and efficiency, is also an interesting future work.
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