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To cope with variations, disturbances, and unexpected events in complex socio-technical 
systems people are required to continuously adapt to the changing environment, 
sometimes in novel and innovative ways. This thesis investigates adaptive performance 
in complex work settings across domains, with a focus on examining what enables and 
disables successful adaptations, and how contextual factors shape performance. Examples 
of adaptive performance studies include a crisis command team dealing with the loss of 
key personnel, a crew coping with unreliable system feedback in the cockpit, and a 
nursing team managing an overload of patients. The two main contributions of this thesis 
is the analysis of cases of people coping with variations and disturbances, and the 
development of conceptual models to report findings, structure cases, and make sense of 
sharp-end adaptations in complex work settings. The findings emphasise that adaptive 
performance outside procedures and textbook scenarios at the sharp end is a critical ability 
to cope with variation and unexpected events. However, the results also show that 
adaptations may come at the cost of new vulnerabilities and system brittleness. Analysing 
adaptive performance in everyday events informs safety management by making visible 
limitations and possibilities of system design, organisational structures, procedures, and 
training. 





v

Komplexiteten i dagens säkerhetskritiska verksamheter, t.ex. flyg, sjukvård, kärnkraft och 
krisberedskap, gör det omöjligt att förutse och förbereda sig för alla potentiella händelser. 
För att hantera störningar och bibehålla kontroll vid oväntade händelser krävs att de 
operatörer som arbetar i systemet klarar av att anpassa sitt arbete i en komplex, föränderlig 
och dynamisk miljö. Det kan vara en krisorganisation som måste hantera att 
nyckelpersoner inte når fram till ett drabbat område, en pilot som ska fatta snabba beslut 
när flygsystemen ger otillförlitliga data eller en skeppsbesättning som manövrerar i en 
trång hamn just som dimman håller på att lägga sig.  

Säkerhetsarbete bygger idag på att identifiera risker samt att utreda olyckor och 
incidenter, dvs. situationer där ett system inte lyckats anpassa sitt arbete fullt ut. Att lära 
av brister från tidigare händelser är viktigt, men det belyser inte nog det arbete människor 
gör varje dag för att på ett säkert sätt hantera störningar och oväntade händelser. I 
forskningsfältet Resilience Engineering betonas dessa goda exempel – att förstå det som 
”går rätt” – vilket kompletterar dagens säkerhetsarbete genom att den resilienta förmågan, 
att anpassa sig till förutsedda och oförutsedda förhållanden, stärks.  

I denna avhandling studeras vardagssituationer och större händelser som kräver 
anpassning som ligger utanför vad som förväntas och således kräver ett visst mått av 
improvisation. I studierna ingår beskrivningar och analyser av verkliga situationer i flera 
olika domäner, exemplifierade ovan, där människor hanterar oförutsedda händelser och 
störningar. Resultaten visar att operatörens förmåga att anpassa sig till det som ligger 
utanför vad som beskrivs i organisationens rutiner och föreskrifter är viktig för den 
dagliga verksamheten. Resultaten visar också att anpassningarna skapar nya sårbarheter 
i systemet, både på kort och lång sikt. Som ett ytterligare resultat har flera modeller tagits 
fram för att vägleda forskare och praktiker i arbetet med att beskriva och analysera 
anpassningsförmåga och dess påverkan på systemet. Ökad förståelse för de processer som 
gör att anpassningar fungerar (eller inte) leder till kunskap om vad som möjliggör (eller 
hindrar) framgångsrik hantering av oväntade händelser, vilka delar av systemet som bör 
stödjas och stärkas för att öka säkerheten, samt ger en mer nyanserad bild av vilka 
sårbarheter som finns och hur framtida olyckor kan förebyggas. 
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The central theme of this thesis, how complex socio-technical systems cope with varying 
conditions and unexpected events, is of relevance to society as a whole, as the world we 
live in is growing increasingly complex and interdependent. Technology has transformed 
our way of life, creating an abundance of new opportunities in how we communicate, 
travel and work. However, such a transformation does not come without introducing new 
vulnerabilities. Increasingly interconnected and interdependent systems make 
consequences of expected and unexpected events difficult to anticipate and prepare for.  

In socio-technical systems safety is commonly understood through the absence of things 
gone wrong (Hollnagel, 2014).  Measurements of risks, incidents and accidents provide 
a baseline for improvements in safety management; the fewer occurrences, the safer the 
system. Efforts are focused on minimising risks, building barriers and ensuring that 
previous mishaps do not occur again. Less attention is paid to what actually creates safety, 
and what allows systems to stay functioning in situations that do not fit the preconceived 
plan and textbook scenarios. In the field of Resilience Engineering (RE) the aim is to 
identify how systems adapt to sustain safe operations despite performance variations, 
disturbances and unexpected events; that is, what factors create safety, and how these 
factors can be supported (Hollnagel, Nemeth, & Dekker, 2008; Hollnagel, Woods, & 
Leveson, 2006). RE assumes that below the surface of reported incidents and accidents 
there are numerous situations that look similar, but have a different, successful outcome. 
Typically, this entails dealing with surprises and avoiding negative consequences by 
altering or improvising plans. The studies in this thesis investigate how practitioners in 
complex socio-technical systems adapt to cope with expected and unexpected events. 
Focus is on what creates safety, and the need for new perspectives in safety management 
to manage the complexities of today’s globalised, interdependent and dynamic world. 

 
The development of socio-technical systems has vastly grown in the past few decades. A 
socio-technical system (hereafter system) can be described as people and technology 
working together toward a common goal. Over the years, technology has become more 



sophisticated, increasingly efficient and has allowed a whole new set of system abilities. 
Computers have become an important part of our work and the advances in information 
technology have revolutionised the way we work and communicate. Due to these 
advancements, the number of variables, parameters and system components have 
increased, as have the interdependencies and coupling between them, making systems 
more complex than ever (Perrow, 1984). A result of this development is the challenge of 
predicting the consequences of disruptions and accidents, recent examples including 
the nuclear accident at Fukushima in 2011, the oil spill accident in the Gulf of Mexico in 
2010 and the crash of Air France flight 447 into the Atlantic Ocean in 2009. The accidents 
stress the role of complexity and multiple factors, and the difficulties in foreseeing 
potential effects of expected and unexpected events. 

To cope with complexity in a dynamic environment people continuously adapt their work, 
sometimes having to make challenging decisions and work around difficulties (e.g., 
Cook, Render, & Woods, 2000; Koopman & Hoffman, 2003; Woods & Dekker, 2000). 
The complexity of systems makes our models necessarily underspecified, and thus does 
not allow a prediction of all possible future events and outcomes. Work is often performed 
in situations governed by ambiguity and uncertainty, requiring people to adapt to the 
changing environment, and the changing shape of risk. Consider, for example, a crisis 
response team who just found out that key personnel are delayed several hours due to 
weather conditions, a train conductor dealing with people trying to get on and off the train 
while it is in motion, or a crew aiming to squeeze a ship into a tight port during rush hour 
traffic, just as the fog is arriving. High-risk situations such as these, where systems must 
deviate from the intended plan, are not unusual; on the contrary, they happen all the time. 
For the most part, organisations have anticipated such situations, and prepared responses 
and strategies to successfully manage them, but for other cases they have not, which in 
rare instances lead to major accidents. 

When the topic of safety comes up it is often in relation to the lack of safety; that is, we 
tend to hear about the less successful outcomes, especially when there are casualties, and 
large material damage is involved. Most people therefore associate the idea of safety with 
the absence of incidents and accidents (Hollnagel, 2014). In this traditional view, safety 
research and industrial safety management are largely focused on unwanted events and 
outcomes, through risk and incident/accident analysis, known as the Safety-I 
perspective (Hollnagel, 2014). This approach provides ways of describing and talking 
about system failures using in-depth analysis (e.g., Harms-Ringdahl, 2001; Rollenhagen, 
2011; Sklet, 2004), usually uncovering deviation and violation of operational processes 
and prescribed rules (Dekker, Cilliers & Hofmeyr, 2011). Although learning from 



accidents and incidents is a critical part of safety management, it is also important to be 
aware of the limitations.  

First, the emphasis on studying situations where something has gone wrong only 
represents a small sample of outcomes in everyday operations (Hollnagel, 2014). Most 
nurses, pilots, control room operators and firefighters could attest to most work shifts not 
being impeccable, as all operations do not happen in an “ideal” manner; that is, the way 
they are described in procedures (Loukopoulos, Dismukes, & Barshi, 2009), or “work-
as-imagined” (Hollnagel, 2012b). Disruptions and changes happen all the time, keeping 
people busy adapting to meet the demands of the situation. However, an understanding 
of these adaptations is available mainly as implicit knowledge within the organisation, 
described as “work-as-done” (Hollnagel, 2012b). Another main concern is that hindsight 
bias may distort the analysis (Dekker, 2002; Fischoff, 1975; Woods et al., 2010). 
Interpreting people’s actions in the light of what “should have happened” and what they 

“could have done” to avoid an outcome allows a convenient explanation of the situation. 
However, it does not necessarily provide a deeper understanding of underlying factors 
contributing to the outcome, such as context, pressures from the organisation and 
conflicting goals (Dekker, 2004; Lundberg et al., 2009; Woods et al., 2010).  A focus on 
failure gives the impression that human performance variability is a major hazard, and 
has led to remedies aimed at limiting human variability by, for instance, increasing 
automation and adding procedures. Less attention is paid to the other side of human 
variability where humans play a determining role in keeping systems safe and functioning 
in varying conditions (Dekker, 2004; Hollnagel, 2011a; Rasmussen, 1986; Reason, 2008; 
Woods et al., 2010). 

The view of humans as a hazard to system safety is, however, gradually shifting, along 
with a growing understanding that all contingencies cannot be fully accounted for in 
operating procedures (Woods et al., 2010). In RE a more proactive approach to safety 
management is pursued. RE sees things that go right and things that go wrong, success 
and failure, as outcomes of the same underlying behaviour. Thus, to understand failure 
we must also understand success, also known as the Safety-II perspective (Hollnagel, 
2009a; Hollnagel, Woods, & Leveson, 2006). From this perspective, variability, 
fluctuation and surprises are natural parts of system operation and to be expected. A 
system’s resilience is determined by its ability to adjust its functioning prior to, during, 
or following changes and disturbances, so that it can sustain required operation under 
both expected and unexpected conditions (Hollnagel et al., 2011; Hollnagel, 2014). 
Learning from what happens in everyday operation, and how systems adapt to cope with 
variations, is at the core of understanding what may be a threat to, and what creates, 



safety. Instead of eliminating negative outcomes, RE aims to understand the intricacies 
of why things work as well as they do. 

To summarise, coping with complexity and uncertainty in socio-technical systems 
requires people to continuously adapt. Although informally recognised by many, the 
abilities to adapt are not well understood in organisations, leaving a gap of knowledge 
between “work-as-imagined” and “work-as-done” (Hollnagel, 2012b). Today’s accident 

and incident investigations rarely address what enables and disables the ability to 
successfully adapt, providing a potentially skewed baseline for interpreting actions 
leading to unsuccessful outcomes. To advance safety there is a need for a new 
understanding of how systems continuously adapt to cope with an interdependent, 
complex and dynamic world. 

 
The objective of this thesis is to investigate how practitioners in high-risk work domains 
adapt to cope with variations and unexpected events in their work. The focus of the 
studied cases are events that do not fit the preconceived plan and that fall outside the 
system’s designed-for-uncertainties. Guiding the research is the following central 
research question:   

 How can adaptive performance at the sharp end be characterised and analysed, 
from the perspective of how systems cope with variations and unexpected events? 

Adaptive performance refers to practitioners adapting in response to variations and 
unexpected events in their everyday work environment. Sharp end includes individuals 
and teams who operate and interact in the production processes of high-risk work domains 
(e.g., nurses, pilots). Variations refers to the variability of everyday performance in 
complex socio-technical systems (e.g., change of weather, technical disturbance). 
Unexpected events implies less predictability than system variations. In this thesis the use 
of the term is based on the subjective experience of the individual or team, and is thus 
closely related to expectations, timing, and context of the event. It does, however, not 
infer that the type of event is unanticipated, or rare, in the system.   

The thesis applies a Resilience Engineering approach, gathering information from cases 
on how people adapt to cope with variations and unexpected events, and exploring how 
the cases can be characterised and analysed. The cases originate from safety-critical 
systems where practitioners are involved in high-risk work, meaning that the 
consequences of failures are unacceptable, as they could result in loss of life, significant 
material damage, or damage to the environment. The research uses a qualitative approach 



to study practitioners at work, and data is gathered through interviews, focus groups and 
observations.  

Ultimately, efforts to improve safety are of relevance to society as a whole. This thesis is 
mainly directed toward relevant research problems for the scientific community and 
safety-critical organisations. Safety-critical organisations are becoming increasingly 
aware of the urgent need for new perspectives and methods to design, manage and assess 
safety. The cases described in this thesis are relevant in that they aim to investigate how 
systems adapt, focusing not only on why systems fail, but also on what creates safety. 
The framework and models developed are designed to complement current safety 
approaches, with the aim to increase the understanding of what allows systems to adapt 
to cope with varying conditions. However, the framework and models are still in an early 
stage of development, and have yet to be integrated into existing safety-management 
methods. It is beyond the scope of this research to identify actual solutions on how to 
assess and improve system resilience.  

 
This thesis contributes toward the growing body of research addressing abilities of socio-
technical systems to successfully adapt to variability, disturbances and unexpected events. 
The conducted studies carefully explore cases of adaptive performance, and how the 
adaptive performance can be characterised and analysed. The results extend previous 
studies through a description of adaption-enabling factors, and the development of 
conceptual tools, supporting both retrospective and prospective research, and safety 
management activities. The main contributions are:  

 The detailed description and analysis of cases of how people cope with events that 
fall outside of textbook scenarios (“work as done”). The cases aim to reveal 
insights into what creates safety that would be missed in traditional reporting 
methods (Papers I–IV). 

 The development of novel conceptual tools to report findings, structure cases, and 
make sense of sharp-end adaptations in complex work settings (Papers II–IV). 

These contributions can further be broken down into the following achievements:  

 In-depth analysis of role-improvisation “as it happens”, demonstrating how 

multiple data sources and parallel events can be structured and managed (Paper I). 
 The development of a strategies framework for researchers and practitioners to 

report findings, structure cases, and make sense of sharp-end adaptations in 
complex work settings (Paper II). 



 The development of a variety space diagram and a control-loop model to support 
the strategies analysis and illustrate important case findings (Papers II & III).  

 Sensemaking analysis outlining challenges and possibilities for pilots to maintain 
control in surprise situations (Paper IV).  

 The development of the crew-aircraft sensemaking model and supporting 
Data/Frame model illustrating the details of sensemaking and re-framing as a 
critical aspect of being able to successfully adapt in the context of cockpit 
operations (Paper IV) 

 The identification of enablers and disablers of adaptive performance, underlining 
and contributing to previous literature by demonstrating that adaptive performance 
is a source of resilience, but also a cause of new vulnerabilities (Paper I–IV). 

 

   
Rankin, A., Dahlbäck, N., & Lundberg, J. (2013). A case study of factors influencing 
role improvisation in crisis response teams. Cognition, Technology & Work, 15(1), 
79–93. 

In Paper I a crisis command team coping with the loss of key personnel is investigated. 
The command team quickly re-structures following the loss of staff members, leading to 
several members taking on multiple roles, including roles outside of their expertise. The 
study provides an in-depth analysis of the information and communication flow of 
persons acting in improvised roles, including contextual factors influencing the task at 
hand. Based on the observations from this case study, suggestions for how to improve a 
team’s performance in similar situations are provided. The examined case builds on a 
role-playing exercise with the Swedish Response Team in a forest-fire scenario. The main 
contribution is an in-depth analysis of role-improvisation “as it happens”, demonstrating 

how multiple data sources and parallel events can be structured and managed. The study 
allows insights into the processes affecting the situation and includes suggestions for 
future training. 

Background and author contributions 
The case study was based on a real-time role-playing exercise carried out by Svenska 
Stödstyrkan (the Swedish Response Team, SRT). A preceding interview and focus group 
study with the SRT command team members guided the scenario and study 
design (Lundberg & Rankin, 2014; Trnka, Lundberg & Jungert, 2016). Results from the 
preceding study showed that improvisation is viewed as an important part of the SRTs 
work, as is the switching of roles. The exercise and study design was thus aimed at 
creating a dynamic and non-routine situation in which the participants would be forced 



to take on roles outside their field of expertise (Trnka, Lundberg & Jungert, 2016). 
Funding was provided by the Swedish Civil Contingency Agency.  

The thesis author did not take part in the preceding interview and focus group study, but 
performed a subsequent analysis on parts of the data (Lundberg & Rankin, 2014; Rankin, 
2009). She was not responsible for the design and preparation of the exercise, but took 
part as an observer during the role-playing exercise. The data compilation and analysis 
was led by the thesis author, and supported by the other observers and exercise 
management personnel. She further led the preparation of the journal manuscript, 
supported by the co-authors. 

 
Rankin, A., Lundberg, J., Woltjer, R., Rollenhagen, C., & Hollnagel, E. (2014). 
Resilience in Everyday Operations: A Framework for Analyzing Adaptations in 
High-Risk Work. Journal of Cognitive Engineering and Decision Making, 8(1), 78–
97.  

Paper II deals with everyday adaptive performance in order to cope with variations in 
socio-technical systems. Examples include passengers trying to get on a train in motion, 
the organisation of medicine packets to avoid confusions at a hospital, and firefighters 
dealing with incorrect information regarding hazardous chemicals. The strategies 
framework is developed as a tool to describe and analyse adaptations. The categories in 
the framework target three main areas: (1) an interpretation of the situation in which the 
strategy takes place, (2) enablers for successful implementation of the strategy (3) the 
impact of the strategy on the overall system. Further, a variety space diagram has been 
developed to illustrate how system variability, disturbances, and constraints affect work 
performance. The examples that underlie the framework are derived from nine focus 
groups with representatives working with safety related issues in different work domains, 
including health care, nuclear power, transportation, and emergency services. The study 
demonstrates that people hold great capabilities to adapt to unfolding events in a complex 
and uncertain environment. The strategies framework guides practitioners and researchers 
to report findings, structure cases, and make sense of sharp-end adaptations in complex 
work settings. 

Background and author contributions 
This focus group study was a continuation of a research project investigating the 
underlying theoretical models used in accident investigations in high-risk organisations 
in Sweden (see Lundberg et al., 2009; Lundberg, Rollenhagen, Hollnagel, & Rankin, 
2012). In this preceding project, examples of how organisations managed variations kept 



emerging, prompting more directed studies on this topic. The current study was 
exploratory, with the objective of investigating commonalities between organisations 
using the concept of resilience as a starting point for discussions. The aim was to get 
practitioners involved in discussions on how new perspectives and learning from “what 

goes right” could be incorporated into their safety work. An early version of the results 

was also presented at the Resilience Engineering Association Symposia (REA) 
2011, Sophia Antipolis, France (Rankin, Lundberg, & Woltjer, 2011). Funding for the 
project was provided by the Swedish Civil Contingency Agency. 

The author of this thesis took part in the preceding project on underlying theoretical 
models used in accident investigation as part of her undergraduate studies, through 
analysis of parts of the interview material (Rankin, 2008).  In the current study she led 
the design of the focus groups and analysis of data. As focus groups were performed in 
parallel she was one of three moderators leading the focus group discussions. Further, she 
led and coordinated the journal manuscript preparation. All tasks were supported by the 
co-authors of Paper II.  

 
Rankin, A., Lundberg, J., & Woltjer, R. (2014). A Framework for Learning from 
Adaptive Performance. In C. P. Nemeth & E. Hollnagel (Eds.), Resilience 
Engineering in Practice, Volume 2 (pp. 79–95). Ashgate Publishing Limited. 

In this book chapter, the strategies framework (see Paper II) is further explored through 
two cases: a crisis management team coping with the loss of key personnel (see Paper I) 
and a maternity ward coping with an overload of patients (see Paper II). The distinction 
between work-as-imagined and work-as-done is emphasised, as well as the importance 
of connections between the sharp and the blunt end. Main contributions include a control-
loop model to illustrate the cyclic nature of adaptive systems. The chapter highlights the 
importance of sensemaking as an enabler for successful adaptations. Additionally, the 
chapter offers a discussion on the integration of the strategies framework with traditional 
accident and risk analysis methods.  

Background and author contributions 
The book chapter further explores ideas presented in Paper II. Funding was provided by 
the Swedish Civil Contingency Agency. The author of this thesis led the work of 
preparing the book chapter manuscript with support from the co-authors. 

 
Rankin, A., Woltjer, R., & Field, J. (2016). Sensemaking following surprise in the 
cockpit — a re-framing problem. Cognition, Technology & Work, 18(4), 623–642. 



Paper IV investigates the re-framing process of pilots coping with unexpected events in 
the cockpit. Re-framing is the process by which a person “fills the gap” between what is 

expected and what has been observed; that is, to try and make sense of what is going on 
following a surprise. It is an active and adaptive process guided by expectations, which 
are based on knowledge and experience. In this paper, surprise situations in cockpit 
operations are examined by investigating the re-framing process. The results show 
difficulties that pilots have in re-framing following surprise, including the identification 
of subtle cues and managing uncertainties regarding automated systems, coping with 
multiple goals, tasks, narrow time frames, and identifying an appropriate action. A crew-
aircraft sensemaking model is presented, outlining core concepts of the re-framing 
processes and sensemaking activities. Based on the findings three critical areas are 
identified that deserve further attention to improve pilot abilities to cope with unexpected 
events: (1) identification of what enables and obstructs re-framing, (2) training to build 
frames and develop re-framing strategies, and (3) control strategies as part of the re-
framing process when aspects of the situation are not clearly specified.  

Background and author contributions 
The paper was written as part of the EU FP7 project Man4Gen1. The project objectives 
were to investigate the processes used by flight crews to respond to unexpected events. 
The interview study presented in Paper IV was conducted during the first out of three 
years of the project to obtain an operational perspective on themes highlighted in the 
preceding literature review, and to gain contextual knowledge to inform scenario 
development for the upcoming simulator experiments. An early version of the results was 
presented at the Resilience Engineering Association Symposium 2013, in Soesterberg, 
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In this chapter the theoretical frame of reference that underlies the studies in this thesis is 
presented.  

 
A general definition of a system is “a set of objects together with relationships between 

the objects and between their attributes” (Hall & Fagen, 1968, p 18). Objects are the 
system components, and may be physical, such as a machine or a pen, or abstract, such 
as a process or guideline. It is the relationships between the objects and their properties 
(attributes) that make the notion of systems useful. The definition implies that a system 
has functions or purposes that are “distinct from its constituent objects, relationships and 
attributes” (Hall & Fagen, 1968, p 18). This description of systems is in line with the view 
of complex systems in this thesis in the sense that the “whole that is both greater than and 

different from its parts” (Patton, 1990, p 20), implying that a system’s behaviour is 

governed not only by predictable performance by individual components but also by 
emergent phenomena as a result of component relationships and complex interactions. 
More specifically this thesis is concerned with goal-seeking and purposeful 
systems (Ackoff, 1971). A goal-seeking system refers to a system that can respond, in 
one or a variety of ways, to produce a particular state (outcome). A purposeful system 
implies that the system can change its goals by selecting its ends and means, thus 
demonstrating will (such as humans).  A system that includes multiple purposeful 
elements; that is, multiple goals in multiple states, can also be 
labelled organisation (Ackoff, 1971).  

Systems can be described as open (interact with their environment) or closed (isolated 
from their environment (Bertalanffy, 1950; Flach, 2012). In open systems, which are in 
focus in this thesis, the boundary to the environment of the system is permeable, meaning 
that changes in the environment affect the behaviour of the system. Systems discussed in 
this thesis, are thus both open and goal-seeking, meaning that they are also adaptive. If a 
change in the environment or internal state of the system is reducing the systems 



efficiency to reach a goal it will thus adapt to achieve a state in agreement with the goal 
(Ackoff, 1971). The environment of a system consists of all variables (or objects) that can 
affect its state.  However, a categorisation of what is part of the system, and what is part 
of the environment of the system can be done in many ways, depending on the interest of 
the researcher (Hall & Fagen, 1968). Although systems are objective things, they are 
subjective insofar that a system, and its environment, is defined by the interest of the 
researcher for a particular context (Ackoff, 1971; Hall & Fagen, 1968). This thesis is 
concerned with socio-technical systems, an approach emphasising the interrelations 
between people and technology in a workplace. The term was established in the 1950s in 
the context of labour studies, aiming to ensure technical effectivity and the workers well-
being by focusing on the complexities of the work situation, rather than analysing separate 
aspects (Cooper & Foster, 1971; Ropohl, 1999).  

Definitions of complexity vary, from specific to more general. In the context of studying 
socio-technical systems and control specific definitions are often absent, and complexity 
commonly refers to a more general definition, such the number of possibilities in a 
problem space and (Hollnagel, 2012a), which goes back to how the notion of complexity 
was used in earlier work in cybernetics (Wiener, 1948) and communication (Shannon & 
Weaver, 1969). For the studies in this thesis a general use of the term complexity is used, 
and understood in relation to the goal of the system; that is, to maintain control. As 
systems become increasingly complex, the number of possibilities in the problem space 
grow, making it impossible to foresee all potential failures, and thus control (Hollnagel, 
2011). One way to describe system properties of complexity is through coupling and 
interactions (Perrow, 1984). Coupling refers to the time-dependency of a process and 
how vulnerable it is to cascading effects. In a system with many tight couplings a failure 
in one part of the system will soon spread to other parts, making the system more difficult 
to monitor and control. Interactions refer to the linearity of the system, and the visibility 
and tractability of the subsystems. Linear interactions suggest an expected sequence of 
events and predictable effects further down the line (Hollnagel, 2004). Complex 
interactions, on the other hand, are not as transparent; components are interconnected, 
tightly spaced and in close proximity, and thus outcomes become less predictable. Low 
predictability requires more time to decide on an appropriate action and thus having little 
time is more likely to lead to failures (Hollnagel & Woods, 2005).  

A broad definition of control is “the ability to affect the conduct of the recipient in the 
desired way and thereby achieve a desired effect” (Hollnagel & Woods, 2005, p 135). In 
cybernetics, the study of control systems and communication, control (and complexity) 
has been described through the law of requisite variety, which states that “only variety 

can destroy variety” (Ashby, 1956). This assumption implies that the number of states of 



the controller (or the control mechanism) must be greater than or equal to the number of 
states in the system that is being controlled. It requires that a system can adapt to 
compensate for the difference between actual and intended states. However, socio-
technical systems are open systems and the problem space changes over time, which 
means that the numbers of possible states are effectively infinite (Flach, 2012). An 
infinite number of states implies that to stay in control a flexible control system must be 
used, requiring continuous adaptation to fit the current needs and match the variation of 
the processes being controlled (Hollnagel & Woods, 2005). Control can thus be defined 
as steering in the face of changing disturbance (Wiener, 1965). 

 
The field of Cognitive Systems Engineering (CSE) is devoted to the understanding of 
how complex socio-technical systems maintain control in dynamic 
environments (Hollnagel & Woods, 2005). CSE first appeared in the early 
1980s (Hollnagel & Woods, 1983), a main driving force was the Three Mile Island 
nuclear accident in 1979, arousing discussions on “normal” accidents, how complex 

systems fail, and the cognitive work of operators (Perrow, 1984; Woods, 2016). Rather 
than aiming to create failure-safe systems focus in CSE is to understand how to “cope 

with complexity” (Hollnagel & Woods, 2005; Woods & Hollnagel, 2006a). CSE uses a 
systemic approach for analysing, evaluating and designing joint systems. More 
specifically, it focuses on (1) how people cope the complexity resulting from 
technological and socio-technological developments, (2) how people make use of 
artefacts in their work, and (3) how humans and artefacts can be described as joint 
cognitive systems (Hollnagel & Woods, 2005).  

A cognitive system is a system that “can modify its behavior on the basis of experience 

so as to achieve specific anti-entropic ends” (Hollnagel & Woods, 2005, p 23), basically 
implying that the system has abilities to adapt its behavior to maintain control in the event 
of disturbance (i.e., being anti-entropic). A Joint Cognitive System (JCS) refers to a 
collective of cognitive systems and artefacts (social and physical) demonstrating goal-
directed behaviour (Hollnagel & Woods, 2005). The focus of the study is on people 
(controllers) and technology as a single unit of analysis, allowing an integrated view of 
how humans and machines work together in a context. The boundaries of the JCS are 
relative, and defined by their functions and the purpose of the analysis. Typically, in a 
JCS, one or more persons (controllers) and one or more technical support systems are 
involved in a goal-directed control process, working together in a complex environment.  

Central to a CSE approach is a naturalistic perspective; that is, to study practitioners at 
work in a real-world setting. Traditionally, in cognitive psychology, studies of human 



perception are performed in a controlled laboratory setting (Hammond, 1993), implying 
that human cognitive functions take place in the brain, and can be studied in isolation of 
a real-world context. However, a naturalistic perspective argues the necessity of a real-
world setting (naturalistic) to study how practitioners cope with complex, dynamic and 
evolving situations, address conflicts, manage trade-offs and make decision in situations 
governed by time-pressures and uncertainty. A pioneer of studying operators in their 
natural work environment is Rasmussen (Rasmussen, 1974; Rasmussen & Lind, 1981), 
and since then a naturalistic perspective has further been discussed under labels such as 
Naturalistic Decision Making (NDM) (Zsambok & Klein, 1997), Cognition in the 
Wild (Hutchins, 1995) and Macrocognition (Klein, Klein, Hoffman, & Hollnagel, 
2003).   

A central view in CSE is that perception is goal-directed, active rather than passive, and 
guided by expectation. The control loop of the Contextual Control Model (COCOM) 
presented by Hollnagel and Woods (2005) demonstrates the cyclic nature of how control 
is retained in a perception-action cycle, emphasising that people use the past to make 
sense of the present, and that the context is an intricate part of people’s assessments and 

how they act. The model, which builds on Neisser’s perceptual cycle (1976), is the basis 
for analysing the dynamic process of joint systems control and for interpreting how people 
perform where the context determines the actions.  

 
A field related to CSE and the study of macrocognition (Hoffman & Mcneese, 2009; 
Klein et al., 2003) is sensemaking. Sensemaking has been a topic of research in a variety 
of disciplines for decades (Dervin, 1983), and is the study of how people make sense of 
the world around them. The notion gained popularity in the context of organisational 
studies when introduced by socio-psychologist Weick (1995). Weick describes 
sensemaking as a continuous retrospective activity to understand on-going circumstances, 
and emphasises that explicit efforts of sensemaking occur when “the current state of the 

world is perceived to be different from the expected state of the world” (Weick, Sutcliffe, 
& Obstfeld, 2005, p 409). Klein, Phillips, Rall, and Peluso (2007) presented the 
Data/Frame model, emphasising sensemaking as the combination of retrospective and 
prospective processes. The interplay between the two processes is necessary for people 
to make sense of the world around us; that is, the ability to detect a discrepancy after-the-
fact (retrospective), is highly reliant on the mental models we have and our expectations 
based on them (prospective). Central to the sensemaking process is thus the viewpoint 
that people actively seek data guided by their expectations (Christoffersen, Woods, & 
Blike, 2007).  



To make sense of events presupposes a conceptual framework, a mental model, to infer 
meaning to observed data, referred to as frame (Klein et al., 2007; Klein, Wiggins, & 
Dominguez, 2010). A frame, in this sense, is “a structure for accounting for the data and 
guiding the search for more data. It reflects a person’s compiled experience” (Klein et al., 
2007, p. 118). Constructing frames thus involves fitting observed data into a structure that 
links them to other elements. The focus of frame construction differs from, for example, 
the popular concept in human factors, of situation awareness (Endsley, 2006), which is 
commonly described as a state (of knowledge) attained by an individual based on data or 
inferences of data in the environment and is used to make predictions about the future. 
Studies of sensemaking, on the other hand, are about the processes used to achieve such 
states (Klein et al., 2007; Klein, Snowden, & Pin, 2011; Malakis & Kontogiannis, 2013).   

 
One of the laws that govern cognitive work is the law of adaptation (Woods & Hollnagel, 
2006a, p 171). The law addresses the core of what makes a JCS resilient: its ability to 
adapt to variations and surprises. Concepts and theories central to adaptations discussed 
in this thesis are outlined below, including trade-offs, forces and boundaries, 
workarounds and improvisation. 

Examples of adapting to “fill in the gaps” and find alternative solutions to complete tasks, 

or “workarounds”, are found in literature of several related fields of research, including 
organisational science (Orton & Weick, 1990), management science (Campbell, 2012), 
computer science (Norman, 1990) and human factors (Koopman & Hoffman, 2003). 
A workaround is a goal-driven adaptation to overcome some obstacle or misalignment of 
goals, also described as occurring “when cumbersome processes seem too slow, when 
information required by idealised processes is not available, when technologies 
malfunction, when situational constraints or anomalies make it difficult to perform work 
activities, when personal goals conflict with organisational goals…” (Alter, 2014, p 

1042). Workarounds may include small, localised and temporary adjustments, but as 
noted by Koopman & Hoffman (2003), often end up being long lived. Types of 
workarounds may include, for example, changes in processes and activities, changes in 
assignment of participants, alternate use of information, changes in the environment and 
working around bugs in system technology or services (Alter, 2014). Views on 
workarounds diverge, from being essential to perform everyday tasks and a driving force 
to improve systems (Cook et al., 2000; Koopman & Hoffman, 2003; Nemeth et al., 2007), 
to being undesirable and hazardous as procedures and responsibilities are violated, raising 
discussions on compliance vs. non-compliance (Ferneley & Sobreperez, 2006; Pollock, 
2005). Irrespective of perspective, as noted by Campbell (2012), workarounds are a useful 



source to analyse current rules and regulations, and can improve system preparation for 
future emergent and planned changes. Workarounds can be described as contextual, based 
on the local structure, and a combination of situational constraints, obstacles, anomalies, 
and participant goals (Alter, 2014). 

Other studies of practitioners coping with complexity in high-risk environments describe 
adaptations as representing strategies (Furniss, Back, Blandford, Hildebrandt, & 
Broberg, 2011; Kontogiannis, 1999; Mumaw, Roth, Vicente, & Burns, 2000; Mumaw, 
Sarter, & Wickens, 2001; Patterson, Roth, Woods, Chow, & Gomes, 2004). Strategies 
include, for example, informal solutions to minimise loss of information during hand-offs 
and to compensate limitations in the existing human-machine interface (Mumaw et al., 
2000; Patterson et al., 2004). 

Hoffman and Woods (2011) described system adaptations being shaped by context, 
described in terms of trade-offs that place boundary conditions for the systems, such as 
efficiency-thoroughness, acute-chronic and optimality-fragility. While trying to balance 
several, and sometimes, conflicting goals, norms and values in expected and unexpected 
situations, adaptations of decisions and workflow are made by people at all levels of the 
organisation (Furniss et al., 2011; Mumaw et al., 2000; Rasmussen, 1986). Values and 
goals set by the blunt end concerning effectiveness, efficiency, economy and safety, will 
affect how the sharp end adapts their work. It is important to note that balancing these 
issues is not performed based on complete information and unlimited time for 
interpretation, but on currently available knowledge and resources (Simon, 1969; Woods 
et al., 2010). The terms “sharp end” and “blunt end” can be used to describe different 

functions of a system and how they relate to each other (Reason, 1997). The sharp end 
includes people who operate and interact in the production processes, for instance, 
doctors, nurses, pilots, air traffic controllers and control room operators. The blunt end 
includes people who manage the functions at the sharp end, such as managers, regulators, 
policy makers, and government. Decisions made at the management level of the 
organisation, “blunt end”, affect the conditions at the “sharp end” of the organisation. 

However, sharp-end/blunt-end relations should be described and analysed in relative 
rather than absolute terms, every blunt “end” can be viewed as a sharp “end” in relation 

to its managerial superior function(s) (Reason, 1990; Hollnagel, 2004). At both the sharp 
and blunt end of an organisation trade-offs are made between factors such as economy, 
efficiency and safety. System adaptations based on such trade-offs create system 
variability at all levels simultaneously (Kontogiannis, 2009) and may, over time, change 
the work patterns of the system (Hollnagel, 2004). This variability is important as it 
allows systems to adapt to current demands and to evolve. The other side is that variability 
generates unpredictability. Over time, adaptations, and workarounds, will affect the 



overall system and change the organisation, sometimes in a direction that can lead to 
accidents (Cook & Rasmussen, 2005; Kontogiannis, 2009). Rasmussen (1997) described 
this migrating effect in terms of forces such as effort and cost, which systematically push 
the systems toward the boundaries of what is acceptable to ensure safety. As described 
by Rasmussen’s (1997), once the work performance has reached (been pushed to) the 

boundary of acceptable performance the system finds itself close to the margins of safety, 
where accidents are likely to occur. One of the big challenges is to identify how 
organisational processes affect potentially hidden processes and may push systems 
toward unsafe boundaries (Kontogiannis, 2009). 

Also relevant to the understanding on adaptations is research on improvisation in 
organisation and management science (Weick, 1998) and emergency management 
(Mendonça & Wallace, 2004; Wachtendorf, 2004). For reviews see Cunha (1999) and 
Hadida and Tarvainen (2015). Existing literature on organisational improvisation puts 
emphasis on using metaphors in arts, such as jazz, Indian music and theatrical 
improvisation (Kamoche, 2003; Vera & Crossan, 2004). Hadida (2015) argued that the 
use of metaphors is a means to form meaning from complex local circumstances that 
would otherwise be difficult to compare. For example, jazz improvisation starts from a 
structure, framing but not caging the process, or as described by Crossan (1998), there 
are rules for how to innovate and “break the rules”. Definitions of improvisation vary, but 
converge on two common traits; temporal convergence; that is, structuring and planning 
of an action takes place as it is being executed (Chelariu, 2002; Moorman & Miner, 
1998) and a deviation from existing practices or knowledge (Trotter et al., 2016). 
Improvisation differs from bricolage in that it occurs in the time frame of seconds-to 
minutes, while bricolage is about making do with what is available, over long or short 
time (Hadida & Tarvainen, 2015). Improvisation includes a range of varying behaviours, 
from small deviations in intended course of action to spontaneous action based mainly on 
intuition (Crossan, 1998). Mendonça, Beroggi, and Wallace (2001) suggest that 
improvisation consists of reworking knowledge “in a novel way in time to fit the 
requirements of the current situation” (p 32). This definition emphasises the importance 
of previous training and experience, which all come together during improvisation. 
Although improvisation may appear as an ad-hoc activity, it is affected by experience, 
training, team-work, sensemaking and real-time information (Cunha, 1999; Grote, 
Weichbrodt, Günter, Zala-Mezö, & Künzle, 2008; Mendonça & Fiedrich, 2006; Trotter 
et al., 2016; Vera & Crossan, 2005).  



 
Resilience Engineering (RE) is an approach to safety stemming from perspectives and 
traditions in CSE. A key assumption in RE is that failures and successes are seen as 
coming from the same underlying processes and therefore safety cannot be understood 
by eliminating risks (Hollnagel et al., 2008). RE aims to better understand what makes 
systems able to adapt under varying conditions on “how to help people cope with 

complexity under pressure to achieve success” (Woods & Hollnagel, 2006b, p 1). 
Resilience Engineering is a young field of research, first defined at a symposium in 
Sweden 2004. Since then several books have been published outlining the main 
concepts (Hollnagel et al., 2008; Hollnagel, Pariès, Woods, & Wrethall, 2011; Hollnagel 
et al., 2006; Nemeth & Hollnagel, 2014; Nemeth, Hollnagel, & Dekker, 2009), six 
Resilience Engineering Association Symposia2 have been held and in 2015 a special issue 
in Reliability Engineering and System Safety on the topic has been published (Nemeth & 
Herrera, 2015).  

The concept of resilience was first introduced into systems theory through the work 
of Holling (1973) in the field of ecology. While resilience in ecosystems had previously 
been understood as the time it takes to return to a stable state following a disturbance, 
Holling expanded this view by describing an ecosystem’s ability to absorb changes of 

state, and remain cohesive despite extreme pressures (Walker & Cooper, 2011). In the 
last three decades, the popularity of the concept has steadily grown and is applied in many 
fields, including psychology, engineering, management sciences, ecology, safety and 
more. Views on what the concepts means and how it is applied varies. For example, in 
psychology resilience refers to an individual’s or groups ability to successfully cope with 
traumatic events (Masten, 2001), in engineering  to the degree to which a structure like a 
building can return to baseline following a disturbance (McDaniels, Chang, Cole, 
Mikawoz, & Longstaff, 2008), in management sciences it can be about abilities to 
withstand difficult economic conditions (Simmie & Martin, 2010), or cope with 
emergency response; that is, the ability and speed to which critical systems can sustain 
operation and be restored following a disturbance (Manyena, 2006) and in ecology, it 
signifies the system’s ability to avoid irreversible degrading (Zolli & Healy, 2012).  

This thesis focuses on system abilities to adapt its performance to “handle disruption and 

variations that fall outside of the base mechanism/model for being adaptive as defined by 
that system” (Woods, 2006, p 21). Resilience is a shift in perspective, from traditional 
approaches of relying on predictions (based on analysis in hindsight) to an acceptance 
that unexpected events are to be expected in complex systems. It is about being proactive, 

2 Papers can be viewed at http://www.rea-symposium.org/ 



with the aim to prepare systems to cope with variation and stay alert to system variations 
and the changing shape of risk. Resilience is concerned with how systems “stretch” to 

cope with disturbances and variations as a system is being pushed toward and beyond its 
boundaries (Cook & Rasmussen, 2005; Woods & Branlat, 2011), also described 
as graceful extensibility (Woods, 2015). The central part of this perspective is the 
system’s ability to adapt, which differs from perspectives of resilience as being robust, 
that is, its ability to absorb change, and resilience as the ability to rebound, that is, to 
return to its original state (see e.g., Woods, 2015). A system’s resilience is, in this view, 

determined by its abilities to cope with events that are unexpected or that do not fit the 
preconceived plan. In this thesis, “outside textbook performance” is commonly referred 

to, and describes what falls outside the system’s designed-for-uncertainties. (Hollnagel, 
2012b; Woods, 2006). On the contrary to what is perhaps the most common way to talk 
about resilience, as something you “have”, resilience here is viewed as something a 

system does (Wears, 2011). This view suggests that a system does not acquire or hold on 
to resilience, but an emergent phenomenon, something that transpires in a particular 
situation. Resilience is reflected in how well a system copes with current demands and 
variations over time. Assessing how resilient a system thus concerns assessing the 
potential for resilience, focusing on identifying factors that enable resilience (Hollnagel, 
2011; Mendonça, 2008). Hollnagel (2009) describes four central abilities to characterise 
and assess resilient systems; anticipate what may happen (what to expect), monitor what 
is going on (what to look for), respond effectively when something happens (what to do) 
and learn from past experiences (knowing what has happened).  





 

In this chapter the methodologies used in this thesis are presented, including general 
characteristics of studies in CSE, the data gathering methodologies used in this thesis, and 
the methods and analysis processes applied in the individual studies. For a discussion on 
the methodology, see Section 5.2. 

 
In the field of CSE, people and technology are studied in the context in which they 
work. Areas of investigation include joint system efforts, interactions and relations 
between system parts, and phenomena that emerge through system interactions (Woods 
& Hollnagel, 2006a). The methodological principles of RE are similar to CSE, with a 
focus on adaptive abilities and what happens as a system is being pushed toward and 
beyond its boundaries, or how a system stretches (Woods & Hollnagel, 2006a), and on 
the importance of understanding both successes and failures (Hollnagel, 2012b). 

Woods and Hollnagel (2006a) identify classes of methods to study joint systems: 
naturalistic observation, simulated task environment and lab experiment. Naturalistic 
observation (Flach, 2000) include a variety of ethnographical approaches to collect 
observations made in situ; that is, in a field setting. Studies in the field are characterised 
by a natural setting and the manner (subjective interpretation) in which they are 
conducted (Frankfort-Nashmias & Nashmias, 1996). A main aim of naturalistic 
observation is to unravel the complexities of the work environment and activities (e.g., 
Koopman & Hoffman, 2003; Patterson, Woods, Cook, & Render, 2006). Simulated task 
environments, or experiments-in-the-field, involve simulating a staged or scaled 
environment to capture features that are believed to be the critical in the situation. A 
challenging but critical issue for conducting such experiments is to design the problems 
faced in the scenarios, as they represent what is expected to be important to the studied 
phenomena. A deep understanding of the mapping between the target situation and the 
test situations is required to allow items of interest to be made tangible, hence, 
observable (Woods & Hollnagel, 2006a). Highly realistic simulations include many of 



the constraints occurring in natural environments, enabling people’s expertise in the 

environment to apply to the simulation or exercise. Simulated task environments enable 
measurement of performance at many levels, consequence-free evaluation of naturally 
high-risk activities, and higher control of constraints in the environment than natural 
environments, although lower than in a laboratory setting (Flach, 2000). Lab 
experiments refer to methods used to pick out variables and test in experimenter-created 
situations.   

Interpreting and analysing data of joint systems can be done by “tracing the process” for 
how the JCS responds to challenges (Woods & Hollnagel, 2006a). A process tracing 
analysis can, for instance, be done as a description of performance on different levels of 
abstraction, from raw data, to context specific analysis, to a formal and subsequently a 
more conceptual level of description (Hollnagel, Pedersen, & Rasmussen, 1981; Woods, 
1993). Performance descriptions can be contrasted to cases across scenarios, domains and 
artefacts, aiding the analyst to abstract patterns of performance (Woods & Hollnagel, 
2006a). To identify patterns requires the ability of the researcher to immerse into the 
“messy details” of technical work, and at the same time not get lost in the details of the 
setting (Nemeth, Cook, & Woods, 2004). However, patterns are not necessarily “right”, 
or a “truth” that everyone can agree on, but an observation that can be revised as new 

discoveries are made and new situations arise (Woods & Hollnagel, 2006a).  

As outlined above, research in CSE and RE is largely informed by field studies; observing 
and describing work in natural settings. A joint systems approach can thus be said to rely 
largely on interpretivist studies, as it is assumed that knowledge is gained through “social 

construction, consciousness, shared meanings, documents, tools, and other 
artefacts” (Klein & Myers, 1999). Interpretivist studies thus seek insights into how 
people, in a context, make sense and ascribe meaning to surrounding 
phenomena (Orlikowski & Baroudi, 1991). The focus of the studies in this thesis has been 
to examine cases on how people cope with variations and unexpected events. The studies 
employ a qualitative and interpretivist research approach, and methods of data gathering 
include interviews, focus groups and observations. These methods are detailed below.  

 
Observing practitioners in a natural or staged environment is a central technique in a joint 
systems approach. The main goals of observations are to describe the setting, actions 
taking place, and the meaning behind the actions (Frankfort-Nashmias & Nashmias, 
1996). There are different types of observation methods which can be applied, for 
example, open-ended naturalistic observation (does not build on a hypothesis) and various 
degrees of active/passive participant observation (Patton, 1990). A main advantage of 



observations is directness (Frankfort-Nashmias & Nashmias, 1996), allowing the 
observer to study behaviour as it occurs.  

Interviews are an important tool to gain details of cognitive work, and are conducted with 
different approaches depending on the purpose of the study. Gathering data through 
interview techniques, eliciting narratives, or “stories”, have the advantage of offering 
insights into how work is perceived by the individual telling the story. Interviews allow 
discoveries to be made through the investigation of the thought processes and 
interpretations made by the interviewee. Interview data can go beyond describing 
performed work, through identification of perceived relationships to, for example, 
supporting technology and different goals (e.g., Cook & Rasmussen, 2005; Koopman & 
Hoffman, 2003; Miller, Patterson, & Woods, 2006; Woods & Hollnagel, 2006a). Such 
techniques are useful when studying, for example, decision making (Crandall, Klein, & 
Hoffman, 2006; Klein, Calderwood, & MacGregor, 1989), sensemaking (Klein et al., 
2007; Klein, Pliske, Crandall, & Woods, 2004) and to illustrate multiple perspectives of 
a work setting (Cook, 1998).  

In this thesis, semi-structured interviews and focus group discussions have been used. In 
semi-structured interviews the interviewer prepares questions and guides the respondent 
to ensure important topics are covered, also allowing the respondent to elaborate on the 
topics discussed (Patton, 1990). General guidelines for planning interviews include doing 
a background check of interpersonal factors and previous experiences, relationships 
between the participants (if group interviews are involved) and the environment in which 
the discussions are to take place (Wibeck, 2000). Interview techniques developed to study 
cognition in a real-world context include, for example, the Critical Incident Technique 
(CIT) (Flanagan, 1954), the adapted Critical Decision Method (CDM) (Klein, 
Calderwood, & MacGregor, 1989), and various forms of cognitive task 
analysis (Crandall, Klein, & Hoffman, 2006). CDM is applied in one of the thesis studies. 
The method, like other cognitive task analysis methods, is intended to reveal information 
on human expert knowledge and thinking processes, particularly in settings governed by 
complexity, time pressure and a dynamic environment. For a review of studies applying 
CDM see Hoffman, Crandall and Shadbolt (1998).   

Group interviews can vary in structure; from open discussions based on a theme to more 
structured questions (Patton, 1990). A popular approach in group interviews is focus 
groups. In focus groups “people are brought together to participate in a discussion of an 

area of interest” (Boddy, 2005, p. 251). Focus group methods have largely been 
developed for, and widely used, in market research (Morgan, 1997). Today, however, the 
method is increasingly used in an academic setting (Boddy, 2005; Wibeck, 2000). The 



method has been found suitable to explore new research areas and examine well-known 
research questions from a new perspective (Morgan, 1997). Focus group topics are 
prepared to gain insights into one or several topic(s), and can also aim to examine the 
interactions and different points of view of the participants (Morgan, 1997).  Focus 
groups generally tend to be less controlled by the moderator than most group discussion 
techniques, allowing broad and in-depth discussions (Boddy, 2005). In focus groups, 
interactions between the participants are viewed as an essential part and participants are 
commonly chosen based on this criterion (Wibeck, 2000).  

 
Table 1 offers an overview of the studies, including the papers, study focus, data-
collection and analysis technique. The details of study design and analysis are further 
outlined belo. See the introduction section (Section 1.5) for details on the author’s 
contributions in the studies. 

Table 1. Overview of studies 

Paper Study focus Method Data collection Analysis 
process 

Study 1 
(Paper I) 

Crisis management 
exercise, team 
coping with loss of 
key personnel 

Simulated task 
environment 
 
After-action 
review (group 
interview) 

Observation notes 
Video recordings 
Voice recordings 
Communication logs 
Photographs 
Notes from participants 
 

Episode analysis 
 

Study 2 
(Papers II 
& III) 

Learning from what 
goes right in high-
risk work 

Focus group 
discussions 
 

Interview notes 
Voice recordings 
Notes from participants 
 

Transcript coding 
using iterative 
bottom-up and top-
down approaches 

Study 3 
(Paper IV) 

Sensemaking 
following surprise 
in cockpit 
operations 

Semi-structured 
interviews 

Interview notes 
Voice recordings 

Transcript coding 
using iterative 
bottom-up and top-
down approaches 

 
Background and study set-up 
The study in Paper I was based on a real-time role-playing exercise carried out by the 
Swedish Response Team (SRT). The SRT is a taskforce with flexible composition, 
assembled based on the needs of the crisis, whose primary task is to assist Swedish 
citizens living or visiting an area affected by a crisis, such as a natural disaster or terrorist 
attack. Typically, an initial assessment team consisting of eight persons leave Sweden, 
followed by a base unit, consisting of a group of commanders (six persons), a command 



staff (eighteen persons) and three field support teams (eleven persons in each 
team) (Kulling, Sigurdsson, & Hamberger, 2008; Larsson, 2008). The role-playing 
exercise design targeted the command staff of eighteen persons. All other parties (SRT 
support teams, authorities, affected citizens) were played by the exercise organisers.  

A preceding interview and focus group study with SRT command team members guided 
the scenario and study design (Lundberg & Rankin, 2014; Trnka et al., 2016). The 
interview and focus group discussions focused on the participants’ experiences in 
operations following the Tsunami in 2004 and the Lebanon crisis in 2006. Results showed 
that improvisation is an important part of the SRTs work, and that role-switching happens 
in real-time operations. The participants mention that role flexibility has many positive 
qualities, including: completing tasks despite a lack of resources, positive team-building 
effect and increased endurance of the team (Lundberg & Rankin, 2014; Trnka et al., 
2016). Problems with role flexibility include: decreased efficiency and increased 
workload due to unclear organisational structure and inefficient planning, increased 
burden for all team members as people in new roles require more guidance, and that 
people may get stuck in temporary roles. Further, participants mentioned that more varied 
training scenarios with different structures and settings would be useful. The exercise and 
study design was thus aimed at creating a dynamic and non-routine situation in which the 
participants would be forced to take on roles outside their field of expertise.  

The scenario of the role-playing exercise was based on a real event: the 2007 California 
Wildfires3. According to the scenario, around 20,000 Swedish citizens were in the 
affected area, and a large number of citizens were requesting assistance from the Swedish 
embassy. The SRTs mission included an assessment of needs, and support for the 
Swedish authorities and citizens in the affected area. The main tasks of the exercise 
participants were to: (a) establish a command post, (b) establish a functional command 
staff, and (c) initiate activities in line with the mission objectives. The exercise lasted for 
four hours, and was followed by a one-hour after-action review. During the after-action 
review the participants were asked to reflect on their own and on their team’s 

performance. For more information on how the simulated role-playing exercise was 
designed and carried out, see Trnka et al. (2016). The author of this thesis joined the 
research team after the focus group studies and the design of the exercise were carried 
out. However, the author did perform an analysis on the topic of flexible roles, based on 
the material gathered in the interviews and focus groups (Lundberg & Rankin, 2014; 
Rankin, 2009; Rankin, Dahlbäck, & Lundberg, 2013). 

3 For overview see: http://www.fire.ca.gov/fire_protection/downloads/siege/2007/Overview_CompleteFinal.pdf 



Participants 
Participants in the role-playing exercise were operational personnel, acting in their 
professional functions. Under normal circumstances, the command staff includes 
eighteen members in total, but in the scenario this number was intentionally reduced to 
eleven to create a situation that was “stressed”; that is, a situation where available 
resources did not meet actual needs. For an overview of role assignments and role-
switching, see Trnka et al. (2016). Expertise missing in the command team were medical, 
fire engineering, safety, ICT/communications, and crisis support expertise. This 
arrangement created a situation where participants had to take on multiple roles, 
sometimes outside their field of expertise, to accomplish the SRTs tasks in the 
exercise. Two hours into the exercise, a logistician carried out an improvised role as the 
‘safety and health protection’ function, and the analysis/planning and media staffed the 

communications function. These two functions are in focus in Paper I. 

Data collection and analysis 
The analysis of the role-playing exercise involved a triangulation of data, including: 
observation notes from five observers, video recordings, communication logs (phone 
conversations, e-mails, and log-books), photos, and notes written by the participants. 
From the after-action review, voice recordings and participants’ notes were gathered. 

The analysis presented in Paper I focuses on the main task where the command team 
lacked expertise: dealing with an air quality issue. This focus was chosen as a lack of 
expertise on the subject forced the participants to manage a task that was normally 
performed by other roles in the command staff. Sub-tasks included were, for example, to 
increase awareness about hazardous smoke and to gather information on protective face-
masks. 

To structure the data, episode analysis was used (Korolija, 1998; Korolija & Lundberg, 
2010). Episode analysis is a bottom-up, data-driven qualitative method to study 
communication where multiple participants and subject areas are involved. The method 
originates from conversation analysis and includes breaking communication down into 
sub-units, called “episodes” (Korolija & Linell, 1996). Each unit contains an unbroken 
chain of actions internally bound together by a topical trajectory and/or a common 
activity. For example, an episode may start as the issues of air quality are introduced to 
the command team (e.g., a concerned citizen requests information). The episode “air 

quality” would include a mapping of all data gathered that concerns air quality issues 

throughout the exercise. The method has been adapted from the original episode analysis 
methodology to fit the objectives of this study, which includes less focus in detail on how 
individual utterances are structured, and more on the information flow. This adapted style 



of episode analysis has previously been applied to studies of joint emergency response 
operations (Aminoff, Johansson & Trnka, 2007; Korolija & Lundberg, 2010; Rankin, 
Kovordanyi & Eriksson, 2010; Trnka & Johansson, 2009). 

An episode may be broken down into several sub-episodes if an episode has multiple 
parallel exchanges or serves multiple goals. A context-dependent approach (Korolija & 
Linell, 1996) was applied in the exercise analysis, meaning that a new sub-episode was 
defined if an event altered the course of actions taking place. For example, a new sub-
episode was created under “air quality” when concerned field personnel called the 
command team and asked if they should wear facemasks. A second sub-episode was 
initiated when a staff member retrieved information from the Environmental Protection 
Agency, altering the team’s course of action. The same data can thus be a part of several 
sub-episodes and new sub-episodes can spring from previous ones. For the episode “air 

quality”, the focus of Paper I, a total of eleven sub-episodes were identified. Data tied to 
these episodes were transcribed and further visualised on a temporal scale to provide a 
view of available information at a given time (see Paper I for visualisation and further 
details of the analysis).  

 
Background and study set-up 
The focus group study is a continuation of a research project investigating the underlying 
theoretical models used in accident investigations in high-risk organisations in 
Sweden (Lundberg et al., 2009, 2012). In this preceding project, examples of how 
organisations managed variations kept emerging, prompting more directed studies on this 
topic. Focus groups in the current project were used to bring people from different 
organisations and work environments together to discuss situations related to resilience 
and safety culture. The aim was to get practitioners involved in cross-domain discussions 
on learning from “what goes right” and how this could be incorporated into their safety 

work. The study was exploratory with the objective of investigating commonalities 
between organisations using the concept of resilience as a starting point for discussions. 
The main topic of discussion was on work near the margins of safety where people must 
adapt their performance, often outside prescribed textbook scenarios.  

Nine focus groups were carried out on two separate days and each occasion was a full-
day event, starting at 9 a.m. and ending at 5 p.m. The morning session included an 
introduction of central concepts in resilience engineering and safety culture, to make sure 
all participants were familiar with the concepts to be discussed in the focus groups. On 
the first occasion, there were a total of four groups (14 participants) and on the second 
occasion five groups (18 participants). The focus groups were performed in parallel 3-



hour sessions, with three or four participants in each group and one focus group leader. 

The first 45 minutes of the focus group session included a round of introductions and 

reflections on the presentations in the morning session. The participants were given a few 

minutes to write down their thoughts on a piece of paper and then shared their experience 

with the other participants in a round-robin fashion. This step was followed by discussions 

based on pre-prepared questions. The group leaders’ task was not to interfere too much 

in the discussions, but aimed to ensure that all participants had a chance to discuss their 

point of view, and that all the main topics were addressed. Following the focus group 

session each group summarised the results of their discussion and presented it to one of 

the other groups (15 min presentation). The other group was encouraged to ask questions 

and reflect on the results from the presenting group. Two or more different organisations 

were represented in each group. The day ended with a half-hour summation of key issues 

that had been raised during the day, for all participants. Results from the first four focus 

groups provided many examples of everyday work situations that require local 

adaptations to cope with hazardous situations. The topic of the five remaining focus 

groups was consequently narrowed down to “working near the safety margin”, focusing 

on everyday situations where adaptations were made to cope with fluctuating demands. 

Details of the study set-up and the discussed topics can be found in Appendix A. 

 

Figure 1. Focus group session (Paper II). 

Participants 

Nine focus groups were conducted with a total of 32 participants. The participants all 

worked with safety-related issues as well as incident and accident investigation in safety-

critical domains. The following domains were represented (with number of participants): 

Patient Safety (13), Nuclear Safety (8), Occupational Safety (3), Air Traffic Control 



Safety (2), Maritime Safety (2), Emergency Services Safety (2), Railway Safety (1) and 
Road Safety (1).  

Data collection and analysis 
All focus group sessions were recorded and the audio files transcribed. The transcriptions 
were coded using iterative bottom-up and top-down approaches. The transcript data was 
first split into categories based on the main topics of the focus group discussions. A 
bottom-up analysis was then performed, allowing new categories and sub-categories to 
emerge from the data (Miles & Huberman, 1994). A total of 73 examples of situations 
where people work near the margins of safety were identified. In 17 of the examples, 
sharp-end strategies to cope with the situations were identified, and these were used as a 
basis for further analysis and development of the strategies framework.  

Three theoretical frameworks were applied to the 17 cases and the analysis was reviewed 
by two other analysts. Two of the frameworks have previously been used to guide analysis 
of system resilience abilities (Furniss et al., 2011; Hollnagel, 2009). The framework 
developed by Furniss and colleagues aims to identify common features of resilience 
manifestations across domains. Hollnagel's “four cornerstones” framework describes the 

four main system capabilities critical for resilience. The third framework (Hollnagel et 
al., 1981) structures data on different levels of abstraction, from raw data to a formal and 
subsequently a more conceptual level of description. The result of the analyses was the 
development of the strategies framework and the variety space diagram. 

 
Background and study set-up 
This study was carried out as part of the EU FP7 “Man4Gen” research project4. The 
project aim was to identify factors that affect the ability of flight crews and aircraft to 
handle unexpected events. This study was carried out during the first year of the project 
to frame core concepts, and to gather contextual details of surprise situations in cockpit 
operations for use in subsequent simulator experiments. 

The interview guide consisted of two main parts. The first part focused on specific events, 
and the pilots were asked to describe a recent situation where they felt surprised. The 
development of the questions was guided by the Critical Decision Method (Klein, 
Calderwood, & MacGregor, 1989). Following the pilot’s initial description of the event, 

follow-up questions were used to encourage the respondents to reflect on their 
experiences regarding why the situation was surprising, what information was considered, 

4 Manual Operations for 4th Generation Airliners (2012-2015), http://man4gen.eu/ . 



and how the crew decided on a course of action. The surprise situations described by the 
pilots varied in type, and thus the thoroughness of questioning also varied to fit each case 
described. Further, the length and depth of the descriptions were fitted to the time 
restrictions of the interview. The second part of the interview included questions designed 
for more general reflection on surprise in cockpit operations, and in relation to the areas 
central to the overall project: confusion and problem solving, automation and system 
knowledge, manual control, training, procedure applicability and team 
work/communication. The full interview protocol can be found in Appendix B. The 
protocol was used as a guide to ensure all key areas were covered and not every question 
was utilised for each interview. 

Participants 
Semi-structured interviews were carried out with 20 pilots. Each interview lasted between 
50 and 90 minutes, depending on the length of the responses given, and time availability. 
The experience and qualifications of the pilots ranged from first officers to captains, flight 
instructors, and training and safety managers from several different western-European 
airlines. The overall experience level of the pilots was high, with 14 out of 20 participants 
being instructors and examiners. The average number of flight hours of the participants 
was 10,892 and the average age 49.  

Data collection and analysis 
The analysis was carried out in three steps: (1) transcription, (2) data tagging and, (3) 
identifying sensemaking patterns following surprise. The interviews were transcribed in 
full. A total of 48 surprise situations were extracted from the transcribed interview data. 
The cases were tagged according to the sensemaking activities, and key areas for 
investigation (mentioned in the study set-up above). A bottom-up approach was also 
applied allowing new categories and sub-categories (tags) to emerge from the extracted 
data, based on relevant data that did not fit the pre-defined categories (Miles & 
Huberman, 1994). The final step of the analysis included an iterative cross-case analysis 
to identify patterns of what enabled and disabled the re-framing process following 
surprise. The cross-case analysis involved comparisons of the similarities and differences 
of the cases. Nine categories of challenges relating to the re-framing process were 
identified in the analysis: (1) absence of salient cues, (2) passive and insidious 
disturbances, (3) conflicting data, (4) getting stuck in narrow interpretations, (5) sudden 
changes and rapid transitions, (6) coping with insufficient system knowledge, (7) multiple 
goals and trade-offs, (8) uncertainty management, and (9) roles and communication. See 
Paper IV for details of the analysis and an illustrative example for each category.



 

4  

This chapter presents the main findings in Paper I – IV, including a brief overview of the 
main results from each study, a cross-analysis of the 16 cases presented in the Papers, and 
an overview of the framework and models developed.  

 
Table 2 offers an overview of the four papers, including the work domains represented, a 
brief description of the topic and the number of cases presented in each paper. For the 
details of each study, see the individual papers. 

Table 2. Overview of attached Papers and number of cases presented in each Paper. 

  Work domain(s) Description Number of cases 
(Table 3) 

Paper I 
  

Crisis management Case study of a command team 
adapting to the loss of key personnel  

1 
(case 1) 

Paper II 

Maritime, Health care, 
Nuclear, Rail, Road, Air 
Traffic Control, 
Emergency services, 
Occupational safety 

Everyday situations in safety-critical 
domains where people adapt to cope 
with variations and disturbances 

6 
(cases 2-7) 

Paper III Crisis management, 
Health care 

Same as Paper II. Focus on coping 
with major disturbances, and the 
importance of sharp-end/blunt-end 
interactions 

2 
(cases 1 and 7) 

Paper IV Aviation Sensemaking in cockpit operations 
following surprise 

9 
(cases 8-16) 

 
The aim of the study presented in Paper I was to deepen the understanding of the 
processes taking place during improvised work ‘‘as it happens’’. Crisis situations are 

often characterised by ambiguous and unplanned-for events and the need for improvised 
roles can therefore be of great importance to cope with the dynamic events during a crisis.  



 

Figure 2. Command team meeting. 

The in-depth analysis of communication and information sharing of the command team 

offers a closer look at factors contributing to successful adaptation and system 

vulnerabilities. Following the loss of one third of the staff members the command team 

quickly restructured the team. The team was successful in swiftly assigning new roles, 

prioritising tasks and setting up a plan of action. However, the analysis reveals several 

vulnerabilities stemming from the new command structure. For example, critical 

information was misinterpreted, including information about the necessary face-mask 

protection, which may have had severe consequences if gone unnoticed. Another example 

was a mix-up of emergency phone numbers, which may have caused problems further 

down the line. The team’s difficulties in managing the disturbance stems from multiple 

sources, including, language and communication, domain knowledge and organisational 

structure. Based on the analysis three suggestions for improving the team’s ability to 

support flexible roles are: (1) train to take on the responsibility for tasks and roles outside 

one’s professional area of specialisation, (2) develop more formal routines for hand-overs 

of roles and tasks and (3) improve routines for information sharing. 

 

The study examines situations where people adapt their performance to deal with the 

demands of their everyday work environment. The examples, gathered through focus 

group discussions, demonstrate how: (1) current procedures and system barriers do not 

sufficiently cover the risks created in the situations described and (2) local adaptations of 

the work environment are developed at the sharp end to minimise these risks. In some 

situations, adaptations work well locally, but create new risks as circumstances in other 

parts of the system change. External forces, system design and multiple (sometimes 



conflicting) goals are some of the factors that affect the outcome of the situations. The 
results underline the need to study “work-as-done”, to understand why things go right, 

and why they sometimes go wrong. The analysis focuses on how adaptive performance 
in complex socio-technical systems can be characterised and analysed. Based on 17 cases 
(6 examples are presented in Paper II) a strategies framework for analysing adaptive 
performance was developed. The framework is presented in more detail in Papers II and 
III and in Section 4.8.1.  

In Paper III the strategies framework is further explored through two cases: a crisis 
management team coping with the loss of key personnel (see Paper I) and a maternity 
ward coping with an overload of patients (see Paper II). The distinction between work-
as-imagined and work-as-done is emphasised, as well as the importance of connections 
between the sharp end and the blunt end. Main results include a control-loop model to 
illustrate the cyclic nature of adaptive systems and highlight the importance of 
sensemaking as an enabler for successful adaptations. Additionally, the Paper offers a 
discussion on the integration of the strategies framework with traditional accident and 
risk analysis methods. 

 
In Paper IV unexpected events in cockpit operations are examined. Through cases derived 
from interviews with pilots, the re-framing process following surprise is investigated. The 
study reveals several important issues regarding challenges and possibilities for pilots to 
maintain control in surprise situations. Nine categories of challenges with the re-framing 
process are identified, including: (1) absences of salient cues, (2) passive and insidious 
disturbances (3) conflicting data, (4) “getting stuck” in narrow interpretations, (5) sudden 
changes and rapid transitions, (6) coping with insufficient system knowledge, (7) multiple 
goals and trade-offs, (8) uncertainty management and (9) roles and communication. An 
example case of each category is presented in Paper IV.  

Strategies to cope with unexpected events include anticipatory strategies to “stay ahead 

of the aircraft”, and are used to keep the frame updated and avoid surprise. Expectations 
guide where attention is focused, making anticipatory strategies key to increase pilot’s 

ability to question their current frame (i.e., their understanding or mental model), to 
switch frames rapidly, and to counteract getting stuck in frames or even being surprised 
in the first place. The findings imply that it may not be sufficient to rely on simple 
strategies to cope with unexpected events, it requires more elaborate frames that are built 
through experience. Sensemaking activities to cope with the unexpected event are 
identified, including activities found in previous studies (Klein et al., 2007), and two new 
sensemaking activities: rapid frame-switching and abandoning the search for a frame. 



Rapid frame-switching requires an action within a very short time frame as a response to 

an external event, and represents the critical ability of a pilot to quickly switch frames. 

Abandoning the search for a frame is the decision to stop an active search for a coherent 

frame, a strategy to cope with uncertainty. By turning the automation off the pilots 

simplify the system configuration and enable the use of a known frame.  

 

Figure 3. Cockpit simulator A320. 

The findings raise important issues regarding pilot training-programs. Training programs 

today mainly focus on aiding pilots to tackle specific known problems through 

procedures. Findings in the study suggest that training programs should support pilot 

abilities to detect and identify problems, and decide on a course of action. This may 

include abilities to identify the connection between system parts, and identify critical 

cues. Based on the results three critical areas are identified that deserve further attention 

to improve pilot abilities to cope with unexpected events: (1) further investigation into 

what enables and obstructs the re-framing process, (2) exposure to surprise situations in 

training to develop re-framing strategies (3) identification of control strategies as part of 

the re-framing process when aspects of the situation are not clearly specified. A crew-

aircraft sensemaking model is developed based on the COCOM (Hollnagel & Woods, 

2005), highlighting the core concepts of the sensemaking process. Further, the original 

Data/Frame (D/F) model (Klein et al., 2007) has been adapted to include the sensemaking 

activities found in the studies. The two models are described in more detail in Paper IV 

and in Section 4.3.2.  



 
The aim of this section is to bring together the findings from the different studies, 
allowing a reflection of similarities and differences across cases. The analysis should be 
viewed as an attempt to explore the process of cross-analysing cases to generalise results. 
It is recognised that the cases are divers, varying in type and depth, and thus the ability to 
draw general conclusions about adaptive performance is limited. It should be noted that 
the presentation in this section builds on the 16 cases presented in the papers and not on 
the complete material underlying the studies in each paper.  

Table 3 offers an overview of the analysis of the 16 cases presented in the four papers. 
The categories displayed in Table 3 were chosen based on availability of comparable data. 
Column 2 presents the work domain and case name. In column 3 the context describes 
the general setting, or situation in which the adaptation takes place. In column 4 
the adaptation activity describes the strategy (as described in Paper II and III) or the 
sensemaking activities (as described in Paper IV). Column 5 presents 
the adaptations, which have been clustered into four categories, or four strategy types: re-
structure roles and functions, increase margins, increase monitoring, extend/compare 
knowledge. Each type is described in more detail in Section 4.2.2. Column 6 presents the 
enabling/disabling factors related to the strategy based on six main categories identified: 
resources, sensemaking, problem detection, team work, system flexibility and domain 
knowledge. In column 7 it is noted if the situation is a regular or an irregular 
situation. Regular situations include cases that describe daily situations, commonly the 
result of everyday system performance variability, such as a nurse organising medicine 
packages or a crew forgetting an item on the checklist. Note that everyday examples do 
not necessarily imply that the situation falls within the systems designed-for-
uncertainties. The irregular situations include cases that are less frequent and fall outside 
of the category of what is expected from everyday variations, such as a command team 
not able to reach the site of the crisis or multiple system failures in the cockpit during a 
commercial flight.  Cases 9 and 12 from Paper IV are noted as regular/irregular, as the 
type of case (pressing a wrong button and not noticing passive failures) were seen as 
“regular” occurrence in cockpit operations, although the particular problems described in 

each case are “irregular” occurrence.  In Figures 4 and 5 they are noted as “regular”.
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As demonstrated in the cases, work processes in complex systems are associated with 
variations and unexpected events, and require people to adapt their performance. The 
cases exemplify that different system parts are a source of variability, including, people, 
technology and the environment. In this section, a few prominent factors found in the 
cases exemplify system variations. However, it should be noted that it is not the individual 
variations that create the need to adapt, the need to adapt arises in the interaction with 
other system parts.  

Environmental factors that cannot be controlled by the system can be described as 
external factors. These include, for example, weather (cases 1, 2, 9, 14), receiving 
incorrect information (case 3), late passengers (case 4) and number of patients at a 
hospital (case 7). Factors that are governed by the organisation can be described as 
internal factors, which contribute to the contextual constraints at the sharp end, and 
include, for example, production pressures, work facilities and rules and regulations (e.g., 
cases 4, 6, and 14).   

Human performance variability is exemplified in several cases. In case 6 the nurses re-
organise medicine packages to decrease the risk of taking the wrong medication, and in 
case 12 the captain accidentally presses the TOGA button (causing the aircraft to go into 
a go-around), instead of disarming the automatic thrust, as the airplane comes in for 
landing. In case 8 the crew forget to turn on the second auto-pilot and in case 16 a four-
person crew and a technician run into difficulties as they cannot reach consensus on how 
to perform the landing. 

Technological failures are a factor in several of the cases: 5, 10, 13 and 15. Three out of 
the four cases demonstrate difficulties in crew-automation coordination in the cockpit. 
The complex automated systems logic and non-transparent system feedback creates 
uncertainty and misunderstandings (cases 5, 8, 9, 10, 11, 13, 15). Crew-automation 
coordination is not only a challenge following system failures, but may also become a 
factor in combination with the need to go-around (case 8), and sudden and unexpected 
changes in weather (case 11). Similarly, in a nuclear setting the source of a malfunction 
of the system is hard to identify, as the operators inherently simplified models of the 
system are not sufficient to locate the source of the problem (case 5). 

Adaptation reverberations and sharp-end/blunt-end interactions 
Just as all system parts may be a source of variability creating the need for adaptive 
performance, an adaptation that allows the system to cope with a disturbance creates new 
vulnerabilities (and opportunities); that is, adaptation reverberations.  



Some adaptation reverberations are easy to detect. For example, adapting a system to 
current conditions may require a shift in resources by moving them from one part of the 
system to another (cases 1, 6, 10, 14 and 15). A re-organisation may be very effective as 
it allows an increase in resources where it is necessary, such as in case 1 where the 
command team had lost important function. However, as shown in several cases a re-
organisation also contributes to an increased pressure on existing resources (e.g., cases 3, 
10 and 15). In case 3 the sharp-end adaptation of pushing and pulling people off the train 
absorbs resources designed for other areas of operation. In cases 10 and 15 the pilots are 
not only coping with uncertainty and unknown system failures, but are also required to 
focus their attention on flying the aircraft manually.  

As unplanned adaptations are necessary in complex systems, it is in many cases 
acceptable that new vulnerabilities emerge, such as in the cases of manual flying (case 
10, 13 and 15) or role improvisation (case 1). However, reverberations can be hard to 
detect and their identification may be particularly troublesome in situations where the 
connections are loosely coupled.  For example, in case 6 the local adaptation of ordering 
medication packages from specific pharmaceutical companies to get colour variation 
failed when the order was automatically placed at a different company due to medication 
being out of stock. The nurses where not informed of the switch contributing to an 
increased vulnerability in the system. Potential harmful side-effects such as this 
demonstrates the importance of local adaptations being communicated and acknowledged 
upward (blunt end) and downward (sharp end) in an organisation.  

Well-functioning sharp-end/blunt-end interactions are a central part of adaptation 
reverberation. Case 7 exemplifies a strategy that can start out as local adaptations (sharp 
end copes with many patients) but over time be implemented as a procedure (blunt end 
enforces new “high workload procedure”), signifying not only that the system can 

respond by adapting to a harmful situation, but also learn from it. This organisational 
learning can be compared to case 5 where a mobilisation of resources resolved the 
immediate problem (sharp end get expert help from neighbouring plant) but no effort is 
made at the blunt end to acknowledge the exposed system brittleness and learn from the 
incident. Further demonstrated in the examples is the power of complementary strategies; 
that is, strategies from several levels of the organisation working toward the same goal 
(case 4). As the blunt-end-induced strategy in case 4 (closing the door 30 seconds prior 
to departure) reduces the disturbance this rule enables the sharp end staff to free more 
resources and better manage the unsafe situations. 

 



 

By analysing and comparing the 16 cases presented in Table 3 four generalised strategy 

types are identified. The four types are: (1) re-structure roles and functions, (2) increase 

margins (create barriers, prioritise), (3) increase monitoring (anticipatory) and (4) 

extend/compare knowledge. Figure 4 shows how each case maps to one or several of the 

identified strategy types.  

Strategy Types

Case 2

Case 6

Case 9 Case 5

Case 1

Case 7

Case 12

Case 15
Case 4

Case 10

Case 14

Case 16

Re-structure Roles 
and Function

Increase Margins
(Create Barriers, 

Prioritise)

Increase Monitoring
(Anticipatory 

Thinking, Overwatch)

Extend/Compare 
Knowledge

IrregularRegular

Crisis/Emergency 
Management

Aviation

Health Care

Other

Crisis/Emergency 
Management

Aviation

Health Care

Other

Figure 4. Strategy types used in the cases presented in Table 3. Cases 3, 8, 11 and 13 are 

not included as no strategy was available. The left side presents regular situations and 

the right side irregular situations. 

Re-structure roles and functions 

By changing its structure, a system can adapt to cope with new situation demands. A re-

structuring pattern is exemplified in cases 1, 2, 10, 13 and 15 (see Figure 4). In case 1 the 

command team re-structure the roles and set-up of the team to compensate for the loss of 

key personnel. A lack of domain knowledge and people in multiple roles create new 

system vulnerabilities. However, it allowed the team to sustain operation and assist 

afflicted citizens. In case 2 a re-structuring of the crew is part of the systems procedure 

to cope with challenging outside conditions (e.g., bad weather, busy ports). By assigning 

monitoring functions and carrying out swift actions the crew manage to cope with small 

margins. In cases 10, 13 and 15 the pilots cannot trust the flight systems, and decide to 



disconnect them and fly the aircraft manually. In other words, the crew re-distribute the 
functions and roles of the joint system to take control of the situation.  As mentioned also 
in case 1, although the coping strategy is necessary, it makes the crew-aircraft system 
more vulnerable and susceptible to performance breakdowns, as the prioritised activities 
are time-consuming. 

Increase margins (create barriers, prioritise) 
Increased margins are found in cases 4, 6 and 7. In cases 4 and 6 local barriers are created, 
and may also be described as strategies to “buy time”. In case 4 a new rule is introduced 
that train doors lock 30 seconds prior to departure, giving the train staff increased time 
margins when passengers try to get on the train as it is about to leave the platform. 
Similarly, in case 6 nurses organise the medicine packages to avoid confusion when 
medicine is required promptly. In case 7, the medical team extend their capacity to cope 
with the increasing number of patients by introducing a new priority list.  

Increase monitoring (anticipatory thinking and overwatch) 
Several cases show increased monitoring as a strategy to adapt to the on-going situation 
(cases 2, 4, 12 and 14). In cases 2 and 4 the ship and train crews use the anticipatory 
strategy of increased monitoring to identify potential difficulties in busy ports (case 2), 
and recognising when a passenger may be in danger (case 4). In case 9, increased 
monitoring of outside conditions and automated systems could enable a detection of the 
problem, and thus eliminated the surprise factor. However, in this case the crew were 
flying in cruise, which is seen as the least likely time to encounter any disturbance, 
making minor changes difficult to detect due to non-transparent system feedback (which 
may also be included as a disabler). In case 12 the Pilot Monitoring reports careful 
monitoring of the captain to ensure appropriate actions are performed in a timely manner. 
A similar “overwatch” strategy is presented in case 2 where the Pilot Monitoring on the 
ship searchers for potential dangerous situations as the ship navigates with small margins. 
In case 14 a contributing factor to the surprise is a re-structuring of roles to optimise the 
fly-and-rest schedule. However, as the Pilot Flying gets confused, the Pilot Monitoring 
pays careful attention, and performs tasks not normally assigned to his role.  

Extend/compare knowledge 
In cases 1, 5 and 16 the coping strategy is to acquire the expert knowledge necessary to 
solve the problem. In case 1 the command team contact authorities to fill the knowledge 
gap created when key personnel are lost. In case 5 an expert is called in to help identify 
why power is lost at the nuclear plant. Having too many expert opinions can also be a 
challenge as demonstrated in case 16 where four pilots and one technician try to agree on 
a course of action to safely land an aircraft with a faulty landing gear. 



Regular vs irregular situations 
The cases in Figure 4 have been placed on the left side if they are categorised as regular 
events and on the right side if they are categorised as irregular event. The division of these 
two categories allows the identification of potential differences in adaptive performance 
between more and less expected types of situations. Although the sample size is small a 
few trends are worth noting. For instance, Figure 4 shows that increased monitoring is a 
strategy used for many of the regular situations, while a re-structuring of roles and 
functions, and gaining external knowledge, is a strategy that is more common for the 
irregular situations. This finding suggest that monitoring skills are developed to identify 
and cope with routine variations.   

For the regular events, in cases 2 and 4 the operators learn to look for specific external 
factors, such as other ships at busy port or late passengers getting on a train. In cases 2, 
9, 12 and 14 the monitoring skills are used to support and watch over automated systems 
and co-workers. In cases 4 and 6 the train conductors and nurses respectively develop 
routines to increase their margins and “buy time” to safely cope with known potential 

variations such as late passengers or patients that require immediate attention. Similarly, 
in case 7 (irregular occurrence) the medical staff increase the margins to cope with an on-
going irregular situation, which later turns into a new procedure for “high-workload” 

situation at the maternity ward.    

Not surprisingly the irregular events require more information gathering from external 
parties, as the situations go outside of what can be understood by the operators (cases 1, 
5 and 16). Re-structuring roles and functions is also recurring for irregular events, in large 
because restructuring human-automation functions is a strategy used by pilots to cope 
with uncertainty (cases 10, 13 and 15).   

 
The enabler/disabler categories presented in Figure 5 are some of most prominent factors 
identified across the cases. As previously mentioned, the cases have been analysed with 
different focus, and using different frameworks, which is also reflected in the results. For 
example, the cases in Paper IV are selected and analysed from a sensemaking perspective, 
explaining why many of the cases have “sensemaking” and “problem detection” as a 

central enabler/disabler category. The results in Figure 5 should thus only be viewed as a 
representation of the focus in the analysed cases, and not an exhaustive account of 
enabling/disabling factors. Any generalisation should be done with caution. 

In some sense, enablers/disablers are a dichotomy, as the lack of an enabling factor may 
be described as a disabling factor. In Table 3 it is noted whether the identified factor took 



the role of enabler or disabler for each case. Only a few prominent enabling/disabling 

factors are highlighted below.  

Resources

Sensemaking

Adaptation
Enablers/Disablers

Case 2 Case 3

Case 6

Case 11

Case 12
Case 13

Case 15

Case 10

Case 8

Case 7

Case 9
Case 5

Case 4

Case 1Case 14

Case 16

Problem 
Detection

Regular Irregular

Team Work

System 
Flexibility

Domain 
Knowledge

Crisis/Emergency 
Management

Aviation

Health Care

Other

Crisis/Emergency 
Management

Aviation

Health Care

Other

Figure 5. Adaptation enablers and disablers. The left side presents regular situations and 

the right side irregular situations. 

Resources (including time, staff and equipment) are a key factor in the “regular” 

occurrences. In cases 6, 9 and 12 time is the enabling/disabling factor to manage the 

situation, including taking swift action following surprise in cockpit and time to organise 

medicine packages. Resources also come in the form of available equipment (case 3), and 

staff at the right place and the right time (cases 2 and 4).  

The category of sensemaking (and problem solving) demonstrates the importance of re-

framing to enable a response to a hazardous situation (cases 3, 11 and 12). Time is 

commonly an enabler is such situations, allowing an elaboration and comparing of 

frames. In other situations, the challenge is to detect that there is a problem in the first 

place (cases 4, 8 and 9), or avoid getting stuck in narrow interpretation of a situation (case 

11). Competing tasks and complex technical systems contribute to the challenges of 

detecting that something is going wrong.  Five out of the seven situations referring to 

sensemaking (and problem solving) as a main adaptation enabler/disabler concern cockpit 

operations, reflecting the focus of analysis in cases 8–16. 



Although team work in most situations is a pre-requisite for system operations (e.g., case 
6), it may also be a source of variable performance contributing to difficulties to adapt, 
as demonstrated in cases 14 and 16.  

A main category in the irregular cases is system flexibility, in several situations referring 
to problems in the cockpit systems (cases 10, 13 and 15). In all three cases the confusion 
and uncertainty regarding the automated system lead to the strategy of turning the 
automated systems off and flying manually. When and if automation should be turned off 
in difficult situations is a highly relevant topic in aviation today, as systems advance and 
a younger generation of pilots are increasingly dependent on the functioning of automated 
systems. In cases 1 and 7, system flexibility allows a new team structure to cope with the 
loss of team members (case 1) and a large number of patients (case 2).  

In cases 1 and 5 operators were in situations where their domain knowledge did not fit the 
situations for which they were responsible, and gaining external knowledge was thus key 
to resolve the situation. 

 
As is shown in the three studies there is a great deal to learn from systematic gathering 
and analysis of sharp-end responses to disturbances and unforeseen events. The main 
conclusions of the analysis can be summarised as follows: 

 Analysis of context, the forces and conditions, offer information on (1) what 
underlie the need to adapt and, (2) constrain the ability to adapt.     

  Successful adaptation is not an ad-hoc activity. Adaptations are not always 
successful and (locally) successful adaptations may create brittleness in other parts 
of the system. To increase the potential for successful adaptations requires 
awareness and support through system design and training.  

 To enhance resilience at the sharp end requires support from the blunt end. 
Processes associated with a system’s sharp-end/blunt-end interactions can  reveal 
how sharp-end adaptations may be strengthened, and how they may change the 
system over time.  

 Adaptive strategies and adaption-enabling/disabling factors can be abstracted to 
identify patterns on how systems respond to different types of variations (e.g., 
regular and irregular).   



 
A result of the studies in this thesis is the development of conceptual framework and 
models (hereafter referred to as the models). The models are based on the data gathered 
in the studies, and build on previous theories and models of joint systems. Adapting and 
developing models offers a lens from which to view and structure data. In this sense, a 
combination of bottom-up data driven explorative approach and top-down application of 
previous models and theories has been used. The model development has worked toward 
several objectives, including (1) visually representing the findings, (2) contrasting and 
analysing cases, (3) relating findings to theories and models the field, and (4) developing 
tools to guide researchers and practitioners in analysing adaptive performance.  

Table 4 presents an overview of the models developed. The strategies framework to 
analyse sharp-end adaptations is central in Papers II and III. To support this analysis a 
variety space diagram and control-loop model have further been developed. In Paper IV 
a crew-aircraft sensemaking model is developed to illustrate important parts of 
sensemaking. To support the sensemaking analysis an adapted Data/Frame model further 
visualises the sensemaking activities.   

In this section the models are presented and discussed. First, a summary of the models is 
provided (for detailed and illustrative cases, see Papers II-IV). Second, an illustrative case 
is used to discuss and compare the models (case 1) and, third, conclusions are presented.
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The strategies framework presented in Table 5 has been developed as a tool to describe 

and analyse adaptations (here described as strategies). Models and methods for capturing 

abilities associated with resilience are still rare, and this framework is a starting point for 

systematic gathering and analysis of adaptation-enabling factors and their relation to 

organisational pressures shaping the working environment. Increasing awareness of 

“work-as-done” and its effects on other parts of the system can help improve safety 

through foresight, preventative measures and mitigation of risks.  

Table 5. The strategies framework 

Category Description 

Strategy 

Adaptations to cope with a dynamic environment. Strategies may be 

developed and implemented locally (sharp end) or as part of an instruction or 

procedure enforced by the organisation (blunt end), or both. To examine the 

adaptation effect on the system, strategy opportunities and vulnerabilities can 

be identified. 

Context 

The factors that influence the system’s need to adapt, for example, events 

(disturbances), current demands. Feedback from the context provides input 

for the controller to assess the situation and prepare responses. Feedback may 

be selective or incomplete depending on system design and context. 

Forces and 

objectives 

Data on the manifestation of organisational pressures in a particular context 

(closely related to category above). Forces are pressures from the 

organisation (e.g., profit, production) that may affect intentions and 

performance of the adaptation. Objectives are the organisations overarching 

goals. 

Resources 

and enabling 

conditions 

Enablers for implementation of a strategy. Conditions may be “hard” (e.g. 

availability of a tool) and “soft” (e.g. availability of knowledge). This 

category extends the analysis of context in that it focuses on what allows (or 

hinders) the strategy from being carried out. This analysis can be further used 

to examine systems flexibility. 

Strategy goal 
The identification of what the strategy is aimed at achieving. This can also be 

viewed as an outcome that the behaviour is aimed at avoiding. 

Resilience 

abilities 

Includes the four cornerstones; anticipating, monitoring, responding and 

learning, as described by Hollnagel (2009). The categories help to identify a 

pattern of system abilities (and inabilities) regarding the type of disturbances 

faced. 

Sharp-

end/Blunt-end 

interactions 

Recognition and acknowledgement of the strategy in different parts of the 

distributed system. A system must monitor how changes affect work at all 

levels of an organisation, that is, a learning system will have well-functioning 

sharp-end/blunt-end interactions.  

 

The framework has been developed bottom-up based on examples of everyday work 

situations where people adapt their performance to deal with the demands of their 

everyday work environment. The examples were gathered in a focus group study (Papers 

II and III) and 17 cases underlie the development of the framework (including cases 2-7 

The strategy is a 

function of 

these categories 

Describes 

adaptation 

reverberations 



in Table 3). The strategies framework is presented in Table 5, and the categories in the 

framework target three main areas: (1) an interpretation of the situation in which the 

strategy takes place, (2) enablers for successful implementation of the strategies (3) how 

the strategies affect the overall system.  

The variety space diagram 

The variety space diagram illustrated in Figure 6 aims to support the strategies framework 

analysis by visualising relationships of central concepts. In the model the connections 

between different types of a system variety are presented (Control Variety (CV), 

Sensemaking Variety (SV) and Disturbance Variety (DV)), and the sharp-end/blunt-end 

interactions. Visualising the connections allows a characterisation of different types of 

adaptations, and how well they are supported by management. For a detailed description 

and examples of applying the variety space diagram, see Paper II.  

 

Shifted

Extended

Basic

Variety space 

type

Regular Irrelgular Exceptional

Blunt end

Sharp end

Occurrence

DV

CV

SV

3

Resources 

Enabling conditions

Situational conditions 

Forces

Situational conditions

Forces

Figure 6. The Strategies framework categories illustrated in the variety space diagram 

Control-loop model 

Similar to the variety space diagram the objective of the control-loop model illustrated in 

Figure 7 is to support the strategies framework analysis by visualising the interplay 

between central concepts. Building on the principle of a basic control loop, the model 

serves to recognise the dynamics of a socio-technical environment, by depicting the 

processes taking place as a situation unfolds. The model constitutes two loops; an outer 

loop illustrating the environment, which is affected by external events and changes made 

through adaptations, and an inner loop illustrating the process that constitutes the 

sensemaking variety, including anticipatory abilities, organisational pressures (forces and 

goals), and available resources. For a detailed description and examples of applying the 

control-loop model, see Paper III. 

Control actions are not 

available at sharp or 

blunt end (dotted lines)   

Control actions available. 

Responses are efforts 

between sharp and blunt 

end (solid lines)   
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Figure 7. The strategies framework categories illustrated in the control-loop model. 

 

The crew-aircraft sensemaking model in Figure 8 outlines the core concepts of the re-

framing process and the sensemaking activities by combining two models: the Contextual 

Control Model (COCOM) from Hollnagel and Woods (2005) and (2) the Data/Frame 

(D/F) model (Klein et al., 2007). The model contributes to the understanding of 

sensemaking as part of a joint system, including the interactions between the two pilots 

and the aircraft systems. Further, the model illustrates the relationships between frame 

construction, expectations (anticipatory thinking) and taking action. 



Figure 8. The crew-aircraft contextual control loop demonstrates the re-framing process. 

Core concepts include the retrospective and prospective processes used to construct a 

frame and take action (illustrated on the left side). Sensemaking activities in the re-

framing process identified in Paper IV are questioning, preserving, elaborating, 

comparing, switching and abandoning the search for a Frame, and rapid frame-

switching (illustrated on the right side). 

Using a cyclical model shows the core of the sensemaking view that feedback from the 

environment modifies the current frame (situation assessment), which in turn guides the 

search for more information (and actions taken). The interconnected loops in the model 

represent the dynamics between the two crew members (Pilot Flying (PF) and Pilot 

Monitoring (PM)) and the aircraft. Two main loops for each crew member describe the 

retrospective (feedback from environment) and prospective processes (anticipatory 

thinking) of the re-framing process which together serve the purpose of ascribing both 

meaning and action (Weick et al., 2005). Red arrows represent functions and processes 

(as described by Klein et al., 2003), yellow arrows describe aircraft processes and external 

events and disturbances, and blue arrows represent coordination and communication in 

the cockpit. Sensemaking activities are included on the right side of the figure: question, 

preserve, elaborate, compare, switch, abandon the search for  a frame, and rapid frame-

switching.  

The data-frame model 

Figure 9 , adapted from Data/Frame model (Klein et al., 2007), shows the relations 

between the sensemaking activities identified in Paper IV (cases 8-16 and Fig 8). A 

surprise (unexpected data) may in some situation lead to discarding the data and preserve 

the frame (situation assessment), if the data is not seen as relevant. However, in most 

cases it will lead to a questioning of the current frame, which may be followed by several 

activities. Activities identified in the pilot interview study include: elaboration of a frame 



to include the new data, rapid frame-switching to re-gain control of the situation, and the 

iterative process of seeking a new frame through comparing frames. If a plausible frame 

is identified there is a switch to this frame, and if a frame cannot be identified in a timely 

manner the search for a plausible frame may be abandoned all together, which also 

involves switching to a known frame. In other words, to give up the search for an 

explanation of what is going on, and adopt a different strategy based on what is known.  

Figure 9. The Data-Frame (D/F) model shows the sensemaking activities in the re-

framing process identified in Paper IV. Two sensemaking activities have been added 

that are not part of the original D/F model (Klein et al., 2007); Rapid frame-switching 

and Abandon search for frame. 

 

In this section case 1 (Table 3), presented in Paper I, is used to discuss and contrast the 

framework and models developed as part of this thesis. First, a brief re-cap of the case is 

provided.  

Case 1. Adapting to the loss of key personnel. Following a weather disturbance, a crisis 

management command team was unexpectedly reduced from 18 to 11 members, and the 

team was forced to adapt to the loss of important functions. The team responded rapidly 

by re-structuring the functions and roles, several people took on multiple roles as well as 



roles outside their field of expertise. Adapting to the new situation was enabled by the 
team’s flexibility in taking on roles outside their field of expertise, which was supported 
by the role descriptions found in the organisations procedures. However, the team was 
functioning in a fundamentally different way, creating new system vulnerabilities through 
a less efficient structure with somewhat unclear responsibilities. The vulnerabilities were 
not fully detected by the team, or at least not explicitly acknowledged, and critical 
information was lost. Some of the misinformation was detected as briefings were held and 
incoming information was questioned. However, strategies aimed at ensuring the tasks 
were carried out adequately were not sufficient to compensate for, and unravel, the 
misinterpretations. Several critical aspects were overlooked and conflicting information 
within the team went undetected. 

Applying the strategies framework to case 1 offers a way to structure and describe the 
data, using the adaptation (re-structuring of the command team) as a starting-point. A 
large amount of information is gathered from different data sources for this case, which 
allows an in-depth description of the framework categories, including the adaptive 
strategy, the context in which it takes place, forces and conditions, what enables/disables 
the ability to adapt, sharp-end/blunt-end interactions, and how the resilience abilities 
come into play. Strategies to cope with the situation made by individuals and groups 
throughout the exercise can further be identified and analysed using the framework 
categories. A cross-analysis (see Section 4.2) of all identified strategies could offer 
valuable insights to the team’s ability to adapt to meet goals (and sub-goals), and what 
factors enable or hinder their ability to do so.      

A limitation of the framework is that it is static, describing only individual adaptations, 
and thus lacks the ability to illustrate the processes taking place throughout the exercise. 
Another limitation of the framework, compared to the empirically-driven episode analysis 
performed in case 1, is its ability to depict complex interactions and identify links between 
multiple on-going events. To gather necessary data and apply the high-level categories of 
the framework without an elaborate pre-analysis such as the episode analysis, may be 
challenging, as multiple events are simultaneously going on in different parts of the team. 
Further, it requires extensive understanding of the roles, tasks and environment in the 
exercise. In a naturalistic setting, where key events are not known before-hand, it is 
expected that this understanding would be even more challenging. Other areas of 
application for the strategies framework (in case 1), would be as a discussion guide during 
the after-action review. Both observers and exercise participants could share their views 
regarding the team’s ability to adapt, offering valuable learning opportunities.    



The variety space diagram was developed to support the strategies-framework analysis 
by visualising relationships between central concepts. Building on Ashby’s theory of 

variety (Ashby, 1956), the concept of variety space is used to demonstrate shifts and 
extensions of the available actions. In case 1 the disturbance of losing key personnel 
causes a shift in variety as the team re-structures the command team’s responsibilities and 

priorities. The findings of the episode analysis presented in Paper I show that the 
command team create enough control variety (available actions given environmental 
constraints) to cope with the situation, but lack the necessary sensemaking variety (ability 
to revise understanding of the situation as events unfold), to take appropriate actions. In 
this sense, the variety space diagram allows the analyst to reflect on adaptive abilities in 
relation to available variety and the role of sharp-end/blunt-end interactions. However, 
for a single case the variety space diagram appears to offer limited insight, beyond what 
has been found using the strategies framework. It is expected that that the variety space 
diagram would be more useful to discuss, reflect and compare multiple strategies. The 
model could guide a discussion on, for example, how many of the strategies used during 
the exercise apply regular and shifted variety (within procedure) vs extended variety 
(outside textbook performance), and how well blunt end support (procedures, real-time 
back-up) cover the needs in different types of scenarios.  

The limitations of the strategies framework being static, as mentioned above, becomes 
particularly evident in a multi-faceted and evolving case such as the command team 
exercise. Using the structure of the control-loop model for analysis of the framework 
categories can offer some reflection of this process. For example, when following the 
control-loop “steps”, the context is re-examined following each adaptation, allowing a 
reflection on the effects of potential adaptation reverberations. The control-loop model 
further complements the strategies framework by emphasising and visualising the 
importance of the sensemaking process for successful adaptation (the inner loop). For 
example, it is not only the objective “forces and conditions” of the situation that play into 

the decisions made, but also how they are perceived by the decision maker(s).  

The crew-aircraft sensemaking model combines two theoretical models to describe the 
sensemaking process in a two-pilot cockpit. The model emphasises the role of 
expectations for understanding an on-going process and deciding on a course of action. 
Applied to case 1 the model could be used to discuss how the commanders in roles outside 
their field of expertise construct frames based on context and available data. Results from 
the episode analysis in Paper I suggest that the lack of expertise plays an important role 
for the ability to adapt, an analysis that could be supported by a sensemaking model, such 
as the Data/Frame model.  Identification of sensemaking strategies may well fuse a 
discussion on how to improve and identify vulnerabilities with sensemaking abilities in 



similar situations. The model could guide discussions on, for example, what abilities the 
team have to elaborate/compare frames and what strategies can be used to avoid 
preserving a frame. 

 
As described above the framework and models can be used to analyse and describe cases, 
complementing each other by highlighting different aspects of adaptive abilities. The 
main points are: 

 The models are developed to describe and highlight processes and relationships 
between central parts of complex and dynamic joint cognitive systems. Illustrated 
in the models are the findings from each respective study, with the intention to 
depict concepts that are common to the cases. The models can be used to guide 
the investigation and visualisation of adaptive performance in other cases than the 
ones described.   

 The models complement each other as they emphasise different focus and have 
been developed with different goals in mind.  The strategies framework is 
developed as a tool to analyse “work-as-done”, and the sensemaking models are 
developed to visualise theoretical concepts involved in the sensemaking process. 
However, the models all have in common that they are based on theories in 
CSE/RE and they include many similar concepts. As such, the models offer little 
comparison and contradiction of underlying theories, but rather complement each 
other.  

 The strategies framework consists of a set of categories that have been identified 
as important for understanding adaptive performance, or “work-as-done”. 

The variety space diagram is developed to support the strategies framework, and 
shows how different types of variety come into play, the sharp-end/blunt-end 
interactions, and how adaptations over time may become part of regular 
functioning. The control-loop model complements the strategies framework by 
illustrating the framework categories as a process. Further, the control-loop model 
emphasises the importance of the sensemaking process as a central part of the 
adaptations process. 

 The crew-aircraft sensemaking model is based on the cyclic COCOM model, and 
is fitted to the crew-aircraft context. However, the sensemaking processes can be 
applied to other joint systems. Illustrated in the model is the interplay between the 
retrospective process of receiving feedback from the environment and the 
prospective process of anticipatory thinking, and how these form the decision 
process and actions taken.  The main application for the crew-aircraft 
sensemaking model and the complementary data-frame model, is research on 
sensemaking in dynamic events. It is further suggested that the concepts can be 
used to guide discussions for researchers and practitioners on sensemaking 



strategies and abilities. For example, during an after-action review of an exercise 
different strategies can be highlighted and discussed. 

 As tools for analysis the models can be used to guide what to look for. As with all 
interpretative field work, knowledge for the context and processes being studied 
is an important factor to increase the validity of the analysis. The core constituents 
of the developed models are high-level, abstract concepts, and the completeness 
and accuracy of the analysis is thus bounded by the knowledge and understanding 
of the observer/analyst, and the depth and quality of data gathered. It is likely that 
applying these models can generate different types of analyses with different 
outcomes depending on the perspective of the analyst. The framework and models 
should thus be used with these limitations in mind.  

 A suggested area of application for the strategies framework is as a discussion 
guide during for practitioners, for example, during an after-action review. Both 
observers and exercise participants can share their views regarding the abilities of 
the team to adapt, offering valuable learning opportunities. Further, such training 
sessions can strengthen abilities to reflect on vulnerabilities and opportunities of 
adaptive strategies when in real-life situations.  

 

 



 

This chapter discusses the main contributions of the studies and the methods used. In 
addition, it explores possibilities and challenges for resilience engineering ahead. 

 
In this section the research question presented in the introduction is used to guide the 
discussion of the results.  

 How can adaptive performance at the sharp end be characterised and analysed, 
from the perspective of how systems cope with variations and unexpected events? 

The research question guiding the studies in this thesis is broad and open, and an 
exhaustive or conclusive answer cannot (or will ever) be provided. Ways to characterise 
and analyse work performance in complex systems will continuously evolve through 
development of new and more nuanced methods. A variety of methods can enrich 
perspectives and increase chances of fitting different settings, contexts, study objectives, 
focus of analysis and availability of data. The studies offer several examples of how 
adaptations can be described and analysed in different settings. The conceptual models 
developed can guide researchers and practitioners in what to look for, and in offering 
perspectives on how to view the results. The following discusses the results and 
conclusions of each study in more detail.  

The study in Paper 1 shows the details of an in-depth analysis, episode analysis, offering 
a demonstration and guidance on how to structure and manage multiple data sources and 
parallel events for analysis of adaptive performance “as it is happening”. Further, the 

study is unique in its detailed account of role-improvisation in crisis management 
(Lundberg & Rankin, 2014; Rankin et al., 2013). The analysis uncovers several enabling 
and disabling factors contributing to the abilities of the command team to adapt to the 
unexpected loss of command team staff, including among other things: expertise, joint 
briefings, hand-overs and language skills. An important result is the illustration of how 
multiple factors in the context and organisation affect the situation. The case study offers 



an example of the fine balance between situations with successful and less successful 
outcome, and how minor details may greatly affect the overall result. This result 
exemplifies and underlines the argument that successes and failures are closely related 
(Hollnagel, 2014), and problems that may occur when situations are analysed in 
hindsight, where the aim is to identify causes of a known outcome (Fischoff, 1975; Woods 
et al., 2010). Findings suggest that studying and contrasting situations with successful and 
less successful outcome to identify enablers and disablers (rather than just causes) can 
offer new insights into a system’s adaptive abilities. Further, factors enabling successful 
adaptation (in this case role-improvisation), are linked to organisational structure (joint 
briefings, hand-overs, joint log) suggesting that successful improvisation requires a 
certain amount of structure. This result is in congruence with previous literature on 
organisational improvisation that improvisation is a highly structured activity (Cunha, 
1999; Grøtan, Størseth, Rø, & Skjerve, 2008; Mendonça & Wallace, 2015; Vera & 
Crossan, 2005). To improve a system’s ability to adapt successfully in similar situations 
would thus require training of team efforts and a strong organisation of responsibilities 
and task. 

A major contribution of the study presented in Papers II and III is the examples of people 
adapting to cope with disturbances in their everyday work environment. The work 
extends previous studies on adaptive performance with the focus on adaption-enabling 
factors and the development of a framework to analyse adaptive performance, offering 
guidance to researchers and practitioners. The framework supports retroactive analysis of 
situations, and pro-active safety management by capturing and analysing everyday 
situations. Also developed, are the variety space diagram and control-loop model to 
support the framework analysis by highlighting important aspects and relations that affect 
adaptive performance. The cases presented in the papers offer examples of framework 
application. The study suggests, in concurrence with many previous studies, that people 
hold great capabilities to adapt to unfolding events in a complex environment. The 
analyses demonstrate how multiple factors converge in time, enabling or hindering 
successful adaptive performance (strategies), including external forces, contextual 
factors, resources, expertise and support from management. The need to deviate from a 
plan, and in some cases outside procedure, sheds light on latent vulnerabilities in the 
system. However, the analyses also show that adaptive performance may create new 
vulnerabilities in the system. As previously discussed in literature, over time, many minor 
changes will change the system, sometimes in a direction that can lead to accidents (Cook 
& Rasmussen, 2005; Kontogiannis, 2009). Learning from adaptive performance is thus 
more than identifying enabling factors; it is about understanding how different parts of 
the system (horizontally and vertically) affect each other and how systems change over 
time. The intent of the developed framework is to enhance current methods for safety 



management by offering different perspectives, with focus on the investigation of how 
forces and contextual factors enable success through adaptation, and the importance of 
monitoring and learning from adaptations in both the short and long term. 

A key contribution of the study presented in Paper IV is the application of a sensemaking 
perspective to cockpit operations following unexpected events, demonstrating re-framing 
as a critical enabler for successful adaptation. The cases in the study provide several 
examples of the importance of pilot abilities to take action, with short time frames, in 
situations governed by uncertainty and ambiguity. A key finding from the study is 
demonstrating the significance of expectations and actions as part of the pilot’s decision 
process to anticipate problems, test hypotheses and make sense of the current state. The 
developed crew-aircraft sensemaking model offers a description of the Data/Frame theory 
(Klein et al., 2007) as part of a joint system, and aims to illustrate the relationships 
between expectations (anticipatory thinking), actions, and how frames are constructed. 
The data-frame model captures the re-framing strategies found in the analysed cases, 
including two new sensemaking activities not previously mentioned in literature, “rapid-
frame switching” and “abandoning the search for a frame”. The findings of the study 
further raise important issues regarding pilot training programs, which today focus on 
specific known problems, and less on processes critical to cope with unexpected events. 
Results from the study suggest three areas that deserve further attention, including further 
research questions about re-framing activities, improvement of training programs and 
identification of control strategies to cope with unexpected events. 

In agreement with literature in CSE and RE the studies show that situations that go outside 
the textbook scenarios are a regular occurrence in complex socio-technical systems. Many 
of the gathered cases are narratives, told by practitioners, which may not be reported 
through the organisations’ traditional reporting mechanisms, in many cases because the 
personnel deal with the situations successfully. The findings support previous studies of 
“work-as-done” (see e.g., Section 2.4), and together they make a strong case that adaptive 
performance at the sharp end plays a critical role in complex socio-technical systems’ 
ability to cope with everyday variations and unexpected events, across domains and 
settings. Analysing everyday situations where people adapt can inform safety 
management by making visible limitations and opportunities of system design, 
organisational structures, procedures and training. Further, it can increase the 
understanding of what enables a system to adapt, allowing the systems to secure and 
improve its adaptive capacity. 

In addition to the findings from the individual studies, the results section (Chapter 4) 
offers a cross-case analysis. The analysis demonstrates how next steps of a strategy 



framework analyses could be performed to obtain more generalisable results. Also, the 
cross-analysis shows that the categories used in the framework and models provide data 
that are indeed suitable for cross-analysis. It is expected that for a more homogenous set 
of examples (e.g., setting, domain, and contextual constraints), a cross-analysis would 
provide a useful assessment by visualising how a system deals with variations and 
disturbances at the boundaries of system performance. For example, identification of 
different types of adaptive strategies can make visible strengths and weaknesses in a 
system ability to cope with stresses and changes. Four adaptive strategy types identified 
in the analysis in Section 4.2.2 are: (1) re-structure roles and functions, (2) increase 
margins, (3) increase monitoring and (4) extend/compare knowledge. This type of 
analysis shows, for example, that a main adaptive strategy in relation to everyday stresses 
is increased monitoring of particular aspects to anticipate problems ahead. This 
observation raises questions on how to support monitoring skills, and how the increased 
workload of monitoring affects the overall safety. The analysis also shows that strategies 
for irregular occurrences mainly include extending/comparing knowledge and re-
structuring/prioritising the work. This observation raises important questions on, for 
example, how to target training to improve sensemaking and prioritising skills. The 
increased understanding that comes from learning about how a system adapts can thus be 
used for multiple purposes, such as (1) making changes to the system where 
vulnerabilities are found and (2) ensure abilities to cope with variations and disturbances 
are enabled through system design and training.  

 
This section offers a discussion on the methodologies used in this thesis. 

 
A large part of the data material in this thesis builds on narratives told by practitioners 
through interviews and focus groups (in Paper I observations were also carried out). 
Methodologies to gather narratives offer great possibilities to explore people’s 
experiences and thought processes in relation to an event. However, it also imposes 
limitations on the validity of the data, and the generalisations that can be made from it.  

As elaborated on in Section 3.2 the strength of interview and focus-group material is that 
it allows a capturing of the interviewees’ experiences and point of view, including data 
on what was perceived as troublesome, challenging or confusing. Interviews may be the 
best means to gain in-depth insights into the thought process and individual experiences, 
which have been a focus in all studies, and of particular importance in Paper IV. Further, 
interview methodology is time-effective in the sense that it is possible to gather a lot of 
information regarding a case in a short time.  



The applied methodologies have several limitations, however. First, the interaction 
between the researcher and the participants will affect the data gathered. Data is a social 
construct between the two parties, affected by our expectations and personalities (Klein 
& Myers, 1999). The studies in this thesis further include multiple parties present for each 
data collection session, including, multiple-participant (and researcher) role-exercise, 
focus groups, and interview studies with at least two interviewers per session. In other 
words, there are multiple sources influencing the elicited data, including focus of 
discussion, and how the researcher organises and understands the data. The interactions, 
personalities, and expertise of the researchers and participants thus affect the reliability 
of the studies, and it is conceivable (even likely) that other details or aspects of each case 
would be brought out in a different setting with other people involved. Second, in an 
interview/focus group setting participants have to recall previous events, which is 
associated with risks of subjectivity and the possibility of inaccuracies and 
incompleteness (Ericsson & Simon, 1994). This fallacy may be particularly true for 
narratives that involve critical and emotional events that occurred years earlier, as are 
some of the narratives in this thesis. Third, eliciting expert knowledge in complex 
dynamic systems is challenging given the complexity of the tasks and work context. 
Respondents may vary in their ability to articulate this tacit knowledge. A narrative from 
an individual perspective about a complex setting is inherently incomplete, and obtaining 
valuable data relies on the interviewer’s ability to uncover the intricacies of the specific 
situation, know when to ask further questions and feel confident that significant aspects 
are covered (Miller et al., 2006). Similarly, to observe work in complex environments 
requires sensitivity to the context and the ability to connect important details in a coherent 
fashion (Klein & Myers, 1999; Woods & Hollnagel, 2006a). From an observer’s 

perspective, this task requires a balance between focusing on gaining detailed 
understanding of the work process and environment, and at the same time “zoom out” to 
search for patterns and identify “regular irregularities”. The role and expertise of the 
researcher thus brings opportunities and limitation to studies. Limiting, in the sense of 
not understanding all the details of the context, and opportunities due to the advantage of 
identifying patterns across settings and cases (Woods & Hollnagel, 2006a). 

The consequences of the above-mentioned limitations for validity and reliability of the 
results should be viewed in relation to the individual study objectives, and how the data 
is used to make inferences about adaptive performance. Paper I uses a triangulation of 
different methods to capture the details of the exercise, thus increasing the internal 
validity of the data and results.  Closely tied to the external validity of the results is the 
realism of the exercise, and how immersed the participants felt in the activity. Results 
from the after-action review and follow-up questionnaire suggest that the participants 
found the exercise realistic and an important learning experience (Trnka et al., 2016). In 



Papers II and III an exploratory approach was applied, and the objective was not clearly 
defined at the outset. An important part of the study was to let safety managers from 
different domains interact, to learn from each other and allow similarities and differences 
in their organisations to be discussed. The data gathered during the focus-group sessions 
are not necessarily complete or precise accounts of the incidents, but a source to 
investigate challenges and form hypotheses. Further, the analysis does not attempt to draw 
objective or quantifiable inferences as examples vary in type and depth. Instead, the focus 
has been to identify the constraints and cognitive demands in each context described. 
Similarly, in Paper IV, although objectives and discussions where more controlled than 
in Paper II, answers vary in type and depth, and the data is used to explore the individual 
experience rather than offer complete accounts of events. 

Additionally, measures to counteract some of the limitations mentioned above included 
involving several analysts in reviewing and interpreting the data. Where several analysts 
were involved in coding the data, measures were taken to ensure inter-rater reliability, as 
in Paper IV. Also, when possible, practitioners were involved in validating the 
interpretations made of the data. This method of validation was widely applied in Paper 
IV, drawing on a network of experienced pilots and engineers to help interpret the data 
within an aviation context. There were, however, no opportunities to ask the interviewees 
themselves if they thought that the interpretations were correct. For the other two studies 
field experts were not an integrated part of the analysis process, but results were presented 
and discussed with experts in the field at project meetings and conferences. Throughout 
the work reported in this thesis opportunities to make observations have been limited 
(mainly performed in Paper I), although this method would be a valuable complement in 
future studies to validate the models developed and presented in Papers II, III and IV.  

It might be argued that the number and diversity of the cases presented do not lend 
themselves to being generalised. This is true, insofar that the results are not sufficient to 
offer any normative conclusions about adaptive performance in the systems under study. 
What can be offered are accounts of situations that happen in today’s complex system; 

descriptive results offering examples of how joint system adapt to variations and 
disturbances. The body of research already existing within, or related to, the fields of CSE 
and RE further strengthen the results. By linking the findings to theories and models in 
the field, as is done in the development of models, the validity of the findings increases, 
as does the general knowledge of the field.   

 
The modeling approach taken here follows Hall and Fagen’s (1968) notion of systems 
that it is the relationships between system objects and their properties (attributes) that 



make the notion of systems useful. In this view, the relations between system parts are in 
focus, allowing a way to investigate systems independently from their specific domain, 
through patterns of relations (Wears, 2011). The conceptual models developed in this 
research aim to illustrate such relationships. Adapting and developing models has offered 
a lens from which to view and structure the data. This approach further allows a 
connection to previous research and to future studies, building a repository of cases. In 
this sense, a combination of bottom-up data-driven explorative approach and top-down 
application of previous models and theories is applied. The model development has thus 
served multiple functions, including; (1) relating findings to previous theories and 
models, (2) visually representing the findings, (3) contrasting and analysing cases, and 
(4) developing tools to guide researchers and practitioners in analysing adaptive 
performance.  

The validity and use of the models are important questions. One concern is the reliability 
of the data gathered, which is discussed in Section 5.2.1 (content validity). Another 
concern is how well the models are able to represent what is actually going on in the 
systems (external validity). Models of complex systems necessarily focus on certain 
aspects, and oversimplify others. Taking a complexity approach (in contrast to a 
reductionist view), and describing every detail of a system (if this task was even possible) 
will still not allow descriptions of emerging phenomena in on-going complex systems, 
and thus fails to predict future states with any certainty. This limitation does not mean, 
however, that using models does not serve an important purpose to simplify complex 
systems so that we can make sense and learn about them. However, as discussed 
by Human (2015), simplifications impose several considerations to keep in mind, for 
example, that system descriptions decompose the system to match the view of the 
researcher, and that the knowledge gained through a description is always relative to the 
perspective from which the description was made. This reflection does not mean that 
descriptions are invalid; it only states that a limited number of characteristics of the 
system can be considered by any specific description. In the case of the models developed 
in this research there are no attempts to make comprehensive models covering all 
processes, they necessarily focus on particular aspects, and attempt to uncover and depict 
relationships found in the data, using theory to guide observations. The application of the 
data across cases (Papers II, III and VI) and work domains (Papers II & III) suggests that 
the categories of the models are relevant to analyse different settings. Further validation 
of the models could be done by, for example, (1) gaining consensus from researchers and 
practitioners with different background that important aspects of the work is captured 
and, (2) broaden the analysis to multiple settings and cases, to see if the similar adaptive 
phenomena is uncovered in other cases. The strategies framework presented in Papers II 
and III has been applied in two other studies (Höglund, 2013; Nilsson, 2012), validating 



the method as a useful tool to gather information on “work-as-done”, and revealing new 
insights into the use of the framework. To realise its potential as a tool for practitioners, 
it should be tested and applied by practitioners, and adapted to fit as an integrated part of 
existing safety management methods (for a more elaborate discussion on this topic see 
Paper III). 

To conclude, the models in this research are aimed at identifying and unravelling some 
of the underlying structures that govern adaptive systems. They can serve as a way to 
identify links between system inputs and outputs, provide a language to articulate, and 
guide the formation of new hypotheses on patterns that govern adaptive systems. It is 
likely that the adaptations could be visualised in other ways, bringing other aspects 
forward. However, the application across settings suggests that the aspects investigated 
are interesting to examine in other cases. Using a conceptual model such as the strategies 
framework allows each analyst to examine the local context and adapt the models as 
needed. In this sense, the limitations and challenges of developing conceptual models also 
enable individual flexibility.  

 
The studies presented in this thesis are part of a body of research in Resilience 
Engineering (RE) that in the past decade has developed theories, methods and models, 
and identified indicators and patterns of how systems adapt to cope with dynamic 
complex systems. The combined work has verified the existence and importance of 
resilience, offering good motivation for the continued work to better understand adaptive 
performance to improve safety in complex systems. However, critical questions on how 
to measure, assess and improve adaptive performance are still unanswered. Below a few 
main points are discussed, and questions for further studies are suggested. 

Develop and validate theories, methods and tools  
Studying resilience in safety-critical organisations involves tackling some fundamental 
methodological challenges, such as not knowing exactly what to look for or when to look 
for it. The concept of resilience is broad, manifestations of resilience are varied, and it is 
an emergent phenomenon, which can only be fully understood in relation to the context 
in which it occurs. The development of indicators is thus an important step to validate 
and generalise results, and guide practitioners and researchers to know what to look for. 
To uncover the complexities of work in complex systems, case-based and context-
dependent studies are a common approach in RE research, as have been used in this thesis. 
Although there are important strengths to a case-based methodology, it poses challenges 
to validate and generalise results. To cope with the methodological challenges thus 
requires iterative work of testing and re-testing theories and methods by researchers 



across settings to identify and validate key indicators and assessment tools. Although the 
specifics of each case may not translate between settings, the testing of theories and 
identification of underlying patterns offers the possibility of formulating general 
guidelines that are applicable in different settings. However, a recent literature 
review (Righi, Saurin, & Wachs, 2015) highlighted that frameworks, guidelines and 
methods to identify and categorise resilience are often not further developed and 
validated. Further, the extent to which context-dependent adaptations can be generalised 
remains an open issue (Mendonça & Wallace, 2015). The study presented in Papers II 
and III exemplifies how previous frameworks can be revised through analysis of more 
cases. The strategies framework has further been applied in two other studies (Höglund, 
2013; Nilsson, 2012). Also, the cross-analysis in Chapter 4 demonstrates how to combine 
different cases under one framework. A more focused research agenda allowing cases of 
success and failure to be compared, and guidelines and assessment tools iteratively 
developed and validated could benefit research in RE.  

Questions for further studies:  

 What are key performance indicators?  
 How can indicators be validated?  
 To what extent can performance indicators be generalised to different settings and 

different layers of a system?  

The development of indicators is useful to validate and generalise results and guide 
practitioners and researchers to know what to look for. However, the challenge will be to 
find sufficiently general indicators applicable to different settings, and yet specific 
enough to allow useful guidance. It may be found that only on an abstract, conceptual 
level can indicators be identified, leaving much of the assessment up to the analyst. The 
development of indicators requires consideration of factors such as local vs. global 
adaptations, and changes over time. Learning about local abilities to adapt is important, 
but for systems to be resilient over time requires an understanding for the global effect of 
local adaptations. For example; how are adaptations assessed on different layers? How 
can individual adaptations be assessed in the context of a larger system? What are the 
links between sharp-end adaptive capacity and an organisation’s overall ability to adapt? 
With some exceptions (e.g., Mendonça & Wallace, 2004) studies of RE have largely 
focused on sharp-end analysis, which poses important questions on the importance of the 
role of individuals compared to the overall organisation (Bergström, Van Winsen, & 
Henriqson, 2015). The importance of adaptive performance on different layers of the 
system, and how they affect each other, is still fairly unexplored.  



Another important issue to consider is how to manage continuously evolving systems. 
For example, how are assessments and re-assessments made to detect and address 
changes over time? To what extent is it possible to anticipate system needs to adapt in the 
future? If the source of variation changes, how does this situation affect the system’s 

ability to adapt? Interlinked with these queries is the topic of methodologies to capture 
indicators: 

 What methods can be used to capture relevant measurements to assess adaptive 
performance (e.g., adaptive strategies, system boundaries, adaptation enablers)? 

 What are strengths and weaknesses of different methods?  
 How can different representations of a system add to the understanding of 

systems’ adaptive abilities? 

Through cross-evaluation of different methodologies to capture data related to adaptive 
performance, at different layers of the system, it is possible to improve validation and 
generalisation of assessments. Further, an evaluation could serve as a toolbox for 
practitioners and researchers to use and adapt to needs and goals of the current analysis. 
This approach includes the evaluation of conceptual tools to guide analysis with RE 
viewpoints and assumptions, and the use of specific methodologies, indicators, and 
measurements to assess performance. Example of methodologies may include, 
observations, interviews, group discussion guides, self-reporting tools, case and incident 
analyses methods, various quantifiable measurements (e.g., risk assessments) and 
computer-based modelling methods. Also, an evaluation should include a critical 
discussion to what extent it is possible to generalise indicators and measurements of 
adaptive performance. 

Applied resilience - linking resilience efforts to today’s practice 
Observation and assessment methodologies commonly applied in RE today, such as the 
in-depth case-based analysis, are in many regards incompatible with the needs of, for 
example, safety managers, who require more applied and less time-consuming tools (Le 
Coze & Herchin, 2014; Righi et al., 2015). There have been several advances in recent 
years (including the work in this thesis) to develop more practical tools and general 
guidelines for capturing “work-as-done”, see for example, (Hollnagel, 2011; Huber, Van 
Wijgerden, Witt, & Dekker, 2009; Rankin et al., 2014; Woltjer, Pinska-Chauvin, Laursen, 
& Josefsson, 2015). However, good examples and accessible techniques to guide 
practitioners in RE approaches are few and far apart. Further, more efforts should be made 
to understand what is already captured using traditional safety reporting mechanisms in 
industry today, and how RE techniques can complement these. RE aims to guide the 
process of re-framing views and assumptions about systems, not discard the developed 
methods already in place (Hollnagel, 2011). What is already used in organisations today 



should be the starting-point, and complemented by new methods where required. For 
example, incident reports and analyses offer insights on where the boundaries of adaptive 
performance have been exceeded (Woods & Cook, 2006). Questions should be steered 
toward understanding the information required to complement current analyses, and make 
visible system adaptive abilities. The strategies framework is an example of a 
complementary tool to incident and risk analysis, focusing attention on capturing stories 
of success, and thus describing what is within the performance boundaries. However, as 
with all developed guidelines and tools, users must adjust the implementation to target 
each system’s current methods and goals. For example, in crisis management the 
strategies framework could serve as a valuable tool during and after exercises to discuss 
strategies and their effect on the performance of the team. In aviation and health care, 
however, the strategies framework could function as an online-reporting mechanism to 
capture everyday adaptations. 

Questions for further studies:  

 To what extent are manifestations of resilience already captured in today’s 

reporting mechanisms, such as, risk assessments and incident analysis?  
 How well do the methods capture strength and vulnerabilities of the systems’ 

ability to adapt? 

Depending on the specifics of the study, new methods may not always be required for 
assessment of systems adaptive abilities, it may be sufficient to include new ways to 
analyse and interpret already reported data. 

 How can previous methods be expanded/adjusted to increase understanding for 
system adaptive abilities?  

 What resources are required to integrate new methodologies? 

The introduction of complementary methods includes understanding what requirements 
are essential for integrating new methodologies in today’s safety work, such as time, 

resources, and necessary background knowledge. Tools designed for industry should 
further consider cost-benefit analyses as part of the evaluation of strengths and 
weaknesses. 

Resilience Engineering to evaluate and improve system safety 
Similar to the studies presented in this thesis a majority of the research in RE focuses on 
describing resilient performance rather than assessing and improve it (Nemeth & Herrera, 
2015; Righi et al., 2015). For example, tools such as the strategies framework supports 
identification and awareness of resilience at the sharp end (an important first step), but 
does not offer much support on how to assess resilience at a larger scale, and offers little 



guidance on how to improve system resilience. Similarly, more renowned guiding tools, 
such as the Resilience Analysis Grid (Hollnagel, 2011), offer support on what questions 
to ask and how to structure an analysis, but no aid in how to interpret results and improve 
their systems based on it. 

In the next phase RE should demonstrate what is possible to achieve, and how a resilience 
perspective contributes to the safety of complex systems. Although previously 
emphasised that resilience is about shifting perspectives, and that assessments and 
enhancements should be managed by the systems current approaches (Hollnagel, 2011), 
there is a need to go beyond suggested guidelines and indicators to demonstrate and 
validate valuable improvements made by applying a resilience perspective (Nemeth & 
Herrera, 2015). For example, findings in this thesis suggests training as a key to improve 
abilities of sharp end personnel for successful adaptation in the face of unexpected events. 
Next steps would be to integrate these findings into training programs, and evaluate the 
effects in the short and long term. Evaluation methods may include the development of 
guidelines, milestones and indicators to assess when each milestone is reached. An 
example of such an initiative is the development of the resilience maturity model for city 
resilience (website: smr-project.eu). The maturity model includes five stages, and 
concrete actions on how to progress from one stage to the next. A set of indicators are 
developed to help evaluate progress. The development of similar strategic support tools 
as part of an RE toolbox could be an important tool to attract practitioners.   

While the necessity and benefits of adaptive capacity has been keenly argued, 
vulnerabilities that are created by enabling adaptive capacity and adaptation 
reverberations should not be forgotten. In line with previous studies (Koopman & 
Hoffman, 2003; Woods & Dekker, 2000), the studies in this thesis include examples 
demonstrating that system changes introduce new vulnerabilities. Changing system 
structures to enable more flexible and adaptive abilities to cope with disturbances and 
unexpected events will create new challenges, which practitioners must monitor carefully. 

Questions for further studies:  

 What does it mean to design for resilience?  
 What does it mean to operationalise resilience on a larger scale?  
 How can the effects be evaluated? 

Making visible “work-as-done” and mapping out the adaptive performance landscape of 

a system has been the focus of RE research so far. Next steps include using this 
information to improve system resilience, on large and small scales, for immediate use 
and over time.  



 In what areas of system design evolution does RE play a role?  
 Can generic and objective models be used to inform system design and training 

principles? 

With the view of RE as an approach to re-frame the viewpoints and assumptions made 
about the system, its contributions can be found in all stages of the design evolution. To 
this end, it may be possible to develop guides and tools to ask critical questions during 
different phases. The support may include guidance for needs and requirements 
assessment, the development and introduction of new technology and changes in 
procedures and organisational structure. It remains open to explore what such guidelines 
could look like and who they are best suited for (e.g., engineers, safety managers, and 
operators). More specific assessments of adaptive performance may, however, target 
particular phases. Either way, RE is an approach to complement, not replace, current work 
and should thus function as part of a team effort with engineering or safety management 
teams to improve system safety. 

 Are there parts of “resilience” that may also be counter-productive?  
 How can system changes be evaluated over time? 

There is no one solution to fit all systems, and there are no simple or complete solutions. 
Changes made to improve resilience will introduce new opportunities as well as 
challenges. Finding the right balance between robust and flexible system structures to be 
efficient and cope with known variations, and at the same time be prepared to cope with 
variability and surprise will be a challenging task. Further, the design for resilience has 
to take into consideration system “trade-offs” such as pressures for systems to be “faster, 

better, cheaper” (Woods & Branlat, 2011) as part of the equation. Increasing resilience 
involves understanding what is required to sustain adaptive capacity over time, to see 
trends, to capture brittle points and to continuously evaluate the adaptive strategies 
available. 

 



 
The main aim of this research is to examine how adaptive performance in response to 
variations and unexpected events at the sharp end can be analysed. Paper I offers a 
demonstration on how it is possible to perform an in-depth analysis of a complex situation 
involving multiple data sources and parallel events. Papers II and III provide a collection 
of cases where people adapt to cope with disturbances in their everyday work 
environment, which has guided the development of a strategies framework for analysing 
adaptive performance. Paper IV establishes how an analyst can use sensemaking theory 
to analyse how people re-frame following unexpected events. In addition to the findings 
from the studies, the introductory section of this thesis presents a cross-case analysis. The 
analysis demonstrates how next steps of a strategy framework analysis could be 
performed, including multiple cases to allow more generalisable results. 

The cases analysed in the studies tell a different story than the textbook situations of what 
people do at work. Together with a growing body of literature examining “work-as-done” 

the cases demonstrate that adapting outside textbook scenarios it is a regular occurrence 
in complex socio-technical systems. Results suggest that adaptive performance at the 
sharp end plays a critical role to cope with system variations and unexpected events across 
domains and settings. 

The cases described in this thesis are, for the most part, practitioner narratives, which may 
not surface through the organisations’ traditional reporting mechanisms because people 
deal with the situations successfully. A significant finding from the analysed examples is 
the importance of understanding adaptation enablers/disablers and how adaptation affect 
other parts of the system. Adaptations that have a positive effect in one part may have 
unanticipated and unintended side-effects in other system parts. This important point 
emphasises the need to monitor and analyse when things “go right” as the effects of 
adaptations are difficult to identify and anticipate if they are not recognised. Through 
careful monitoring and learning from adaptations it is possible to identify combinations 
of circumstances, forces and goals that create system brittleness as the system is pushed 
toward its boundaries of safe operation.  

Characterising and analysing adaptive performance in high-risk work, where 
consequences of failures may have substantial effect on life and property, can inform 
safety management by making visible limitations of system design, organisational 
structures, procedures and training. This approach provides information on a safety-
critical system’s ability to adapt to disturbances, and what enables and hinders such 
abilities. Analysing sharp-end adaptations offers new perspectives on how to improve 
safety and the ability to deal with unexpected and unforeseen events. 
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Focus group set-up (Paper II) 
The focus groups took place on two separate days. Each occasion was a full-day event, starting at 
9 a.m. and ending at 5 p.m. During the morning session central themes in resilience engineering 
and safety culture were introduced in two separate presentations, each followed by a discussion. 
The central themes were: 

 Respond: the ability to respond with enough strength  

 Monitoring: the ability to identify unsafe situations  

 Anticipating: the ability to anticipate unsafe situations and learn from previous incidents  

 Values that compete with safety  

 The implementation of rules/procedures as remedial actions  

 Changing attitudes and values through remedial actions  

In the afternoon, the participants were divided into smaller groups that formed the separate focus 
groups. On the first occasion, there were a total of four groups (14 participants) and on the second 
occasion 5 groups (18 participants). The focus groups were performed in parallel three-hour 
sessions, with 3-4 participants in each group and one focus group leader. Following the focus 
group sessions, each group summarized their discussion to one of the other groups, who could 
ask questions and discuss with the first group. Two or more different organisations were 
represented in each group.  

The focus groups lasted around three and a half hours, including a 20 minute coffee break. The 
first 45 minutes of the focus group session included a round of introductions, and reflections on 
the discussions from the morning session. The participants were given a few minutes to write 
down their thoughts on a piece of paper and then share their reflections with the other participants 
in a round-robin fashion. This was followed by discussions guided by pre-prepared questions. As 
the questions were different for the two occasions, these will be presented separately below. The 
group leader’s task was as moderator in the discussions, focused on ensuring that main topics 
were addressed, and all participants had a chance to share their view. In the last 30 minute of the 
focus group session, each group presented key points of their discussion to another group (15 
min/group).  The “listening” group were asked to comment and discuss the results. The day ended 
with a 30 minute summation for all participants of key issues that had been raised during the day. 

Focus groups 1-4: Topics of discussion 
The participants were asked to identify situations within their organisations that relate to themes 
presented during the morning presentation on resilience and safety culture (see previous list). 
Three main questions guided the discussions (questions have been translated from Swedish):



 Problem definition: how familiarity are you with the issues presented?  

 Vision of the future: How do you envision working with these issues? 

 What is today’s starting position: Could you work like that today? What consideration 

would have to be made? How are the different considerations valued?  

To help stimulate the discussion the participants were provided with written information about 
the central themes. Further, examples of work situations where individuals and teams have had to 
identify and respond to unsafe situations were provided. The examples were all based on real 
events and taken from preceding interviews with accident investigators (Lundberg et al., 2009).  

Focus groups 5-9: Topics of discussion 
Results from the first set of focus groups provided many examples of everyday work practices 
requiring local adaptations and strategies to manage and respond to risks. It was noted that the 
examples helped fuse the discussion, allowing participants joint understanding as they compared 
current work standards and problems. The topic of the second set of focus groups was thus 
narrowed down to discussion on examples of “working near the safety margin”.  

In these focus groups, the participants were asked to identify situations, within each respective 
organisation, were minor deviations may have negative consequences, i.e. working near the 
margins of safety. The discussion included the four main areas: 

 Presentation of situations for all organisations 

 Identification of variables influencing the outcome of such situations, positive and 
negative.  

 How are these situations managed today? 

 What resources are available? 

The questions had been sent out to the participants 2 weeks prior to the focus group to give them 
time to think about situations of working near the safety margin in their organisation. To further 
help the discussions real examples of “working near the safety margin” were provided. The 

examples were all based on real events and taken from preceding interviews with accident 
investigators (Lundberg et al., 2009). For the last two questions the participants were asked to 
discuss their examples from the perspective of the topics on resilience and safety culture presented 
in the morning session. 

 



Interview guide (Paper IV) 
Fill in background information questionnaire and consent sheet.  

Introduction: Who we are; name + short background and explain reason for several interviewers; 
first interviews in the project, the interviewers have different backgrounds. Allow participants to 
introduce themselves. 

Project goals (read): The pilot’s task in modern airliners has transitioned from flying the aircraft 

by means of manual control, to increased programming of automation and monitoring of the 
cockpit systems. Despite the substantial and proven safety benefits of automation systems in 
modern aircraft, evidence indicates that when faced with unexpected and challenging situations, 
pilots sometimes have difficulties in quickly responding to situations that require a rapid transition 
in their activity from monitors, to active and authoritative decision-makers exercising manual 
control of the aircraft. The focus of the project lies on the various aspects of the LOC-I problem 
such as; surprise, confusion, problem solving. 

The project aims to investigate what leads to “surprise“ situations and difficulties with automation 

management and manual control of modern flight decks. The results are expected to impact 
procedures, training and cockpit design in the aerospace industry. 

Interview goals (read): Interviews will be carried out with pilots and instructors to identify 
situations that can be tested in an experimental setting. This information will be used for model 
and scenario development to perform experiments in simulators and during live flying later in the 
project. 

Time: 45 minutes is planned. However, do you mind if the interview maybe takes 1 hour to 
complete? 

Interview questions 

Surprises, confusion and problem solving (specific) 
 Have you experienced any recent situations where you have been surprised, confused, 

had to problem solve in operations?  
 What happened? 
 Why was it confusing? (time, information, situational circumstances, expectations, 

mental models) 
 Was it clear to you what you should do? (options, information considered? Goals?) 

 How where procedures/checklists used? Where they helpful? 
 Did teamwork play a role in this example? Communication? 
 What did this surprise do with stress levels? Was this a problem? 
 Are these topics addressed in training? 



 What solution would you suggest to handle these situations? 

In the next step, ask about a situation that was somewhat different, e.g., if procedures were NOT 
a factor in this example, can you think of an example where they did play a role? If no further (or 
any) examples come to mind, ask classes of situations, e.g., “hot and high”, “low and slow”, 

mode transitions, sensor failure, arrivals changes, descent, traffic, weather or atmospheric 
conditions…  

Surprises, confusion and problem solving (general) 
 Have you encountered more, similar situations? 
 What do you think are most common reasons for pilots to be “surprised”, confused during 

flight? 
 How can you prepare to be “surprised”? What activities, practices, personal strategies, 

checklists, procedures to prepare for unexpected (or semi unexpected) situations? (include 
both personal techniques and SOPs) 

 Describe situations where you make small adjustments early to avoid or prepare for 
possibly bigger trouble later. 

 What are cues that someone else is getting “surprised” or confused? How do you get ready 

to intervene (things you look for or do before completely taking over yourself)? 
 What role do coordination and teamwork play in situations of surprise? 
 Stress-factor, what happens emotionally when you are surprised/confused? Does this 

affect the performance (is it a problem?) 
 What does it mean to “problem solve” in the cockpit?  
 What are your main resources to solve problems? (Procedures, check lists, manuals, 

knowledge by heart, colleague, sim experience, etc…) 
 Are these topics addressed in training? 

More specific questions regarding the areas we want to cover:   

Training for “surprises” 
 Is there any part of your previous training that has helped you deal with “surprises” (in 

example provided above or in general)? 
 Have the type of situations that surprise or confuse you changed due to your experience?  

Automation  
 How are surprises related to knowledge of the systems? 
 Do you think that pilots in modern aircraft have a sufficient understanding for the 

automated system? Should there be more focus on this in training? 
 Are some systems more crucial than other to have good/deep understanding for? 
 How about interaction between different systems? (e.g.Turkish Airlines) 



 Can you see a difference in dealing with automation and/or attitude towards using and 
trusting automation between experienced and novice pilots (10 years + experience vs 5 
years max experience) 

 How has 'staying ahead of the aircraft' changed as the automation does more of the flying 
and you do more supervising? 

Team Work/Communication 
 What/How/When needs to be communicated for a shared understanding in demanding 

situation? (e.g., environment, systems etc) 
 Are ‘surprise-event’ accompanied by higher stress levels? How does it affect 

communication (e.g., CRM processes trained)?  
 For example on the defined roles of PF and PNF? 

Procedure applicability 
In some situation, there may be a need to adjust/adapt/deviate from procedure:  

 Are there situation when you have had to adapt procedures to cope with the situation?  
 Are there situations when you are expected to deviate from procedures? 
 What are reasons you might need to adapt/deviate from a procedure (e.g., time to 

evaluate/plan and take action) (How do you decide?) 

Manual Control (and mode transition) 
 Under normal circumstances, how much do you fly manually? 
 Do you use any general “rule of thumb” when to use which modes/in what situations? 
 How do you know when NOT to let the automation handle it, and use manual control? 

How long do you “sit and wait” “sit on your hands”? 
 Do you feel confident to take over manually in every situation?  
 Are there situations when it difficult to detect (automatic) mode changes?  
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