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Abstract

With increase in the use of railway transport, ensuring robustness in railway timetables has never been this important. In a dense railway timetable even a small disturbance can propagate easily and affect trains’ arrival and departure times. In a robust timetable small delays are absorbed and knock-on effects are prevented effectively. The aim of this thesis is to study how optimization tools can support the generation of robust railway traffic timetables. We address two Train Timetabling Problems (TTP) and for both problems we apply Mixed Integer Linear Programming (MILP) to solve them from network management perspectives. The first problem is how robustness in a given timetable can be assessed and ensured. To tackle this problem, a headway-based method is introduced. The proposed method is implemented in real timetables and evaluated from performance perspectives. Furthermore, the impact of the proposed method on capacity utilization, heterogeneity and the speed of trains, is monitored. Results show that the proposed method can improve robustness without imposing major changes in timetables. The second problem addressed in the thesis is how robustness can be assessed and maintained in a given timetable when allocating additional traffic and maintenance slots. Different insertion strategies are studied and their consequences on capacity utilization and on the properties of the timetables are analyzed. Two different insertion strategies are considered: i) simultaneous and ii) stepwise insertion. The results show that inserting the additional trains simultaneously usually results in generating more optimal solutions. However, solving this type of problem is computationally challenging. We also observed that the existing robustness metrics cannot capture the essential properties of having more robust timetables. Therefore we proposed measuring Channel Width, Channel Width Forward, Channel Width Behind and Track Switching.

Furthermore, the experimental analysis of the applied MILP model shows that some cases are computationally hard to solve and there is a need to decrease the computation time. Hence several valid inequalities are developed and their effects on the computation time are analyzed.

This thesis contains three papers which are appended. The results of this thesis are of special interests for railway traffic planners and it would support their working process. However, railway traffic operators and passengers also benefit from this study.
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Chapter 1

Introduction

Train timetables are essential components of the railway traffic operations process. They are used for many purposes including dispatcher operations and informing passengers. Train timetables are planned based on the traffic demands (passenger, freight or both), which are requested from railway operators and infrastructure managers. To schedule a train means to calculate the arrival and departure times of the train at stations along its journey, given that the origin-destination and the passing stations along its journey are already known. Track allocations, on lines and at stations, can also be included in the scheduling. The calculated schedule must be conflict-free in the sense that no two trains are allowed to occupy the same infrastructure resource (i.e. track) simultaneously.

The term *Train Timetabling Problem (TTP)* refers to a problem in which a conflict-free schedule is designed for a given set of trains, running within a given railway infrastructure. There are various types of TTP with respect to planning necessities and requests. In large and dense railway networks, solving a TTP is mathematically challenging. Hence, the need for using computer aided tools is evident. This thesis addresses two different timetabling problems and the application of mathematical tools to solve these problems to optimal or near optimal solutions. The two timetabling problems are as follows:

1) The problem of assessing and ensuring robustness in timetables. The term *robustness* refers to a property of a timetable where small delays during operations can be absorbed in order to limit the propagation of delays to other trains. In order to ensure
robustness in a timetable, we first need to assess robustness by measuring relevant robustness metrics.

2) The problem of allocating additional time slots for trains as well as for maintenance in a given master timetable from process and capacity utilization points of view, such that the insertion process has limited impact on capacity utilization. Capacity utilization is referred to as the number of trains running within a selected time period e.g. one hour. A master timetable is designed and finalized typically one year in advance but it needs to be revised when there are new requests for slot allocation. We refer to this problem as on-demand timetabling. The term allocation of a slot refers to assigning an infrastructure resource (i.e. track) for the purpose of operating a train or maintenance work and calculating the start and the end time of its occupation.

1.1 Motivation

The use of railway transport has been growing in most West-European countries during the last decade (Eurostat, 2014). The increase in the use of railway transport leads to more dense timetables, in which small disturbances can easily propagate and affect other traffic. To avoid the propagation of delays it is important to ensure that railway timetables are sufficiently robust. This motivates the study of implementing and tuning robustness properties in timetables and evaluating the effectiveness of the proposed robustness metrics. Incorporating robustness properties during timetabling is mathematically challenging.

Furthermore, usually freight train operators cannot fully predict the actual need for access to train slots far in advance. This uncertainty in the prediction usually results in receiving late requests for allocating additional train slots, after an annual master timetable has been finalized. This problem is especially challenging in congested railway networks where passenger trains share tracks with freight trains. Hence, there is a need for a flexible and effective timetabling revision process to handle additional slot requests. This process should be able to allocate available capacity in an efficient manner and handle new requests. The need for revising timetables can occur months in advance, or shortly before operation. The problem of handling late requests can be a significant challenge and needs the use of computer-aided tools.
1.2 The scope of the research

Both problems mentioned above are computationally demanding and the benefits of using computational scheduling support is evident. The computational decision-support requires in some situations relatively short response time. Hence there is a need to investigate whether the existing optimization models can handle such problems within a short time. When solving the two mentioned timetabling problems, there are cases where applying optimization tools can be too time-consuming. There is therefore a need to investigate and develop boosting methods for speeding up the solving process and decreasing the computation time.

1.2 The scope of the research

We tackle the two train timetabling problems from network management perspectives. In both problems addressed, it is assumed that a master timetable already exists. In the first problem, the master timetable needs to be modified in order to satisfy selected robustness properties, and in the second problem the master timetable needs to be modified to meet new requests for additional slot allocations while maintaining the required robustness level, defined by the selected robustness metrics. Another main assumption is that we consider TTP during short term planning and prior to the actual time of the operations. All the case studies in this thesis are based on real timetables which are heterogeneous and non-cyclic.

Rescheduling during the operations, fleet and crew management and long-term planning for maintenance are out of the scope of the thesis.

The results of this thesis are of special interests for railway traffic planners since it can support their working process. However, railway traffic operators and passengers also benefit from the results of this study.

1.3 Problem definition and research questions

The aim of this thesis is to study how optimization tools can support the generation of robust railway traffic timetables. Three research
questions are raised and studied to fulfill this aim.

**RQ1: How can we assess and improve robustness in an existing timetable?**

To improve robustness in a timetable we first need to assess the robustness. We need to identify quantifiable timetable properties which affect robustness and then identify relevant computational methods which can incorporate these properties in the timetabling process. The literature survey presented in Chapter 2 was conducted to identify the above mentioned properties and methods.

One intuitive method for having a more robust timetable is to increase buffer times and runtime margins. Since increasing buffer and runtime margins will usually lead to higher capacity utilization, it is important to decide where and to which extent extra buffer and runtime margins are needed and should be inserted. We tackle this question with focus on introducing additional headways and observing their implications.

**RQ2: How can we assess and maintain robustness in an existing timetable when revising the timetable for allocating additional traffic or maintenance slots?**

When inserting additional trains, we first need to investigate whether different insertion strategies result in different revised timetables. Then we need to study various properties of the revised timetables including computation time, robustness and capacity utilization. We also need to investigate whether the existing robustness metrics are beneficial to be used when inserting additional traffic, and how the relevant robustness metrics can be incorporated during the revision process.

We study this question with focus on how optimization methods can be of support.

**RQ3: What are the strengths and limitations of the applied optimization model?**

On-demand timetabling is usually requested close to the time of the actual operations. The question is whether the existing optimization models are effective and quick enough for solving on-demand timetabling problems and how we can speed up the solving process
and decrease the computation time.

1.4 Method

The research presented in this thesis relies on optimization-based approaches. An existing Mixed Integer Linear Program (MILP) framework, which is also referred to as Basic Model is applied and developed further. The model is formulated in AMPL and JAVA and the commercial solvers Cplex and Gurobi are applied to solve the corresponding formulated optimization problems.

1.5 Contributions

The contributions of this thesis are:

1) A demonstration of a headway-based method for improving railway timetable robustness and also the analysis of the strengths and weaknesses of this method (RQ1).

2) Experimental analysis of the effects of implementing extra headways on heterogeneity, speed and capacity consumption for real timetable instances, showing that an easy and straightforward strategy (TTDSMH) can improve robustness without imposing major changes on the planned timetables (RQ1).

3) Experimental analysis and evaluation of various planning strategies when allocating additional time slots on real life cases, showing that current robustness properties cannot capture the essential needs of a robust timetable when inserting additional traffic and proposing the measurement of Channel Width, Channel Width Forward, Channel Width Behind and Track Switching (RQ2).

4) The identification of the fact that the insertion order, the capacity utilization and the flexibility of the timetabling problem, including flexibility in track allocation and in the insertion time window, influence the feasibility and optimality of the formulated optimization problems when allocating additional slots (RQ2).
5) An analysis of the computational strengths and weaknesses of a proposed MILP approach based on real life cases, including the development and the assessment of the impact of certain valid inequalities for decreasing the computation time (RQ3).

1.6 Publications and presentations

This thesis includes the following papers.


The results of the thesis are also presented in the following conferences and seminars.

- The joint conferences SOAK (Svenska OperationsanalysKonferensen in Swedish) and NOS6 (The 6th Nordic Optimization Symposium), Gothenburg (2013).
- 6th International Conference on Railway Operations Modelling and Analysis-RailTokyo, Tokyo (2015).
1.7 Thesis outline

The remainder of this thesis is organized as follows. Chapter 2 presents the most recent and relevant models for various types of TTP and gives a general description of the MILP model applied in this thesis. Chapter 3 summarizes the content of the three included papers. Chapter 4 concludes the main findings of the research presented in this thesis and identifies directions for future research.
Chapter 2

Optimization Models for Train Timetabling Problem

The Train Timetabling Problem (TTP) is a well known problem to the community of railway planners and has been tackled from different perspectives for decades. In a broad context, TTP is defined as finding an optimal feasible timetable for a set of trains while satisfying a set of desired (e.g. operational, capacity, etc.) constraints with respect to some objectives. In this chapter a summary of TTP studies including optimization models for the two timetabling problems addressed in this thesis, is presented and discussed. The terminology used in this thesis is mainly based on those in Kroon et al. (2008b).

2.1 Existing optimization models for TTP

The Train Timetabling Problem (TTP), was first formulated as an optimization problem during 60s (Assad, 1980). Since then it has been developed further by many and for various purposes. Models can be categorized differently with respect to different perspectives. Assad (1980) conducted a survey on railway models developed before 1980. He addressed a variety of railway models: freight and passenger modelling, simulation versus optimization, and those developed for lines and networks. Harrod (2012) classifies railway models from math-
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emathematical formulation, from cyclic/non-cyclic and also whether track allocation is modelled explicitly. Cacciani et al. (2014) also categorize models from a mathematical formulation point of view with a focus on real-time rescheduling. Lusby et al. (2009) distinguish between models used for networks vs. lines, whether they cover junction details and/or are cyclic. They summarize various mathematical formulations and solution methods including heuristics approaches for railway track allocation models (Lusby et al., 2009).

In this thesis, models are classified from different aspects including type of TTP, planning horizons, level of abstraction, purpose and mathematical formulations. The most relevant and recent models with focus on i) planning, especially short term planning for non-cyclic heterogeneous timetables, ii) scheduling train time slots, iii) incorporating robustness and iv) allocating additional time slots, are presented in Tables 2.1-2.3. In the mentioned tables the models are ordered according to their position in the hierarchy of planning levels. The rest of the related references are cited in the text wherever applicable.

2.1.1 Different types of TTP

Train timetabling problems can be categorized with respect to, i) cyclic (or periodic) vs. non-cyclic (or aperiodic), ii) homogeneous vs. heterogeneous and iii) passenger traffic or freight traffic or mixed. In homogeneous timetables trains have the same profile, i.e. the same speed, running time and stop patterns (Vromans, 2005). Non-homogeneous timetables are called heterogeneous. In cyclic timetables, all train services are operated with some fixed interval time, the cycle time e.g. one hour, then the schedule is repeated for the total scheduling time window e.g. one day (Vromans, 2005; Erol, 2009). In homogeneous timetables, train profiles (e.g. speed and stop patterns) are similar. Most of the timetables that are designed for passenger traffic are cyclic and homogeneous (e.g. timetables for subway systems). Interested readers are encouraged to read Kroon et al. (2007), Caprara et al. (2007), Kroon et al. (2008a), Liebchen et al. (2010), Heydar et al. (2013). We also refer to Robenek et al. (2014) for a literature review on cyclic and non-cyclic models. However, Robenek et al. (2014) consider TTP from a passengers perspective while we consider it from network management perspectives.

In this thesis we focus on timetabling of mixed (passenger and freight) railway traffic services resulting in heterogeneous and non-
2.1. Existing optimization models for TTP cyclic timetables. See also Table 2.1.

2.1.2 Planning horizons

The planning horizons can be divided into strategic, tactical, operational and real-time rescheduling stages. The most recent and relevant literature with respect to planning horizons can be found in Table 2.1.

Strategic: At the strategic level decisions regarding resource allocation of the infrastructures are made, (i.e. if a line should have a single or double tracks). From TTP perspectives, at this stage train slots are decided and the origin and destination of trains in each corridor are estimated preliminary. The type of the trains (passenger, fast, freight) is also given. However, the routing and the exact departure and arrival times might not have been decided. The auction based models are in this category. In addition to those studies cited in Table 2.1 we can also refer to the work by Klabes (2010) and Perennes (2014).

Tactical: At a tactical level, global routing of trains is planned, but the arrival and departure times are planned only approximately. Deciding the global routing of a train here means to determine the route of a train including origin-destination and important stations but excluding track allocations. At this stage, train slots can be re-planned as well, some trains can be cancelled or extra trains can be inserted. Tactical planning is usually made one year in advance.

Operational: On an operational level, the arrival and departure times are planned precisely by considering the operational details, i.e. minimum headways and track allocations at lines and stations. At this level only local routing is allowed. By local routing we mean origin-destinations and important stations for a journey are already decided and are supposed to be fixed but track allocations at lines and at stations are to be planned. Planning at this level can continue until a few days or few hours before the real operations. Usually at this planning level there exists a master timetable that needs to be rescheduled, e.g. when inserting new trains, cancelling trains, allocating time slots for maintenance, etc. Rescheduling at this stage is called offline rescheduling. In addition to those studies cited in Table 2.1 we can also refer to the work by Liebchen et al. (2010) and Caprara et al. (2014).

Rescheduling: Rescheduling can also be done on real-time (during the actual operations). At the real-time rescheduling level the model
Table 2.1: Classifying models from planning horizon perspectives and the type of TTP

<table>
<thead>
<tr>
<th>No.</th>
<th>Paper</th>
<th>Planning horizon</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Caprara et al. (2002)</td>
<td>Strategic</td>
<td>HT-C</td>
</tr>
<tr>
<td>2</td>
<td>Borndörfer et al. (2006)</td>
<td>Strategic</td>
<td>HT-NC</td>
</tr>
<tr>
<td>3</td>
<td>Borndörfer and Schlechte (2007)</td>
<td>Strategic</td>
<td>HT-NC</td>
</tr>
<tr>
<td>4</td>
<td>Borndörfer et al. (2010)</td>
<td>Strategic</td>
<td>HT-NC</td>
</tr>
<tr>
<td>5</td>
<td>Harrod (2013)</td>
<td>Strategic</td>
<td>HT-NC</td>
</tr>
<tr>
<td>6</td>
<td>Kray and Barker (1995)</td>
<td>Tactical</td>
<td>F-NC</td>
</tr>
<tr>
<td>7</td>
<td>Brännlund et al. (1998)</td>
<td>Tactical</td>
<td>HT-NC</td>
</tr>
<tr>
<td>8</td>
<td>Cacciani et al. (2010)</td>
<td>Tactical</td>
<td>HT-NC</td>
</tr>
<tr>
<td>9</td>
<td>Cacciani et al. (2016)</td>
<td>Tactical</td>
<td>HT-NC</td>
</tr>
<tr>
<td>10</td>
<td>Burdett and Koran (2009)</td>
<td>Tactical</td>
<td>HT-NC</td>
</tr>
<tr>
<td>11</td>
<td>Aronsson et al. (2009)</td>
<td>Tactical</td>
<td>HT-NC</td>
</tr>
<tr>
<td>12</td>
<td>Forsgren et al. (2013a)</td>
<td>Tactical</td>
<td>HT-NC</td>
</tr>
<tr>
<td>13</td>
<td>Gestrelius et al. (2012)</td>
<td>Tactical</td>
<td>HT-NC</td>
</tr>
<tr>
<td>14</td>
<td>Forsgren et al. (2013b)</td>
<td>Tactical</td>
<td>HT-NC</td>
</tr>
<tr>
<td>15</td>
<td>Meng and Zhou (2014)</td>
<td>Tactical-operational</td>
<td>HT-NC</td>
</tr>
<tr>
<td>17</td>
<td>Andersson et al. (2015)</td>
<td>Tactical-operational</td>
<td>HT-NC</td>
</tr>
<tr>
<td>18</td>
<td>Törnquist and Persson (2007)</td>
<td>Rescheduling</td>
<td>HT-NC</td>
</tr>
<tr>
<td>19</td>
<td>Törnquist Krasemann (2012)</td>
<td>Rescheduling</td>
<td>HT-NC</td>
</tr>
<tr>
<td>21</td>
<td>Pellegrini et al. (2014)</td>
<td>Rescheduling</td>
<td>HT-NC</td>
</tr>
<tr>
<td>22</td>
<td>Pellegrini et al. (2015)</td>
<td>Rescheduling</td>
<td>HT-NC</td>
</tr>
</tbody>
</table>

HT: heterogeneous, C: Cyclic, NC: non-cyclic, F: freight line

is supposed to handle disturbances effectively and quickly. Models that are developed for real-time rescheduling can usually handle offline rescheduling as well but they have different objectives. Some of the studies tackling real-time rescheduling problems in addition to those studies cited in Table 2.1 are Lamorgese and Mannino (2013), Lamorgese and Mannino (2015), Cacciani et al. (2014), Louwerse and Huisman (2014) and Acuña-Agost (2010).

From the above definitions it is clear that there are some overlaps between different planning stages. Some details that are necessary for operational purposes can also be included at the tactical planning stage. Maintenance work and train service connections can be included in all the planning stages with different levels of detail. However, maintenance work, train service connections, the feasibility of the train movements at stations, as well as crew and fleet scheduling are beyond the scope of this thesis. For further information regarding planning for maintenance an interested reader is encouraged to read Budai-Balke (2009) and Lidén (2016).

2.1.3 Level of abstraction

Enlarging the size of TTP by including more planning details, i.e. more variables, may lead to a computationally hard problem. To han-
dle the complexity issues, TTP models can be developed such that at each planning level only essential planning details are covered. Models can be abstracted from different perspectives which are described in the following paragraphs and also marked in Table 2.2. Note that the model specifications in Table 2.2 are not only based on model formulations but also based on the experimental analysis of the case studies. If a model is potentially capable of handling networks as well as lines but it is tested only for line cases then it is marked under column line. Accordingly, if a model is potentially capable of handling bidirectional traffic but is tested only for unidirectional cases then it is marked as unidirectional.

Network vs. corridor (line)

Some models can be applied to railway networks while some can be used for corridors. Lines are those components of a railway network that connect two stations. A line can have a single or multiple tracks. Usually in the early stages of planning, networks are considered while detailed planning is often limited to corridors. Considering operational details in large networks is computationally demanding. Limiting the problem geographically, may provide the opportunity to include more operational details.

Global vs. local routing

Here we repeat the definitions for global and local routing from section 2.1.2. Deciding the global routing of a train means to determine the route of a train including origin-destination and important stations but excluding track allocations. By local routing we mean origin-destinations and important stations for a journey are already decided and are supposed to be fixed but track allocations at lines and at stations are to be planned. When there is a master timetable, the terms global and local rerouteing are used instead.

Train Slots (TS) vs. Train Time Slots (TTS)

To plan a Train Slot (TS), also in literature referred to as train itinerary or a train path, is to decide whether a train with a fixed global routing should be operated within a particular time window or not. However, the exact departure and arrival times at stations along its journey might not necessarily be planned. On the other hand,
planning for a Train Time Slot (TTS) means that all the arrival and departure times at all the stations along its journey should be decided. When considering train time slots (TTS) there is usually a master or ideal timetable with approximate arrival and departure times already planned and the objective is usually to plan the exact arrival and departure times and to generate a conflict-free timetable while deviations from the master timetable is as little as possible. Depending on the planning purposes, one or both of TS and TTS can be included during the timetabling process.

Train precedence

When the order of running trains is given, e.g. when there is a master timetable, then after replanning or rescheduling, the order of trains might change. This change can be modelled explicitly or implicitly. Modelling the order of trains explicitly increases the number of variables. Nonetheless, it provides the ability to control the reordering of trains. For instance, by limiting the number of preceding trains that a train is allowed to overtake, the size of the TTP can be decreased considerably.

Track allocation on lines vs. at stations

Some models only consider TTP on lines and they assume that the capacity at stations is satisfactory. Some models consider the capacity at stations at macroscopic levels, i.e. considering the number of trains being present at a station simultaneously. On the other hand, there are models that are mainly developed for allocating tracks at stations, see Zwaneveld et al. (1996), Kroon et al. (1997), Dewilde et al. (2013). There are also models that capture both aspects.

Bidirectional vs. unidirectional tracks

Tracks are operated either bidirectionally or unidirectionally. In many countries bidirectional tracks are not allowed because of the limitations of signalling systems. Intuitively, the operation of bidirectional multiple tracks influences the size of the corresponding optimization problem mathematically. Since the number of alternative train routes may increase when additional tracks are available.
Infrastructural detail

Models can be categorized by the level of the infrastructural details that they can cover. Some models only consider links and nodes representing lines and stations. This type of modeling is suitable for tactical planning level since it does not capture the operational details.

Some models consider the details of signalling systems including blocks as well. If a line section has multiple block sections, it can be simultaneously used by two trains, running in the same direction, provided that they are separated by a minimum headway for that particular section (Andersson, 2014). Access to blocks is controlled by signals.

In addition to the above, some detailed models can capture the details of track circuits as well. Track circuits are the smallest components of the railway infrastructure for detecting the presence of a train on a track. On track circuits the presence of a train is automatically detected. A block section is a sequence of several track circuits (Pellegrini et al., 2015). Capturing this level of detail is useful especially during real-time rescheduling.

2.1.4 Purpose of solving a TTP

The general purpose of solving a TTP is to generate a conflict-free timetable. Beside that, there can be other purposes as well. These purposes can be either stated in the objective function or formulated as constraints in a TTP. Some of these purposes are: rescheduling, global/local rerouting, planning for maintenance, as well as ensuring robustness and handling on-demand timetabling. We focus more on the optimization models that incorporate robustness and also those that are used for inserting additional trains.

Assessing and ensuring robustness

To improve robustness in timetables there are several methods proposed in the literature. The proposed methods are mainly based on:

i) Increasing or re-allocating runtime margins in order to absorb delays. Runtime margins are extra times included in the travel time of trains running between two consecutive stations.
ii) Increasing or re-allocating buffer times or headways in order to reduce knock-on effects. Buffer time is the extra time to the technical minimum headway between two trains at stations. Headway is the time distance between the departure of two trains. A headway value is an indication of dependencies between two trains.

iii) Increasing flexibility in timetables. Flexibility in a timetable can refer to flexibility in departure and arrival times or flexibility in changing the order of trains.

Headway and buffer times are two of the important components in creating robust timetables. Swedish Transport Administration has published the general rules for minimum headways in different corridors (Konrad, 2014). According to Edbring (2014) in some stretches where the demand is high, minimum headways can be replaced by technical minimum headways (the amount of headway that is technically needed for safe operations). This reduction can have negative effects on the robustness of timetables.

Before improving robustness we first need to assess robustness by using some quantifiable metrics. We distinguish between metrics that are measured in timetables before operations (ex-ante) and those that are measured after the operation (ex-post, also called performance indicators or performance measures). A recent review of ex-ante robustness metrics can be found in Andersson (2014) and in the included papers I and III. A summary of performance measures can be found in paper II. In this thesis we focus on finding a headway-based method for improving robustness in timetables (ex-ante) and then we evaluate the proposed method ex-post.

Some of the most important and relevant existing robustness metrics in the research presented in this thesis are:

- T AoRM: Total Amount of Runtime Margins in a timetable. This metric specifies the sum of all runtime margins at all line sections during the journey for all trains (Salido et al., 2008).

- WAD: Weighted Average Distance calculated for each train. It measures the average distance between the location of the runtime margin and the origin of a train (Vromans, 2005). A value smaller than 0.5 indicates that the majority of runtime margin is allocated in the first half of the journey.
2.1. Existing optimization models for TTP

- **PoH**: Percentage of Headway equal to the technical minimum headway. Introduced by Andersson et al. (2013) and inspired by Kroon et al. (2008c) this metric specifies the percentage of the headway which is equal to the minimum headway. This can be calculated for each train separately or for all the trains in a timetable.

- **SSHR**: Sum of Shortest Headway Reciprocals to measure heterogeneity. Introduced by Vromans et al. (2006) this metric specifies the sum of the inverse of the shortest headway between each pair of trains which run in the same direction in each section (per track, per direction). According to Vromans et al. (2006), a timetable is more homogeneous and robust for the smaller values of SSHR.

The most recent and relevant literature on the use of headway and buffer times to improve robustness can be found in paper I. One recent paper on robustness methods, that is not mentioned in the included papers, is the work by Jovanović et al. (2016) where the distribution of buffer times is defined as a general Knapsack problem in which the total buffer time in a timetable is the capacity of the Knapsack. In the same study, the distribution of buffer times is based on the priority of locations with respect to delay sensitivity and delay propagation. One important aspect of the study by Jovanović et al. (2016) is that in order to reduce the complexity of the problem, the optimization model for robustness is separated from optimization model for timetabling.

**Inserting additional traffic**

The problem of inserting additional trains in an existing timetable has received rather limited attention so far in the literature. A full summary of the studies related is presented in paper III.

Forsgren et al. (2012) studied a case where a new train is inserted into a timetable and is supposed to be able to compete with the bus service running between the same origin-destination. They illustrated how the flexibility in the existing timetables can influence the final solution. Aronsson (2014) introduced the term incremental allocation (Swedish: Successiv tilldelning) of train slots and how it can affect the capacity utilization i.e. in terms of the number of running trains, during ad-hoc planning for timetables.
Cacchiani et al. (2010) consider inserting additional freight trains into an existing timetable where the schedule of existing passenger trains is kept unchanged but the existing freight trains can deviate from the master timetable within a defined time interval. The experimental analysis is done for double tracks. Track allocation at stations is respected only by checking the number of trains that are present simultaneously at each station. In Cacchiani et al. (2016) the method is extended by allowing trains to be cancelled based on different cost functions.

Burdett and Kozan (2009) consider various levels of flexibility in the timetables by inserting additional trains in a single track line where cancelling trains is not allowed. They define the level of flexibility as unrestricted, loose and tight based on the size of the time window that the existing trains can deviate from the master timetable. They also consider track allocation at stations only with respect to capacity limitations and the total number of trains at the stations simultaneously.
Table 2.2: Classifying models with respect to the level of abstraction and purpose of TTP

<table>
<thead>
<tr>
<th>No.</th>
<th>Paper</th>
<th>GeoStr.</th>
<th>Slot Al.</th>
<th>Route Al.</th>
<th>Train Pre.</th>
<th>Track Al.</th>
<th>Infra Str.</th>
<th>Main Oper.</th>
<th>Infra Str. details</th>
<th>Main purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Caprara et al. (2002)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>×</td>
<td>×</td>
<td>× × ×</td>
<td>NA</td>
<td>L-N</td>
<td>NA</td>
<td>Train slot allocation</td>
</tr>
<tr>
<td>2</td>
<td>Borndörfer et al. (2006)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>L-N</td>
<td>NA</td>
<td>Train slot allocation</td>
</tr>
<tr>
<td>3</td>
<td>Borndörfer and Schlechte (2007)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>L-N</td>
<td>x</td>
<td>Track allocation</td>
</tr>
<tr>
<td>4</td>
<td>Borndörfer et al. (2010)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>L-N</td>
<td>x</td>
<td>Track allocation</td>
</tr>
<tr>
<td>5</td>
<td>Harrod (2013)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>NA</td>
<td>L-N</td>
<td>NA</td>
<td>Train slot allocation</td>
</tr>
<tr>
<td>6</td>
<td>Kraay and Harker (1995)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>L-N</td>
<td>NA</td>
<td>Train slot allocation</td>
</tr>
<tr>
<td>7</td>
<td>Brännlund et al. (1998)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>L-N</td>
<td>NA</td>
<td>Inserting new trains</td>
</tr>
<tr>
<td>8</td>
<td>Cacciani et al. (2010)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>L-N</td>
<td>NA</td>
<td>Inserting new trains</td>
</tr>
<tr>
<td>9</td>
<td>Cacciani et al. (2016)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>L-N</td>
<td>NA</td>
<td>Inserting new trains</td>
</tr>
<tr>
<td>10</td>
<td>Burdett and Koran (2009)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>NA</td>
<td>L-N</td>
<td>NA</td>
<td>Inserting new trains</td>
</tr>
<tr>
<td>11</td>
<td>Ärnonsson et al. (2009)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>blocks</td>
<td>NA</td>
<td>Scheduling</td>
</tr>
<tr>
<td>12</td>
<td>Forsgren et al. (2013a)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>L-N</td>
<td>NA</td>
<td>Maintenance</td>
</tr>
<tr>
<td>13</td>
<td>Gestrelius et al. (2012)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>L-N</td>
<td>NA</td>
<td>Ad-hoc scheduling</td>
</tr>
<tr>
<td>14</td>
<td>Forsgren et al. (2013b)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>NA</td>
<td>L-N</td>
<td>NA</td>
<td>Ad-hoc scheduling</td>
</tr>
<tr>
<td>15</td>
<td>Meng and Zhou (2014)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>blocks</td>
<td>NA</td>
<td>Simult. TS and TTS</td>
</tr>
<tr>
<td>16</td>
<td>Khoshnıyat and Peterson (2014)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>blocks</td>
<td>NA</td>
<td>Robustness</td>
</tr>
<tr>
<td>17</td>
<td>Andersson et al. (2015)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>blocks</td>
<td>NA</td>
<td>Robustness</td>
</tr>
<tr>
<td>18</td>
<td>Törnquist and Persson (2007)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>blocks</td>
<td>NA</td>
<td>Rescheduling</td>
</tr>
<tr>
<td>19</td>
<td>Törnquist Krassmann (2012)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>blocks</td>
<td>NA</td>
<td>Rescheduling</td>
</tr>
<tr>
<td>20</td>
<td>Törnquist Krassmann (2015)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>X</td>
<td>blocks</td>
<td>NA</td>
<td>Rescheduling</td>
</tr>
<tr>
<td>21</td>
<td>Pellegrini et al. (2014)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>blocks</td>
<td>Rescheduling</td>
<td>NA</td>
<td>Rescheduling</td>
</tr>
<tr>
<td>22</td>
<td>Pellegrini et al. (2015)</td>
<td>× ×</td>
<td>× × × ×</td>
<td>× × × ×</td>
<td>× × ×</td>
<td>× × ×</td>
<td>blocks</td>
<td>Rescheduling</td>
<td>NA</td>
<td>Rescheduling</td>
</tr>
</tbody>
</table>


*: only capacity limits at stations are considered and not the track allocation.
2.1.5 Mathematical formulations

Different mathematical formulations can be applied to railway timetabling problems. The most frequently used formulations are Integer Programming (IP), Binary Programming (BP), Linear Programming (LP), Mixed Integer Linear Programming (MILP), graph theory and max-plus. In Table 2.3 the mathematical details of the relevant models including formulation, variables, objective functions, solution methods, case studies and their corresponding computation time, are presented. By looking at Table 2.3 one can observe that there is a relation between the choice of mathematical formulation and the planning horizon. For instance, in order to determine train slots, graph theory and IP (BP) formulations are applied in several studies. While scheduling train time slots, at short term planning and operational levels, the use of MILP models are very common. The reason is that the size of the integer problem increases significantly when covering higher levels of detail especially in the case of large instances. Moreover, MILP models allow the train precedence to be formulated explicitly which is more desirable for short term planning and rescheduling since the explicit formulation provides a better control over the order of trains if needed. In addition to those models mentioned in Table 2.3, the application of a MILP model for connected public transport schedules (for bus and trains) can be found in Schöbel (2001).

In the following paragraphs we refer to the most relevant surveys in TTP formulations.

Lusby et al. (2009) conducted a survey on various track allocation models. They categorized models by line, network and junction train routing. They also categorized models based on common mathematical formulations including conflict graph, node packing, graph colouring, constraint programming and heuristic approaches.

Erol (2009) performed some experiments on different models including and excluding explicit track allocation at the stations. He concluded that for a set of real and artificial data with maximum of 37 stations, including stations in the modelling is too time consuming and after 4 hours the optimal solution was not found using a non-commercial solver or Cplex (remaining gap 2%).

Mannino (2011) compared two representation of station capacity, non-compact formulation vs. compact formulation, of a MILP model for single track lines. Both formulations could solve real-life instances while the non-compact behaved slightly better in computational time.
Cacchiani and Toth (2012) describe traditional TTP as nominal TTP and compare it with models on robust TTP. They compare different TTP models from various perspectives including, network vs. corridor, freight vs. passenger, cyclic vs. non-cyclic.

Harrod and Schlechte (2013) compared two different mathematical representations of TTP. One based on aggregated fixed time separation on tracks and the other based on the actual physical occupation at blocks, transformed to times. They applied both formulations on the same set of problems and concluded that while there are significant differences in the computation time for some selected instances, both formulations are comparable in aggregate and in nearly half of the scenarios the solutions were identical.

At the real time rescheduling levels researchers have developed different formulations to tackle timetabling problems in less time. Lagrangian relaxation formulations were more common in the past but nowadays decomposition formulations are becoming more common.

Solution methods

Exact or approximate methods can be used to solve optimization problems. Commercial packages including Cplex and Gurobi are mainly based on exact methods (branch and bound) and are reported to find solutions sufficiently fast for small and medium sized timetabling problems at the strategic and tactical levels. In large cases using approximate methods including heuristic approaches are more common. Comparing models from computation time should be done with respect to all the assumptions including the flexibilities and restrictions of the models as well as the specifications of the test cases.
<table>
<thead>
<tr>
<th>No.</th>
<th>Paper</th>
<th>Formulation</th>
<th>Variables</th>
<th>Objective function</th>
<th>Solution method</th>
<th>Test case</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Caprara et al (2002)</td>
<td>Graph theory BP Clique</td>
<td>TS, Tranc., Retiming, Reordering, Departure time from origin</td>
<td>Max. sum of profits of scheduled trains, Sum of absolute difference between ideal and actual timetables</td>
<td>Lagrangian relaxation with subgradient optimization, Heuristics, Implemented in C</td>
<td>Italy</td>
<td>1 day</td>
</tr>
<tr>
<td>2</td>
<td>Borndörfer et al (2006)</td>
<td>Graph theory Route AL GL, LC TTS Tranc.</td>
<td></td>
<td>Max. total profit of train slot assignment</td>
<td>Zimpl, Cplex 9.1</td>
<td>Germany Hanover-Fulda Kassel</td>
<td>6 sec</td>
</tr>
<tr>
<td>3</td>
<td>Borndörfer and Schlechte (2007)</td>
<td>Graph theory Arc Packing Path Packing Route AL GL, LC TTS Tranc.</td>
<td></td>
<td>Max. total profit of train slot assignment</td>
<td>Cplex, Cplex MIP, Column generation, Heuristics</td>
<td>Germany Hanover-Fulda Kassel</td>
<td>570 trains</td>
</tr>
<tr>
<td>4</td>
<td>Borndörfer et al (2010)</td>
<td>Graph theory Route AL GL TTS Tranc.</td>
<td></td>
<td>Max. total profit of train slot assignment</td>
<td>Strong LP bounds by heuristics Branch and generate, Perturbation branching, Lagrangian relaxation, Column generation, Proximal bundle method (PBM) Cutting plane, Binary search branching</td>
<td>Germany Hamburg Kassel Fulda</td>
<td>Number of trains 1062, 1140, 570, 37 stations, 120 tracks</td>
</tr>
<tr>
<td>5</td>
<td>Harrold (2013)</td>
<td>Hypergraph IP</td>
<td>TS, Route AL GL</td>
<td>Max. revenue</td>
<td>Cplex 12.1, Cutting plane, Binary search branching</td>
<td>North America 8 train paths, 20 replications of a train path</td>
<td>Average gap 5 600 sec</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>No.</th>
<th>Paper</th>
<th>Formulation</th>
<th>Variables</th>
<th>Objective function</th>
<th>Solution method</th>
<th>Test case</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>Kraay and Harker (1995)</td>
<td>MIP non-linear</td>
<td>TTS Train pre. Exp.</td>
<td>Min. deviation from an initial timetable Penalty for 12 hours work violation Penalty for extra stop time for switching cars</td>
<td>Simplified decomposition by fixing integer variables Heuristics Local search</td>
<td>USA 2 month data 16 lines 11 major stations 64 to 480 Km 210 problems</td>
<td>Local search 55 CPU min heuristics 50 sec</td>
</tr>
<tr>
<td>7</td>
<td>Brännlund et al (1998)</td>
<td>IP</td>
<td>TTS Train clin.</td>
<td>Max. total profit of train slot assignment</td>
<td>Lagrangian relaxation Heuristics MATLAB C Fortran LSSOL</td>
<td>Sweden (Uppsala Borlänge) 26 train (18 passenger, 8 freight) 17 stations</td>
<td>1 min Gap 0.54 and 3.8</td>
</tr>
<tr>
<td>8</td>
<td>Cacciani et al (2010)</td>
<td>ILP</td>
<td>TTS for freight trains Route AL GL</td>
<td>Min. difference between travel time and stop time from an ideal timetable</td>
<td>Lagrangian relaxation Implemented in C</td>
<td>RFI Italy Brenner Bologna Rome max 65 stations inserting 10 new trains max. 15 min time shift</td>
<td>max. 14000 sec</td>
</tr>
<tr>
<td>9</td>
<td>Cacciani et al (2016)</td>
<td>ILP</td>
<td>Train clin. TS Route AL GL TTS for freight trains</td>
<td>Min. difference between travel time and stop time from an ideal timetable</td>
<td>Heuristics</td>
<td>RFI Italy Milan Bologna Florence 1500 trains 490 tracks max. 15 min time shift</td>
<td>max. 1600 sec Gap 10</td>
</tr>
<tr>
<td>10</td>
<td>Burdett and Koran (2009)</td>
<td>Disjunctive graph</td>
<td>TS Route AL GL</td>
<td>Min. time window violation penalty plus total train postponements plus makespan</td>
<td>Constructive algorithm (CA) Simulated annealing(SA)</td>
<td>Test cases indicative of real life applications max. 50 trains 30 tracks</td>
<td>CA: max. 15 min SA: comparable but does not outperform CA</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>No.</th>
<th>Paper</th>
<th>Formulation</th>
<th>Variables</th>
<th>Objective function</th>
<th>Solution method</th>
<th>Test case</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>Aronsson et al. (2009)</td>
<td>4 models: 1) explicit unitary resource allocation (IP) 2) explicit unitary resource allocation (BI) 3) sub-clique 4) clique height</td>
<td>Cplex 9.0 Sweden 10 stations Capacity varies from 1 to 10 Number of tasks from 471 to 1391 Number of cliques from 43 to 591</td>
<td>Within seconds Sub-clique model is the best</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Forsgren et al. (2013a)</td>
<td>MILP [T, TTS, Route Al, GL, Lc, Transcl.]</td>
<td>Min. conflicts Number of cancelled trains Sum of scheduled delays</td>
<td>Cplex 12.2 Sweden (Hallsberg to Frövi) 94 trains</td>
<td>&lt;1 min</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Gestrelius et al. (2012)</td>
<td>MILP [T, Route Al, Lc, Potential alternative meetings]</td>
<td>Max. time difference between two feasible solutions Max. the number of alternative meeting locations Max. the number of alternative meeting locations</td>
<td>Cplex Sweden 62 locations 2021 links</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Forsgren et al. (2013b)</td>
<td>MIP [TTS Stop Order Conflict]</td>
<td>Min. conflicts max. slacks between trains</td>
<td>Incremental Allocation Sweden</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Meng and Zhou (2014)</td>
<td>1) MILP, consecutive 2) IR, cumulative flow variables consecutive 3) IR, cumulative flow variables simultaneous</td>
<td>Retiming Reordering Route Al GL Lc</td>
<td>Cplex 12.3 Lagrangian relaxation Implemented in C 6 hr examples from INFORMS RAS problem competition in 2012 76 nodes 85 blocks</td>
<td>No solution found by Cplex after 3 hr Lagrangian relaxation: 76 sec</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Khoshnijat and Peterson (2015)</td>
<td>MILP [Retiming Reordering Route Al Lc, Headway]</td>
<td>Min. deviations from an initial timetable for all arrival and departure times at all stations</td>
<td>Cplex 12.5 Swedish Southern mainline 102 trains 27 stations 26 sections</td>
<td>&lt;1.5 min for fixed orders 5.24 hr for flexible orders</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>No.</th>
<th>Paper</th>
<th>Formulation</th>
<th>Variables</th>
<th>Objective function</th>
<th>Solution method</th>
<th>Test case</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>Andersson et al (2015)</td>
<td>MILP</td>
<td>Retiming Route Al. Lc.</td>
<td>Min. sum of the deviation for all arrival and departure times at all stations with commercial activities and at final station</td>
<td>Cplex 12.5</td>
<td>Swedish Southern mainline 60 and 119 trains</td>
<td>&lt;2 min</td>
</tr>
<tr>
<td>18</td>
<td>Törnquist and Persson (2007)</td>
<td>MILP</td>
<td>Retiming Reordering Route Al. Lc.</td>
<td>Min. total delay at destinations for all trains Min. total cost associated with delay for all trains at destinations</td>
<td>Cplex 8 Ampl</td>
<td>Swedish Southern mainline 80 trains 253 sections 1107 events</td>
<td>time limit 2.5 hr gap 50</td>
</tr>
<tr>
<td>19</td>
<td>Törnquist Krassmann (2012)</td>
<td>MILP</td>
<td>Retiming Reordering Route Al. Lc.</td>
<td>Min. sum of departure delays</td>
<td>Cplex 10 Heuristics</td>
<td>Sweden Norrköping 28 stations 15 double track sections 17 single track sections</td>
<td>Solution not found within 24 hr</td>
</tr>
<tr>
<td>20</td>
<td>Törnquist Krassmann (2015)</td>
<td>MILP</td>
<td>Retiming Reordering Route Al. Lc. Stop Arrival order at stations</td>
<td>Min. total delay at destinations for all trains Min. total delay for all trains at all stations and assigning weights for commercial stops</td>
<td>Cplex 12.5</td>
<td>Sweden Iron ore line 113 trains 162 sections</td>
<td>&lt;1 min</td>
</tr>
<tr>
<td>21</td>
<td>Pellegrini et al (2014)</td>
<td>MILP</td>
<td>Retiming Reordering Route Al. Gl. Lc.</td>
<td>Min. secondary delays</td>
<td>Cplex 12</td>
<td>France Lille Flandres</td>
<td>Varies from few sec to hundred thousand sec fast in majority of the cases</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>No.</th>
<th>Paper</th>
<th>Formulation</th>
<th>Variables</th>
<th>Objective function</th>
<th>Solution method</th>
<th>Test case Description</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>Pellegrini et al. (2015)</td>
<td>MILP</td>
<td>Retiming, Reordering, Route Al, Gl. Lc.</td>
<td>Min. total weighted delays</td>
<td>Cplex 12.6</td>
<td>France a junction, a station, a link, 14 trains per hr, 28 trains per hr, 10 trains per hr</td>
<td>53 sec, 220 sec, 60 sec</td>
</tr>
</tbody>
</table>

* Abbreviations are the same as those in Table 2.2.
2.2 Remarks on the analyzed previous models

The models discussed in the previous section are, to the best of our knowledge, the most relevant TTP models with focus on short term planning, scheduling train time slots, incorporating robustness and allocating additional time slots.

Planning various properties of timetables simultaneously, e.g. planning train slots and train time slots at the same time or planning global and local routing simultaneously, usually leads to have better optimal solutions. Yet in practice it is not always possible, given how timetabling problems are computationally hard. As the time of the operation approaches, planning for more operational details as well as revising the timetables might be requested. Some studies try to include as much detail as possible during the modelling while some try to reduce unnecessary flexibilities in the models to decrease the size of the timetabling problems. Having a balance in-between is the key to have an optimal planning with respect to the computational limits.

For the purpose of this thesis we are interested in a model that was developed for non-cyclic heterogeneous traffic and can be applied for short term and operational planning horizons. The model should include operational detail i.e. local routing and explicit modelling of track allocation at stations as well as track allocation in multi-track lines under bidirectional operations to ensure capacity limitations with respect to the number of available tracks as well as track and platform lengths. It should also consider train precedences explicitly to provide the control over changing the order of trains if necessary.

The model developed by Törnquist and Persson (2007) and its recent version applied in Törnquist Krasemann (2015), is used for the analysis in this thesis since it holds the necessary planning details and it is developed for the Swedish context.

2.3 The applied model in this thesis

A general description of the applied model is presented in this section. A complete description of the model can be found in the corresponding appendices in each of the included papers.
The model is a mixed integer linear program (MILP) formulated as an event-based description of railway traffic. An event represents a train \( i \) passing a section \( j \) while occupying track \( q \). We distinguish between train event \( s \) and section event \( k \). To denote a train involved in the \( k^{th} \) event of section \( j \), we write \( i_{(j,k)} \) and we let \( s_{(j,k)} \) denote the corresponding train event. Given a train \( i \) and its train event \( s \), we identify the corresponding section as \( j_{(i,s)} \). Basically, train and section events are two different representations of the same event.

**Sets and parameters:**

A list of the parameters used in the model is presented here.

- \( T \): set of trains
- \( J \): set of sections
- \( S_i \): ordered set of events for train \( i \in T \), it contains all the section numbers traversed by train \( i \)
- \( K_j \): ordered set of events for section \( j \in J \), it contains all the train numbers that pass section \( j \)
- \( C_j \): number of tracks at each station \( j \)
- \( t^B_{(i,s)} \): initial start time of train \( i \in T \) at event \( s \in S_i \)
- \( t^E_{(i,s)} \): initial end time of \( i \in T \) at event \( s \in S_i \)
- \( t^c_j \): clearance time at section \( j \)
- \( t^\text{min}_{(i,s)} \): minimum time required for train \( i \) to complete event \( s \)
- \( q_{(i,s)} \): track number assigned to train \( i \) at train event \( s \)
- \( M \): sufficiently large constant
- \( h_{\text{min}} \): technical minimum headway time between any two consecutive trains \( i \) and \( i+1 \) on a section

**Variables for arrival and departure times, track allocation and train precedences:**

Each train event \( s \), related to train \( i \), has two continuous variables, one for the start time \( t^B_{(i,s)} \) and one for the end time \( t^E_{(i,s)} \) of the event and one binary variable \( x_{(i,s,q)} \) which takes value of one if track \( q \) is allocated for train event \( s \). Each section event \( k \), related to section \( j \), has two binary variables for the precedence of trains. In single track lines, the overlap between section events is not allowed, hence there are only two situations allowed after rescheduling: i) either the order of two events is the same as the initial order or ii) the order is changed. A binary variable \( \gamma_{(j,k,v)} \) takes value one if the order between
two section events \( k \) and \( k + v \) is the same as the initial order and zero otherwise. The initial order of trains are based on the master timetable. In one section with multiple tracks, events may overlap if they are allocated different tracks, so there is not only a binary choice but multiple alternative scenarios. This is elaborated further in Figure 2.1 since understanding the concept and relations between these variables is the key to generating some of the valid inequalities analyzed in paper III.
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#### Figure 2.1: Elaborating variables $\gamma_{(j,k,v)}$ and $\lambda_{(j,k,v)}$

<table>
<thead>
<tr>
<th>Single Track</th>
<th>Multi Track</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Before rescheduling</strong></td>
<td><strong>Before rescheduling</strong></td>
</tr>
<tr>
<td>$\gamma_{(j,k,v)}$</td>
<td>$\gamma_{(j,k,v)}$</td>
</tr>
<tr>
<td>$\lambda_{(j,k,v)}$</td>
<td>$\lambda_{(j,k,v)}$</td>
</tr>
<tr>
<td>$t^E_{(j,k)} &lt; t^B_{(j,k,v)}$</td>
<td>$t^E_{(j,k)} &lt; t^B_{(j,k,v)}$</td>
</tr>
<tr>
<td>$\text{Event } k$</td>
<td>$\text{Event } k+1$</td>
</tr>
<tr>
<td>$\text{Track } q1$</td>
<td>$\text{Track } q1$</td>
</tr>
<tr>
<td>$\text{Track } q2$</td>
<td>$\text{Track } q2$</td>
</tr>
<tr>
<td><strong>After rescheduling</strong></td>
<td><strong>After rescheduling</strong></td>
</tr>
<tr>
<td>$t^E_{(j,k)} &lt; t^B_{(j,k+1)}$</td>
<td>$t^E_{(j,k)} &lt; t^B_{(j,k+1)}$</td>
</tr>
<tr>
<td>$\gamma = 1, \text{Same track } q_1$</td>
<td>$\gamma = 1, \lambda = 0, \text{Same track } q_1$</td>
</tr>
<tr>
<td>$t^E_{(j,k)} &lt; t^B_{(j,k)}$</td>
<td>$t^E_{(j,k)} &lt; t^E_{(j,k+1)}$</td>
</tr>
<tr>
<td>$\gamma = 0, \text{Same track } q_1$</td>
<td>$\gamma = 0, \lambda = 1, \text{Same track } q_2$</td>
</tr>
<tr>
<td>Time overlap is NOT allowed.</td>
<td>Time overlap is allowed.</td>
</tr>
</tbody>
</table>

The indices $(j,k)$ in $t^E_{(j,k)}$ and $t^B_{(j,k,v)}$ correspond to the train events $s_{(j,k)}$ and $s_{(j,k,v)}$. 

Figure 2.1: Elaborating variables $\gamma_{(j,k,v)}$ and $\lambda_{(j,k,v)}$. 
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In multi track lines, two section events $k$ and $k + v$ either 1) keep their initial order, or 2) switch the order or 3) have time overlap. Hence, a new binary variable $\lambda_{(j,k,v)}$ is introduced. In multi track lines, $\lambda_{(j,k,v)}$ takes value zero if the order between two section events $k$ and $k + v$ is the same as the initial order and one if the order is swapped. By applying constraint 2.1, $\gamma_{(j,k,v)}$ and $\lambda_{(j,k,v)}$ cannot take value one simultaneously. By applying constraint 2.2 we make sure that where on the same track, either $\gamma_{(j,k,v)}$ or $\lambda_{(j,k,v)}$ takes value one. By this formulation $\gamma_{(j,k,v)}$ and $\lambda_{(j,k,v)}$ both can take value zero simultaneously only when they are not happening on the same track. In this situation the events $k$ and $k + v$ can be overlapped. Worth repeating is that each train event is mapped to exactly one section event and vice versa.

$$\lambda_{(j,k,v)} + \gamma_{(j,k,v)} \leq 1 \quad C_j \geq 2 \quad (2.1)$$

$$x_{(i,j,k,+v),s_{(j,k,+v)},q_{(i,s)}} + x_{(i,j,k),s_{(j,k)},q_{(i,s)}} \leq \gamma_{(j,k,v)} + \lambda_{(j,k,v)} + 1 \quad (2.2)$$

**Objective function:**

The objective function can be adjusted for different purposes. In this study the objective function aims at minimizing the sum of deviations between the initial timetable and the new calculated timetable at departures and arrivals for all the trains in all the sections along their journey.

$$\min \sum_{i \in T} \sum_{s \in S_i} (d_{(i,s)} + a_{(i,s)}) \quad (2.3)$$

Where $d_{(i,s)} \geq 0$ is a continuous variable for the absolute deviation between the new calculated departure time and the initial departure time for train $i$ at event $s$ and $a_{(i,s)} \geq 0$ is also a continuous variable for the absolute deviation between the new calculated arrival time and the initial arrival time for train $i$ at event $s$. The corresponding deviation constraints are:

$$|t^B_{(i,s)} - i^B_{(i,s)}| \leq d_{(i,s)} \quad (2.4)$$
\[ |t_{E}^{i}(s) - \hat{t}_{E}^{i}(s)| \leq a_{(i,s)} \]  

Constraints related to trains’ arrival and departure times:

A new event \( s+1 \) for train \( i \) starts right after finishing the previous event \( s \).

\[ t_{E}^{i}(s) = t_{B}^{i}(s+1) \]  

Each event has a minimum duration separating its start and end times.

\[ t_{E}^{i}(s) \geq t_{B}^{i}(s) + t_{min}^{i}(s) \]  

Trains cannot depart from origin station earlier than the planned time. This constraint can be relaxed in the general problem of planning a timetable.

\[ t_{B}^{i}(1) \geq \hat{t}_{B}^{i}(1) \]  

If train \( i \) is supposed to have a passenger stop at event \( s \) then the new scheduled departure time should not be earlier than the planned departure time.

\[ t_{E}^{i}(s) \geq \hat{t}_{E}^{i}(s) \]  

Constraints for allowing trains to run safely in the opposite directions:

When trains are running in opposite directions in single and double tracks the following constraints should be applied.

When event \( k \) happens before event \( k + v \), as it is in the initial plan then:

\[ t_{B}^{i,(j,k+v),s,(j,k+v)} - t_{E}^{i,(j,k),s,(j,k)} \geq \gamma(j,k,v) \cdot t_{c}^{i} - M \cdot (1 - \gamma(j,k,v)) \]  

When event \( k \) happens after event \( k + v \), the order is reversed compared to the initial plan.

\[ t_{B}^{i,(j,k),s,(j,k)} - t_{E}^{i,(j,k+v),s,(j,k+v)} \geq (1 - \gamma(j,k,v)) \cdot t_{c}^{i} - M \cdot \gamma(j,k,v) \]  

When the order of trains is reversed compared to the initial order in double tracks.
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\[ t^{B}_{(i,j,k),s(j,k)} - t^{E}_{(i,j,k+v),s(j,k+v)} \geq \lambda_{(j,k,v)} \cdot t^{c}_j - M \cdot (1 - \lambda_{(j,k,v)}) \]  

Constraints for allowing trains to run safely in the same direction:

When trains running in the same direction the following constraints should be applied.

For single and double tracks keeping the initial order:

\[ t^{B}_{(i,j,k),s(j,k)} - t^{B}_{(i,j,k),s(j,k)} \geq h_{min} - M \cdot (1 - \gamma_{(j,k,v)}) \]  

\[ t^{E}_{(i,j,k),s(j,k)} - t^{E}_{(i,j,k),s(j,k)} \geq h_{min} - M \cdot (1 - \gamma_{(j,k,v)}) \]  

For double tracks with reverse order:

\[ t^{B}_{(i,j,k),s(j,k)} - t^{B}_{(i,j,k+v),s(j,k+v)} \geq h_{min} - M \cdot (1 - \lambda_{(j,k,v)}) \]  

\[ t^{E}_{(i,j,k),s(j,k)} - t^{E}_{(i,j,k+v),s(j,k+v)} \geq h_{min} - M \cdot (1 - \lambda_{(j,k,v)}) \]  

Constraints for track allocation:

Each train \( i \) should occupy only one track in each section \( j \) along its journey.

\[ \sum_{q=1}^{C_{J(i,s)}} x(i,s,q(i,s)) = 1 \quad C_{J(i,s)} \geq 2 \]  

In multi tracks, trains must not change tracks between two consecutive line sections unless there is a switch between the two tracks.

\[ x(i,s,q(i,s)) = x(i,s+1,q(i,s+1)) \quad C_{J(i,s)} \geq 2 \]
Chapter 3

Summary of the Included Papers

Three papers are included in the thesis. In each paper a Basic Model is described and then adjusted for the indicated purposes. The basic model is based on the model described in section 2.3. However, there are some differences between the basic models used in paper I and II and paper III with respect to the corresponding assumptions.

Timetables that are generated by applying the basic model are called initial timetables and timetables generated by applying the adjusted (or modified) model are called modified timetables.

In the basic models for all papers, it is assumed that if a train has a scheduled stop at a station in the master timetable, then the allocated track has a sufficient platform length. The other assumption is that a train cannot depart earlier than the departure time for the first event.

3.1 Paper I

Improving Train Service Reliability by Applying an Effective Timetable Robustness Strategy

This paper presents a new headway-based strategy for improving robustness in railway timetables. The proposed strategy is implemented for real timetable cases and evaluated against small delays. A
fundamental assumption for this work is that during the actual operations, the precision in operation of trains decreases with their travel time. The longer a train's journey is, the larger the risk that some small disturbances might occur during its journey. Hence, catching a fix-sized time slot in the timetable is easier the shorter the journey is. The assumption is not directly related to delays, but to the propagation of delays in the subsequent arrival times at the stations along a route.

In this paper we show how robustness can be improved in a given timetable by replacing a fix-sized time slot with a variable time slot, which increases with the travel time. We correlated the size of this new time slot to trains’ travel times by introducing and implementing the parameter $\alpha$. This new time slot is calculated and reserved for each train and it is made sure that the headway between any pair of trains, which are running in the same direction and on the same track, is greater than this reserved time slot. The reserved time slot is also referred to as the scheduled minimum headway and the proposed idea is called Travel Time Dependent Scheduled Minimum Headway (TTDSMH).

Implementing large values for $\alpha$ leads to costs in terms of reductions in capacity utilization i.e. number of trains, changes in heterogeneity and reduction in average speed. We monitored the corresponding costs after implementing the proposed strategy and the results show that by increasing $\alpha$, the number of trains, heterogeneity and average speed are reduced. Moreover, by allowing a flexible ordering of trains, we can obtain larger headways between trains while having small reductions in capacity utilization, heterogeneity and speed. The modified timetables are also evaluated in different disturbance scenarios and the evaluation study shows that for disturbances up to 7 minutes, the modified timetables performed better (from robustness perspectives) in most of the experiments. The commercial solver Cplex is used to solve the problems.

The basic model in this paper contains some additional variables and constraints, compared to the basic model in section 2.3. The model is calibrated for technical minimum headway $h_{\text{min}}$ equal to 3 minutes. To implement TTDSMH strategy, headway is implemented as a variable and a set of constraints related to headways are developed and the existing headway constraints (constraints 2.13-2.16) are updated accordingly. The new constraints and variables can be found in paper I.
Many of the previously proposed robustness strategies are too complicated to be realized and utilized by dispatchers. In real operations, dispatchers cannot make use of extra buffer times (or runtime margins) effectively if they cannot clearly observe them in the timetables. The proposed strategy in this paper is straightforward and can easily be understood and observed so that dispatchers can use it effectively in case of disturbances. However, in the experiments this method is applied for all types of trains but it can be separated by each train type. Furthermore, we assumed that the stop times at stations are necessary according to the master timetable. This assumption can become more accurate by studying the reasons of having stops at stations or by ignoring large stops from TTDMH calculations.

3.2 Paper II

Robustness Improvements in a Train Timetable with Travel Time Dependent Minimum Headways

This paper aims to verify the improvements in the robustness of some real timetables that are modified with respect to the idea of TTDSMH. The initial timetables are the annual master timetables that are calibrated for the purpose of the analysis and according to our assumptions. Both initial and modified timetables are evaluated for different disturbance scenarios from various performance indicators. Disturbance scenarios are as follows.

1) Single Delayed Train (SDT).

2) Speed Reduction for one single Train (SRT).

3) Speed Reduction for all the trains passing a specific Section (SRS).

Selected performance indicators include time deviation from the initial timetable, total delay, total number of delayed trains at destinations, number of trains that arrive at destinations with maximum 5 minutes delay and the number of overtaking violations compared to the initial timetable.

For experimental analysis of the model against delays, the basic model described in section 2.3 is applied by implementing some adjustments. The adjustments include the following restrictions: 1) the
arrival and departure times of the delayed trains can only be post-
pioned and earlier arrivals and departures are forbidden. All of the
events before the occurrence of the delay, are fixed. 2) the order of
trains can be fixed or flexible. The commercial solver Cplex is used
to solve the problems.

In most of the experiments, timetables with TTDSMH outperform
the initial timetables. In SDT scenarios, the modified timetables are
more robust and this is more evident when the size of the delay is
larger. In SRT scenario, the modified timetables have a better perfor-
ance compared to the initial ones, however, the flexible trains’ order
also has a significant role to improve the performance. In SRS sce-
nario, the modified timetables perform better but the improvements,
compared to the initial timetables are small.

3.3 Paper III

An Optimization Approach for On-Demand Railway Slot Al-
location

In this paper the problem of assessing and maintaining robustness
when revising an existing timetable is studied. The results from pa-
pers I and II show that the applied optimization models need to be
developed further to have faster computation time. This problem is
also studied in this paper.

From the perspective of an infrastructure manager, we propose
and experimentally evaluate an optimization-based approach for as-
sessing and scheduling additional slot requests for traffic and urgent
maintenance.

In paper III more operational planning details are included in the
basic model. These details are:

- Forbidding simultaneous arrivals at stations where they are not
  supported. During the operations, simultaneous arrivals should
  not be allowed at stations without enough resources, i.e. stations
  on single track lines without extra tracks with sufficient length.
  To forbid simultaneous arrivals at stations and control the order
  of arrivals, a new binary variable $\omega_{(j,k,v)}$ is included, see also
  Törnquist Krasemann (2015). $\omega_{(j,k,v)}$ takes value one if event $k$
  is happening at a station and occurs before event $k+v$ and zero
  otherwise.
• Considering the lengths of trains and tracks at stations during track allocations so that when a train has a stop on a track at a station, the length of the allocated track should be sufficient. The objective function is also different and it contains components including the minimization of the number of track deviations and the travel time for the additional trains.

• Considering the value for technical minimum headway based on the data from Swedish Transport Administration (Trafikverket).

The adjusted model contains new parameters, variables and constraints for scheduling additional trains. These adjustments can be found in the appendix of paper III. The model is solved by using the commercial solver Gurobi.

The approach has been experimentally evaluated on a sub-network in Southern Sweden, where the traffic density is very high and it is challenging to assess and accommodate new slot requests close to the actual operation time.

When considering inserting additional trains, or maintenance, into an existing timetable, the resulting timetable will have different properties depending on the policy of insertion. That is, if there are multiple additional slots requests, the order in which they are inserted may affect the timetable as a whole but it may also affect the possibilities to accommodate the individual slot preferences. In this paper, we intend to investigate the effects of stepwise insertion, compared to simultaneous insertion, of a set of slot requests that partly compete for the same resources. Furthermore, in dense areas the insertion of additional trains may reduce the robustness of the timetable. One commonly discussed factor affecting the robustness is the time dependency between consecutive trains, i.e. the headway distance. Hence it is important to be aware of the consequences of each insertion policy on the properties of the revised timetable. A more in-depth discussion about robustness properties can be found in this paper.

The results show that inserting the additional trains simultaneously usually results in generating more optimal solutions. However, solving this type of problem is computationally challenging. We also observed that the existing robustness metrics cannot capture the essential properties of having more robust timetables. Therefore we propose measuring Channel Width, Channel Width Forward, Channel Width Behind and Track Switching when relevant. Channel Width (CW) for a train can be defined as the time difference between the
departure time of the train running in the front and the train running behind. It can be measured for each train at each location along its journey. We use Channel Width Behind (CWB) and Channel Width Front (CWF) to measure the headway between the new inserted train and the trains running behind or in the front. CW is equal to the sum of CWB and CWF. CWB and CWF can be measured either at crucial locations, or at different locations in order to capture the minimum, maximum and average values along a train’s journey. When trains are allowed to run on the opposite track the values for CW are not helpful enough and it is necessary to measure the frequency of track switching at line sections. Track Switching, specifies how often the trains swap side on the line sections. That is, how often trains are temporarily scheduled to operate on the opposite side of the line section, in order to e.g. overtake another train between two stations. A large value indicates a potential instability and increased risk for disturbances.

The experiments show that for certain types of scenarios, solving the corresponding timetabling problems is too time-consuming and there is a need to investigate and develop strategies for speeding up the solution process. Hence, we developed, implemented and evaluated boosting methods with focus on valid inequalities. Several valid inequalities are developed and their impact on the computation time is analyzed. Even though some of the proposed valid inequalities could reduce the size of the search space, they can also weaken the linear programming relaxation of the model and in some cases even increase the computation time. Further analysis shows that model is very sensitive to big M values.
Chapter 4
Conclusions and Future Research

4.1 Conclusions

In this thesis various timetabling problems are solved with respect to robustness by applying an existing MILP model which is further developed for each set of problems.

In paper I, in order to improve robustness in timetables, a headway-based method is proposed based on train travel times. In this method, the headway between two trains is correlated to trains travel time. This method is evaluated and the corresponding results show that the modified timetables are more robust against small delays. Since assigning larger headways might lead to longer travel times and higher capacity consumptions, the impact of this method on capacity utilization, i.e. number of trains, heterogeneity and the speed of trains is evaluated and the results show that the corresponding effects are small. Furthermore, the proposed headway-based method is a straightforward method that can be realized easily in timetables by dispatchers when dealing with resolving delays.

In paper II, more evaluation analysis shows that even for large delays, i.e. when a section is under maintenance or when a train has a speed limit because of functional problems, the modified timetables still perform better than the initial ones. Furthermore, the flexibility of train orders has a significant impact on the results. The
optimization-based method is fully deterministic and could be replaced by simulation methods to capture the stochasticity of the delays. However, although the delay analysis is not performed for stochastic delays, the worst case delay (according to our assumptions 7 minutes) is still tested. In the experiments this method is applied for all types of trains but it can be separated by each train type. Furthermore, we assumed that the stop times at stations are necessary according to the master timetable. This assumption can become more accurate by studying the reasons of having stops at stations or by ignoring large stops from TTDMH calculations.

In paper III, the problem of on-demand timetabling and the consequences of different planning policies are studied on robustness properties and capacity utilization. The analyses show that using the simultaneous insertion strategy results in generating timetables in which the travel times of the additional trains, is shorter, however, this type of problems is computationally demanding compared to the scenarios with stepwise insertion strategy. When inserting trains stepwise, the order of insertion matters and affects the capacity utilization and also the robustness properties of a timetable. We also observed that the existing robustness metrics cannot capture the essential properties of having more robust timetables. Therefore we propose measuring Channel Width, Channel Width Forward, Channel Width Behind and Track Switching.

Furthermore in paper III, the computation time is analyzed for a set of selected computationally hard problems. Several valid inequalities are proposed and their impact on the computation time is studied. Results show even though some of the proposed valid inequalities could reduce the size of the search space, they can also weaken the linear programming relaxation of the model and in some cases even increase the computation time. Additional analyses reveal that the computation time is very sensitive to the value of big M.

4.2 Future research

Different robustness metrics have been introduced so far in the literature and the initial analyses show that they can be effective in practice. However, the generated robust timetables are only tested for simulated delays where it is assumed that the robustness properties are used effectively in order to limit the propagation of delays. In
addition to the above, no before and after analysis has been conducted yet to test whether the implemented robustness properties are actually used by dispatchers during the occurrence of the disturbances. Hence, the real impact of the proposed robustness properties during real time operations is still unknown. The real impact of the proposed metrics on the robustness of timetables will be studied in future research.

We studied the consequences of two insertion strategies: simultaneous vs. stepwise insertion. However, during the revision process there are several possible decisions that need to be made. The presented research in this thesis showed how different insertion strategies might lead to different revised timetables. In the same manner, the consequences of all other possible decisions should also be studied. Furthermore, the criteria for selecting a revised timetable over the others is not well defined and different revised timetables might be selected with respect to various preferences. Hence, identifying the actual preferences of the operators and planners through surveys or interviews, and analyzing the consequences of various decisions are necessary.

The analysis of the computation time for different valid inequality scenarios showed that some of the valid inequalities can weaken the linear programming relaxation of the model which leads to an increase in the elapsed time for finding the first feasible solution. We did not provide any first feasible solution for the model when performing the experiments. The first feasible solution in different scenarios is found by the embedded heuristic methods in the applied commercial solver. This affects the total computation time and the first feasible solutions in different scenarios are not necessarily the same. To decrease the computation time, further boosting methods including providing a first feasible solution and developing solution algorithms can be studied in future research.
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