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Abstract

There are a number of universities which are developing pico and nano satellite for research and studies and will continue to increase in the future. Most of them also have specific attitude determination methods and associated sensors, but still a very accurate attitude determination sensor system is not available for small satellites other than sun sensors and magnetometers. Considering the accuracy and performance star sensor is the best choice, but the major drawbacks are the cost, effort and weight of the star sensor. The objective of the thesis work is to develop attitude determination software for a small low cost star sensor which can be used in pico and nano satellites. Modern miniaturization of electronics and hardware and low cost due to mass production has paved new way to develop a miniature sensor for small satellites in university projects. The work is mainly concentrated on developing a prototype software for the current star sensor project undergoing at the University of Würzburg, known as STELLAR. The prototype software is build in MATLAB 7 on a normal PC and tested for publicly available various star images and generated images.
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Chapter 1

Introduction

1.1 Introduction

The space industry has been booming for the past two decades and new technologies are being tested throughout different space agencies, organization and universities. Due to the advent of the miniaturization of electronic components and devices there are several small satellite projects in the universities across the globe and also corresponding hardware development for these projects. Most of them are used for research purposes and studying new technologies. The reason why universities are engaging in space technology is to provide hands on experience to students and study various technologies. New technologies for communication protocol, solar power generation, imaging and attitude determination are currently under research. Among this attitude determination is one of the important areas of study since it is the system responsible for the orientation of the satellites and spacecraft in the space. Main tasks involved are development of new sensors and onboard software.

There are several sensors such as sun sensors, horizon sensors, star sensors, and rate integration gyros which are currently used in spacecraft systems. When considering the most accurate sensor, the star sensor is the best choice which can provide an accuracy level up to sub-arc range and minimum fault tolerance. They have no moving parts, and they do not experience loss-of-
accuracy from systematic drift. While using the normal attitude determination sensor additional components like gyroscopes and high end on board attitude determination software are required which itself takes huge processing power and memory from the onboard computer. The star sensors alone can provide an accurate attitude solution thus reducing onboard efforts. Usually the construction of a star sensor requires effort, time and high price and at a university level this is a challenging project. Before implementing on the hardware system the software has to be designed and tested on a normal PC system. The thesis work deals with the development of the initial version software for a star sensor and the software is tested on PC.

1.2 Attitude determination

Attitude determination is the technique by which the orientation of the spacecraft or satellite in the space is determined. The satellite or the spacecraft has to be correctly pointed in the space since, the solar panels has to be pointed towards the sun, the antenna towards earth and several other sensors to specified directions for its proper functioning. This is one of the important tasks for a complete mission. The attitude is determined by the knowing the direction towards which the satellite is currently pointing (a reference point) and the previously known coordinates of the reference point in inertial coordinates from catalogs or other systems. The knowledge of the coordinates in both body frame and inertial frame gives a unique attitude solution for the satellite. The three axis attitude determination is a complex task in terms of computations and is more complex when satellite has no apriori information of the attitude. There are several sensors which are used to determine attitude like sun sensors, star sensors, magnetometers, gyroscope etc. Out of this star sensor is the one which produces the best attitude estimate even though the complexity of hardware and software is high.
1.3 Different Attitude determination Sensors

1.3.1 Sun Sensors
The sun sensor is the most common attitude determination sensor used in space missions. It senses the presence of sun in the field of view of camera and measures the direction to which the camera is pointed. The relative brightness of the sun when compared to the other stellar objects makes it easy to be detected. Moreover the angular radius of the sun is very small, nearly 0.267 at 1AU. When compared with earth globe the angular radius is so small and it is excellent for low earth space missions. Usually there is a wide range of sun sensor due to difference in operation and designs. There are basically three types of sensors: analog sensors, sun presence sensors, and digital sensors [1]. Digital sensors provide accurate measurement and are more expensive. Most of the times the analog sensors are sufficient to provide attitude information.

1.3.2 Magnetometers
The earth’s magnetic field can be used as an excellent means to find out the direction of satellite. Magnetometers are deployed to measure the magnitude and vector direction of the magnetic field of earth and provide an attitude solution. They are light weight and require only very less power for operation. The earth’s magnetic field extends to several thousand kilometres but due to unknown precise nature it can’t be used at an orbits of high altitude. They are less expensive and easy to operate but is less accurate. So missions which need less accuracy and low cost mostly deploy magnetometers

1.3.3 Star Sensors
Star sensors are the most accurate system for measuring the attitude of a spacecraft which can measure up to sub-arc ranges. Star sensors measure the direction vectors of the star detected in the body frame of the spacecraft and determines attitude. The drawbacks are the instrumentation complexity,
elevated price, extensive software requirements and relatively low reliability when compared to other attitude sensor assemblies. The other drawbacks of the star sensors are due to errors from bright sources such as moon, planets and sun. The fixed pattern noise avoidance techniques can reduce these errors to a very good extent. But still they are preferred over most mission due to the accuracy of the measurement.

Figure 1.1: Star Sensor image courtesy [2]

1.4 Thesis Overview

1.4.1 Thesis Objective

The proposed thesis work is to conduct initial studies about the field of view and magnitude requirements for the development of star sensor software and also for star catalogs (section 3.5). The developed software will be capable of detecting star triads (section 3.4) in image and producing an accurate attitude solution. Also different problems affecting the software will be discussed in detail. A study about two different attitude determination algorithms are
also performed and out of this one which suits for the thesis work is selected at the end.

1.4.2 Thesis Framework

The whole work for the thesis is done in MATLAB, which is a powerful mathematical simulation tool used by most of the space engineers and aerospace companies. The images that are publicly available is centroided [1] with the help of algorithms and the star co-ordinates in the images are calculated according to the camera frame. The position of the camera frame is assumed since there is no original camera builds for the time being. The attitude is measured from comparing the inertial frame vectors and the vectors observed in the star camera frame and then the TRIAD algorithm [3] is used to find out a attitude solution in the form of quaternion. The algorithm is tested on various images to make sure that the performance matches the requirement. Once the software is successfully tested on a computer it can be converted to embedded code and loaded in the star sensor. The highlighted portion in the image represents the complete work for the thesis.

![Diagram of Thesis Framework](image17)

Figure 1.2: Thesis Frame work, Image[17]
Chapter 2

Co-ordinate frames

To begin with any attitude determination problem we should select an appropriate coordinate system. Any coordinate system can be used in defining orientation. But most of the times the problem is generated due to improper usage of coordinate frames. This section gives a brief overview about the different coordinate systems.

2.1 ECI

The Earth Centred Inertial coordinate frame is oriented with respect to the sun. The X-axis is the one which points along the equatorial plane towards the sun at the vernal equinox or the first point of Aries. The Z-axis points towards the earth’s rotation axis and Y-axis forms the right handed system. The earth’s axis and the vernal equinox precess around the pole of earth’s orbit with a period of 26,000 yrs.

The precession of equinoxes result in a shift of the position of the vernal equinox relative to the fixed stars at a rate of 0.014 deg/yr. Because of this slow drift, celestial coordinates require a corresponding date to accurately define the position of the equinoxes. The most common systems are 1950 coordinates, J2000 coordinates and true of date or TOD. In this thesis work the co-ordinates used for stars are from J2000 Epoch.
2.2 Body (satellite)

The body frame is the coordinate system which is attached to the satellite or spacecraft body. This is fixed for each satellite. The X-axis is along the nominal velocity direction with Z-axis pointing towards the earth along nadir and the Y-axis forming the right handed coordinate system. Usually this coordinate system is used in problems dealing with the position of spacecraft instruments with reference to spacecraft body.
2.3 Camera frame

The camera frame is attached to the camera FoV and its bore sight lies along the Z-axis. The X-axis and Y-axis lies along the image plane axis and is fixed on the centre. Normally the star sensor is fixed on the spacecraft and a matrix transformation is required to change the coordinates of the image plane into the body frame. In this thesis the camera frame and the body frame are assumed to be at the same point since it makes the computation simpler. Once the camera is build and assembled on the satellite this matrix transformation can be augmented to obtain the coordinates in the satellite (body) frame.

2.4 Rotation Matrix and Quaternion

2.4.1 Rotation matrix

The three axis attitude transformation is based on the direction cosine matrix. Any attitude transformation in space is actually converted to this essential form [5]. In the figure, the axes 1, 2 and 3 are unit vectors defining an orthogonal right handed triad. This triad is chosen as the reference inertial frame. Next an orthogonal triad is attached to the centre of mass of a moving body defined by the unit vectors \( \mathbf{u}, \mathbf{v} \) and \( \mathbf{w} \). The rotation matrix \([\mathbf{A}]\) is
defined as following,

\[
[A] = \begin{bmatrix}
u_1 & u_2 & u_3 \\
v_1 & v_2 & v_3 \\
w_1 & w_2 & w_3
\end{bmatrix}
\]

(2.1)

Figure 2.4: Definition of the orientation of the spacecraft axes \( u, v, w \) in the reference frame \( 1,2,3 \), Image [5]

In this \( u_1, u_2 \) and \( u_3 \) are the components of vector \( u \) along the axes \( 1,2,3 \) of the reference orthogonal system, \( u=[u_1,u_2,u_3]^T \). In a similar way \( v \) and \( w \) also have components \( v_1, v_2 \) and \( v_3 \) and \( w_1, w_2 \) and \( w_3 \) along the same reference axes, \( v=[v_1,v_2,v_3]^T \) and, \( w=[w_1,w_2,w_3]^T \). The direction cosine matrix is also called attitude matrix and have an important property of mapping vectors from the reference frame to the body frame. Suppose that a vector, \( a=[a_1,a_2,a_3]^T \). The component of vector \( a \) in the body frame is given by,

\[
[A]a = \begin{bmatrix}
u_1 & u_2 & u_3 \\
v_1 & v_2 & v_3 \\
w_1 & w_2 & w_3
\end{bmatrix} \begin{bmatrix}a_1 \\a_2 \\a_3\end{bmatrix} = \begin{bmatrix}a_u \\a_v \\a_w\end{bmatrix} = a_B
\]

(2.2)

where \( a_B \) is the vector \( a \) mapped into the body frame. Since \( u \) is a unit
vector it follows that the scalar product, $u \cdot a$ is the component of the vector $a$ along the unit vector of the body triad $a_v$ and $a_w$.

### 2.4.2 Quaternion

The quaternion’s basic definition is a consequence of the properties of the direction cosine matrix $[A]$. It is shown by linear algebra that a proper real orthogonal $3 \times 3$ matrix has at least one eigen vector with eigen value of unity. This means that since one of the eigen values, $\lambda_i (i = 1, 2, 3)$ is unity, the eigen vector is unchanged by the matrix, $[A]e_i = e_i$

The eigen vector, $e_i$ has the same components along the reference frame axis. The existence of such a vector is the analytical demonstration of Euler’s theorem [5]. It can be demonstrated that any attitude transformation in space by consecutive rotations about the three orthogonal frames can be attained by a single rotation about the eigen vector with unit eigen value. The quaternions is defined as a vector in which,

$$q = q_4 + iq_1 + jq_2 + kq_3 = q_4 + q$$  \hspace{1cm} (2.3)

where the unit vectors $i,j,k$ satisfy the following conditions,

$$i^2 = j^2 = k^2 = -1,$$ \hspace{1cm} (2.4)

$$ij = -ji = k,$$ \hspace{1cm} (2.5)

$$jk = -kj = i,$$ \hspace{1cm} (2.6)

$$ki = -ik = j.$$ \hspace{1cm} (2.7)

In this definition $q_4$ is a scalar and $q$ is a vector. The elements of quaternion sometimes called the Euler symmetric parameters can be expressed in terms
of the principal eigen vector $e$. The parameters are calculated by,

$$q_1 = e_1 \sin(\alpha/2), \quad (2.8)$$
$$q_2 = e_2 \sin(\alpha/2), \quad (2.9)$$
$$q_3 = e_3 \sin(\alpha/2), \quad (2.10)$$
$$q_4 = \cos(\alpha/2) \quad (2.11)$$

Clearly,

$$q_1^2 + q_2^2 + q_3^2 + q_4^2 = 1, \ |q| = 1 \quad (2.12)$$

Using the above equations the direction matrix can be expressed in terms of the quaternion,

$$[A(q)] = (q_4^2 - q_2^2)1 + 2qq^T - 2q_4[Q], \quad (2.13)$$

where,

$$[Q] = \begin{bmatrix}
0 & -q_3 & q_2 \\
q_3 & 0 & -q_1 \\
-q_2 & q_1 & 0
\end{bmatrix} \quad (2.14)$$

and

$$[A(q)] = \begin{bmatrix}
q_1^2 - q_2^2 - q_3^2 + q_4^2 & 2(q_1q_2 + q_3q_4) & 2(q_1q_3 - q_2q_4) \\
2(q_1q_2 - q_3q_4) & -q_1^2 + q_2^2 - q_3^2 + q_4^2 & 2(q_2q_3 + q_1q_4) \\
2(q_1q_3 + q_2q_4) & 2(q_2q_3 - q_1q_4) & -q_1^2 - q_2^2 + q_3^2 + q_4^2
\end{bmatrix} \quad (2.15)$$

Equation (2.10) allows us to express the quaternion in terms of direction cosine matrix and vice versa. A total of four such sets can be defined for the
Table 2.1: Requirements for a star sensor

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnitude (M)</td>
<td>6</td>
<td>4-7</td>
</tr>
<tr>
<td>Focal length (f)</td>
<td>20mm</td>
<td></td>
</tr>
<tr>
<td>Acquisition time for matching stars</td>
<td>0.25s</td>
<td></td>
</tr>
<tr>
<td>Accuracy (star position and magnitude)</td>
<td>0.02 all 3 axis</td>
<td></td>
</tr>
<tr>
<td>Update rate for tracking stars</td>
<td>4Hz</td>
<td></td>
</tr>
<tr>
<td>Minimum number of stars</td>
<td>3</td>
<td>for triad construction</td>
</tr>
</tbody>
</table>

Quaternion. For the first set $q_4$ is found by summing the diagonal elements $a_{11}, a_{22}$ and $a_{33}$. To find $q_1$, $q_2$ and $q_3$ take the sums $a_{23}-a_{32}$, $a_{31}-a_{13}$, and $a_{12}-a_{21}$. The solution is,

\begin{align*}
q_4 &= 0.5\sqrt{(1 + a_{11} + a_{22} + a_{33})}, \\
q_1 &= 0.25(a_{23} - a_{32})/q_4, \\
q_2 &= 0.25(a_{31} - a_{13})/q_4, \\
q_3 &= 0.25(a_{12} - a_{21})/q_4
\end{align*}

In this work the output solution is given in terms of quaternion, which can be interchanged to rotation matrix and vice versa.

2.5 Requirements for a star sensor

Before the software development is done the requirements has to be clearly defined. The table above shows the requirements of a star sensor. Out of the requirements mentioned FoV, magnitude and minimum number of stars are the important factors for the software development. The focal length specification is dependent on the optics developed. Rest of the specifications depend on the final hardware on which the software is implemented. So extreme care has to be taken in finding good hardware which support the software operations developed in the algorithm.
2.5.1 Field of View (FoV)

The field of view is defined as the angular extent to which the sky is observable at any specific given direction. This is an important factor since it determines the number of stars that is observable by the camera in a single image. The number of star required for pattern matching depends upon the algorithm developed and is defined in the forth coming chapters. The more number of stars that can be observed in a image the more chance of the star pattern recognition and hence the speed of the algorithm also increases. The speed of algorithm is important in case where quick attitude determination is required. Hence field of view is important to both hardware and software of camera. A thorough analysis was performed with the help of Matlab simulation to find out field of view that is required by the camera.

2.5.2 Simulations for field of view (Monte Carlo Analysis)

The determination of field of view is a complex process so that it was done with the help of a computer simulation. The simulation finds out how many stars are present in an image for a certain magnitude and angle in a particular direction of the sky and checks if it can guarantee enough stars required for pattern matching. This is done with help of extracting the Right ascension (RA), Declination (Dec) and magnitude values of each stars from the catalog. The catalog used was the hipparcos catalog which has stars up to magnitude of 11. They are truncated with a star magnitude of 6 and the rest of stars brighter than 6 which numbers up to 5029 are used for simulations. An initial estimate of magnitude showed that stars brighter than 6 would be enough to guarantee the number of required stars in any directions. The simulation was done for a maximum field of view of 22 degrees and magnitude from 1 to 6. Normally stars brighter than magnitude six are used in small and low cost star sensor because the cost and effort increases as the stars to be detected are more fainter. The spherical co-ordinates which are retrieved from catalog as RA and Dec are converted into unit vector in cartesian coordinates and then recreated on imaginary celestial sphere. The imaginary celestial sphere
is of unit radius and the camera frame is assumed to be in centre of the earth and can be pointed to any random pointing direction of the sky. The distribution of stars on the unit celestial sphere is shown below in 3D Plot.

Figure 2.5: 3D Plot of celestial sphere with star distribution

Once the camera is fixed in the centre of the sphere it can be pointed to any direction by generating a random unit vector in any direction. The unit vector represents a specific direction in the celestial sphere and this unit vector is along the optical axis of the camera. The star’s unit vector which lies in the field of view of the camera image plane can be calculated by the formula given below. The formula calculates the angle between the star unit vector and the optical axis of the camera. If the angle between those vectors are less than half of the field of view then star is considered to be lying inside the camera frame and rest of the stars are not counted. The simulation gives the number of stars lying in a circular field of view around the optical axis. This can be approximated to the rectangular field of view for calculation purposes. The unit vector of each star is obtained by converting the spherical coordinates into the Cartesian coordinate system.
To find out whether the stars are lying in field of view or not of the camera the following formula is used,

\[ \mathbf{a} \cdot \mathbf{b} = |\mathbf{a}| |\mathbf{b}| \cos(\theta) \]  \hspace{1cm} (2.20)

Since both of the vectors are with unit magnitude the formula reduces to the following,

\[ \cos(\theta) = \mathbf{a} \cdot \mathbf{b} \]  \hspace{1cm} (2.21)

and,

\[ \theta = \arccos(\mathbf{a} \cdot \mathbf{b}) \]  \hspace{1cm} (2.22)

### 2.5.3 Simulation results

Monte Carlo simulations [6] are performed to find out the appropriate field of view for the camera. The simulations are done for 10,000 times in random direction and with a field of view of 8 degree, 10 degree, 17 degree and 22 degree and was conducted for a maximum magnitude cut-off value of 6. Even though the minimum number of stars required in one image is three (star triad construction) a threshold value of five is kept for redundancy reasons so that in case the stars that are not detected or are missed due to errors can be rectified. A margin of two stars is a good option for the star pattern matching algorithm.

### 2.5.4 Magnitude

The magnitude is an important characteristic of the star which depends upon the amount of light emitted and the distance which it has to travel to reach the sensor. The magnitude of a star is given by the formula, \[ M = 2.5 \log(I/I_0) \], I-effective radiance, \( I_0 \)-Effective standard radiance. With naked eyes and clear sky, stars up to a magnitude of 6 can be seen from earth. In this thesis
Figure 2.6: 8 Degree FoV

Figure 2.7: 10 Degree FoV
Figure 2.8: 17 Degree FoV

Figure 2.9: 22 Degree FoV
work the catalog used for the star pattern identification is the Hipparcos catalog which contains stars up to a magnitude of 11 and the numbers of stars present are 114936. Clearly it is not possible to process the whole number of stars in the algorithm since it requires huge amount of memory, processing and hence power. There should be a clear trade-off between the magnitude, number of stars and hence the field of view. If stars of magnitude more than 8 or 9 are to be detected more costly sophisticated image sensors are required. So the stars should be truncated at a certain magnitude value. The figure below gives an idea about how the number of stars in catalog increases exponentially as the magnitude increases.

![Magnitude Vs Number of stars in catalog](image)

Figure 2.10: Magnitude Vs Number of stars in catalog

From the Monte Carlo simulations and the above figure it became clear that a magnitude of six can guarantee a minimum number of five stars in any direction with a field of view 22 degree. So the catalog was truncated at magnitude of six which produced 5029 stars in total. This truncated catalog is used as the base catalog.
Chapter 3

Star detection and pattern Recognition methods

The star pattern matching technique is the initial process for the star sensor attitude determination. The stars are fixed in the inertial reference frame forever and maintains a fixed pattern which remains the same. So they can be used to identify star pattern. This is the way how humans have been identifying constellation for the past centuries. The same technique can be used for the star sensors also. The pattern can be detected from the image and cross checked with the pattern build in catalog. So building up of the catalog depends upon the selection of the proper star pattern method. Each of the methods has got its own advantages and disadvantages which are discussed in the following sections.

3.1 Star detection

In most cases the raw image captured by the camera is corrupted with noise and motion blur [18]. From this corrupted noise image star like features are to be found out so as to construct the triad. The stars detected might be true stars or false stars (which are due to other bright sources). Even if a false star is detected a triad can be constructed, but will not be found in the catalog. If a true star is missed it completely destroys the process of triad
construction. The detection of stars highly depend upon the thresholding applied on the image.

### 3.1.1 Thresholding

In the process of thresholding, any pixel whose brightness is more than a specific value is accepted as a star. The threshold value is chosen empirically and scaled proportionally to the exposure time for real-time operations. This method is very simple since it doesn’t need a memory buffer in processing. But the major disadvantage is it limited ability to distinguish between stars and noise. If a low enough threshold is chosen to bring out the faintest stars (low thresholding), then many noise artefacts are falsely detected. If the threshold is raised to reject the noise (high thresholding), then many faint stars are missed. In case of very bright stars nearby pixels are also detected as stars due to the light spreading from optic lens. But this can be eliminated in centroiding and setting a minimum distance between two stars in the image. The images shown below explain the effect of different levels

![Stars detected for low thresholding](image)

**Figure 3.1:** Stars detected for low thresholding
Figure 3.2: Stars detected for high thresholding

Figure 3.3: Stars detected for optimum thresholding
of thresholding applied to the same image.

3.2 Different methods of recognition

The stars which are identified in the image can be the same for different algorithms, but patterns can be built in different ways according to the software programmer. The selection of the method is dependent on the number of stars that are detected in image and the size of catalog that will be build up. The method developed should be such that it reduces the ambiguity among the patterns build up i.e. there should be less similarity among the data that are required to find out the star pattern. In all the three methods a planar triangle which consists of three stars are used in different ways for recognition.

3.2.1 Area and Polar moment method

The triad consists of three stars which form a triangle. For every star in the catalog a triad is created and the area and moment is also calculated and stored in a Look up Table. While the stars triads are detected in the image, the same features are calculated and compared with the Look Up Table. If a match occurs the star are considered to be detected. The areas and moments are calculated by the formulas given below,

\[ \text{Area} = \sqrt{s(s-a)(s-b)(s-c)} \]  \hfill (3.1) \\
\[ \text{Moment} = \text{Area} \left( \frac{a^2 + b^2 + c^2}{36} \right) \]  \hfill (3.2) \\
\[ s = \frac{1}{2} (a + b + c) \]  \hfill (3.3) \\
\[ a = |V_1| - |V_2| \]  \hfill (3.4) \\
\[ b = |V_2| - |V_3| \]  \hfill (3.5) \\
\[ c = |V_1| - |V_3| \]  \hfill (3.6)

The vectors \( V_1, V_2, V_3 \) represent the vectors from the inertial reference
frame to the stars and a, b and c represent the side of the planar triangles. The vectors used while building the catalog is in inertial frame and while detection is in camera frame [7].

### 3.2.2 Planar moment method

This method uses the angle between the sides of planar triangles to identify the pattern. The angle between each side of the triangle is calculated by the formulas given below [7],
\[ a = V_1 - V_2 \]  \hspace{1cm} (3.7)  
\[ b = V_2 - V_3 \]  \hspace{1cm} (3.8)  
\[ c = V_1 - V_3 \]  \hspace{1cm} (3.9)  
\[ \theta_1 = \frac{a \cdot b}{||a|| \cdot ||b||} \]  \hspace{1cm} (3.10)  
\[ \theta_2 = \frac{b \cdot c}{||b|| \cdot ||c||} \]  \hspace{1cm} (3.11)  
\[ \theta_3 = \frac{a \cdot c}{||a|| \cdot ||c||} \]  \hspace{1cm} (3.12)  

Figure 3.5: Planar moment method [7]

The angles are found in the inertial frame and stored in the look up table. While performing comparison the \( V_1, V_2 \) and \( V_3 \) is considered as the vectors in the camera frame.

3.2.3 Vector angle method

In this method the angle between the two vectors \( V_1, V_2 \) and \( V_3 \), \( V_1 \) and \( V_3 \) are calculated for each planar triangle and stored in the look up
The angles are calculated by the formula given below,

\[ \theta = \arccos\left(\frac{V_1 \cdot V_2}{\|V_1\|\|V_2\|}\right) \]  

(3.13)

Figure 3.6: Vector angle method [7]

The angles are calculated according to the inertial reference frame and stored in look up table.

In this thesis the Planar moment method is used for triad detection.

3.3 Centroiding

Centroiding is a fundamental process required in star pattern identification. This is done so as to correctly locate the star centre in the star image frame. The image processing for star images are done to digitize the values obtained for CCD and then reduced to a small observable set of values. These are important for the further processing of the image. The algorithm operates on the image and detects the bright spots in the image. But usually the light is
spread across an array of the CCD and it is difficult to locate the exact centre of the star. This is mainly due to the spreading and defocusing of the light while travelling though the optics of the camera. A point spreading function can measure the amount of light that has spread across the CCD array. The magnitude of the star and the spreading of the light determines the size of the arrays that must be used in the Centroiding algorithm. Usually it is $3 \times 3$ to $15 \times 15$. The modern star centroiding algorithm helps to find the star image centre upto a precision on $1/10$ of a pixel or even better. The image centroid is thus important since it affects the accuracy of the measurement and hence the whole process.

![Centroiding Image](image)

Figure 3.7: Centroiding Image [1]

### 3.3.1 Centroiding algorithm

The particular centroiding algorithm for this thesis work focuses star light from the nearby $3 \times 3$ pixels and finds the exact star centre up to a sub pixel accuracy of $1/10$. The star centre is found out by detecting pixels which have a threshold value greater than a certain pre defined specific value. The pixel should also have a value greater than it eight neighbouring pixels so as to ensure that the centroiding is done at the right star centre. The value is defined during calibration of the camera. But in this case since there is no real camera the threshold values are set different for different images. In addition, any location that has 3 or more adjacent pixels of the maximum...
intensity value is discarded and not considered as a star. This is because the centroiding algorithm may be hard to apply to a very bright object resulting in an inaccurate star location. Once the star is detected the surrounding values of the centre pixels is read and centroid is calculated from the formula given below. The centroiding algorithm outputs centroid offset values ($X_c$, $Y_c$) that represent the offset of the calculated star location from the centre of the star pixels of the 3 by 3 array. The centroid $X_c$ and $Y_c$ can be found out by summing up the product of intensities and pixel locations given by,

$$X_c = \frac{\sum_{i=1}^{3} \sum_{j=1}^{3} I(i,j).i}{\sum_{i=1}^{3} \sum_{j=1}^{3} I(i,j)}$$

$$Y_c = \frac{\sum_{i=1}^{3} \sum_{j=1}^{3} I(i,j).j}{\sum_{i=1}^{3} \sum_{j=1}^{3} I(i,j)}$$

(3.14) \hspace{1cm} (3.15)

3.3.2 Centroiding results

The centroiding was applied to the image before detection and the results obtained are shown below. The figure shows the normal star image whose centroid is not calculated. The centre would have been at, $X_c=287$, $Y_c=72$ if not centroided. An offset value of, $X_c=0.1150$, $Y_c=0.589$ occurred due to centroiding. These values are represented graphically.

3.4 Star Triad

In order to recognize an image from the camera, some characteristics that distinguishes between the stars must be determined. The camera can’t cover the whole sky or a big constellation like Orion or Big dipper, due to its limited field of view of 22 degree. So some local features has to be determined for identification[8]. Among these are the,

- Angular distance to the closest neighbouring star
- Spherical angles between the closest stars
- The magnitude
Figure 3.8: Image without centroiding

Figure 3.9: Centroided Image
The common feature to characterize a star and its nearest surroundings is the angular distances to the closest neighbours. Figures given below show the distribution of angular distance for the first and second neighbouring stars. Another feature to characterize a star is its magnitude. However brightness as such is not applicable in the present case because noise limits the precision and it increases uncertainty for fainter stars. Thus the distance to the first and second neighbour and the angle between them have been chosen as the characterizing parameters for the database (Figure 6). A sub constellation with these features is named a star triplet and its parameter values are called the Triangular Feature (TF).

![Histogram: Angle distribution between pivot and first neighbouring star](image)

Figure 3.10: Angle distribution between pivot and first star

Normally the triads are selected in a specific order. The first star selected is the brightest star in the image and then the second star is the second brightest star and the third star is the third brightest star.
3.5 Catalogs

A star catalog is the database where the algorithm searches to find a match for the star pattern. The star catalog contains data such as Right Ascension, Magnitude and the Triangular Feature as mentioned before. In this thesis work the two different catalogs are used and they are built from the main hipparcos catalog. The star catalog can be used in different ways to detect the star pattern either by utilizing the stellar coordinates, or stellar magnitudes or both. But in this case the stellar magnitudes were not used in the triad detection since the quality of the imager is not as the same as an expensive star tracker and in course of time there are high chance that the camera optics might degrade and the image detected will not be of good quality. The magnitude were used to detect the stars in the image, but not during triad creation or searching or identifying process.

The Hipparcos catalog [9] is the primary product of the European Space Agency’s astrometry mission, Hipparcos. The satellite, which operated for four years, returned high quality scientific data from November 1989 to March
1993. The Hipparcos catalog lists a little more than 118,000 stars with 1 to 3 milli arc-sec level astrometry. The Hipparcos catalog is complete to magnitude 11.

3.5.1 Hipparcos catalog

A short description of the details in the Hipparcos catalog are given below [10]

- **StarID**: The database primary key from a larger master database of stars.
- **HD**: The star’s ID in the Henry Draper catalog, if known.
- **HR**: The star’s ID in the Harvard Revised catalog, which is the same as its number in the Yale Bright Star Catalog.
- **Gliese**: The star’s ID in the third edition of the Gliese Catalog of Nearby Stars.
- **BayerFlamsteed**: The Bayer Flamsteed designation, from the Fifth Edition of the Yale Bright Star Catalog. This is a combination of the two designations.
- **RA, Dec**: The star’s right ascension and declination, for epoch 2000.0. Stars present only in the Gliese Catalog, which uses 1950.0 coordinates, have had these coordinates precessed to 2000.
- **Proper Name**: A common name for the star, such as Barnard’s Star or Sirius.
- **Distance**: The star’s distance in parsecs, the most common unit in astrometry. To convert parsecs to light years, multiply by 3.262. A value of 10000000 indicates missing or dubious (e.g., negative) parallax data in Hipparcos.
- **Mag**: The star’s apparent visual magnitude.
• AbsMag: The star’s absolute visual magnitude (its apparent magnitude from a distance of 10 parsecs).

• Spectrum: The star’s spectral type, if known.

• ColorIndex: The star’s color index (blue magnitude - visual magnitude), where known.

• X,Y,Z: The Cartesian coordinates of the star, in a system based on the equatorial coordinates as seen from Earth. +X is in the direction of the vernal equinox (at epoch 2000), +Z towards the north celestial pole, and +Y in the direction of R.A. 6 hours, declination 0 degrees.

• VX,VY,VZ: The Cartesian velocity components of the star, in the same coordinate system described immediately above. They are determined from the proper motion and the radial velocity (when known). The velocity unit is parsecs per year; these are small values (around $10^{-5}$ to $10^{-6}$), but they enormously simplify calculations using parsecs as base units for celestial mapping.

### 3.5.2 Base catalog

As mentioned in the previous sections a catalog with all the stars of magnitude up to 11 is very huge in number and searching the whole catalog becomes a tedious process for star pattern matching. So the catalog has to be truncated at some point to make it smaller but at the same time it should be able to find star pattern in all directions. The first step was to truncate the stars above a certain value of magnitude. From the Monte Carlo analysis it was clear that for a 22 degree field of view and a star magnitude of 6 would guarantee minimum of five stars in any direction. So the magnitude of the Hipparcos catalog was truncated at a magnitude 6, which left 5029 stars in catalog. Several other irrelevant data were also deleted from the catalog to produce the base catalog. Finally, the base catalog consists of the Star ID, RA and Dec and Mag (Magnitude).
3.5.3 Oriented catalog

The oriented catalog is constructed from the base catalog according to the developed algorithm in the thesis work. Considering a star its two closest neighbours \( N_1 \) and \( N_2 \) are detected and three vectors between them are constructed as \( S N_1 \), \( S N_2 \), and \( N_1N_2 \). The three angles between each of the vectors are also found. The pivot star is labelled as the intersection of \( S N_1 \) and \( S N_2 \). Once the complete triangular feature is calculated a coefficient is assigned to each triangle. The coefficient is calculated as the norm of the cross product of the vectors \( S N_1 \) and \( S N_1 \) i.e.,

\[
\text{Coefficient} = \| S N_1 \times S N_2 \| \quad (3.16)
\]

For every star in the position catalog, the neighbouring triangle and the pivot star are detected, and the associated coefficient calculated. Every line of the oriented triangle catalog is composed of pivot star, first neighbouring
star, second neighbouring star and coefficient. Every triangle is written only once in the catalog. The coefficient assigned to each triangle depends upon the shape of the triad which is a distinct feature for matching the pattern.

The distribution of coefficients is presented in,

![Coefficient Distribution](image)

Figure 3.14: Coefficient Distribution, Image [11]

When the stars are detected, oriented triangles are built up and is compared with the coefficients in catalog. Several candidates triangles will appear for a coefficient and a pattern of coherent stars can be deducted if every candidate is cross checked with the three angles in the triangular feature[11].
Chapter 4

Algorithms

One of the main tasks of the thesis work is development of the software algorithm. The software algorithm can be divided into two sections. The first section is responsible for the building up of a catalog and constructing pre-determined triads of all stars in the catalog (Building Catalog). The second section is responsible for the identification of star triads, patterns and angles between them from the images obtained (Image Analysis). The two section are constructed and merged together so that the information gathered in the first section is compared with the second section to get a proper outcome.

4.1 Building catalog

The Hipparcos catalog gives the Right ascension and Declination of the star coordinates with respect to the inertial reference frame. Now the task is to build our own catalog which contains the information about the triads. As an initial step the stars from the base catalog are read which have been already truncated at magnitude 6. The RA and Dec value given in the catalog are converted into unit vectors and for each star the next two brightest star are found satisfying the condition that both of them lie in between a minimum and maximum angular separation. This ensures that stars lie in field of view. So for each star one triad is constructed. A triad constructed in a oriented
Table 4.1: Look up table in oriented catalog

<table>
<thead>
<tr>
<th>Star ID</th>
<th>First</th>
<th>Second</th>
<th>Third</th>
<th>1-2</th>
<th>2-3</th>
<th>1-3</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1166</td>
<td>11</td>
<td>73</td>
<td>82</td>
<td>87.611</td>
<td>52.741</td>
<td>39.648</td>
<td>0.999130693</td>
</tr>
</tbody>
</table>

Table 4.2: Base catalog

<table>
<thead>
<tr>
<th>Star ID</th>
<th>RA</th>
<th>Dec</th>
<th>Mag</th>
</tr>
</thead>
<tbody>
<tr>
<td>1166</td>
<td>0.06371</td>
<td>0.35267</td>
<td>4.79000</td>
</tr>
</tbody>
</table>

catalog is shown as example in the table 4.1,

From the above table it is clear that the catalog contains the Star ID then the first, second and third star. They are given temporary numbers based upon the position of stars in catalog which is different from it’s unique Star ID. This is done so that in future additional number of stars can be added if the magnitude of stars are truncated at different level. For example, in the above table for the star having a Star ID 1166 in the main catalog is assigned a star number of 11 and the first nearest star is 73 and the second nearest star is 82 which forms the triad.

4.2 Image analysis

This section is responsible for the star detection and triad construction. The algorithm first scans the complete image and reads each pixel value which ranges from 0 to 255. The pixels has a value proportional to the number of photons falling on it which in turn depends upon the brightness. So each pixel of the chip is mapped with a corresponding intensity value in the range of 0 to 255 where ‘255’ represents the maximum intensity. Normally a pixel which has a value greater than the thresholding value is detected as star and the pixel location is transferred to the centroiding algorithm (Section 3.3.1) which exactly detects the centre of the star up to sub pixel accuracy.

After the centroiding process is done the algorithm returns the coordinates of the stars in the image. This coordinates are with respect to the
Figure 4.1: Flow chart for Building catalog
Figure 4.2: Flow chart for Image Analysis
origin at top left corner of the image. This has to be shifted to the coordinates at the frame in centre, since the camera frame is in the middle of the image. But the z-axis coordinate remain the same and is assumed to be unit value. So the coordinates are multiplied with a rotation matrix which shifts the coordinates from the origin to the centre and another shift is also required to represent the coordinates in the real camera frame which is clear from the fig (2.3). The rotation matrix is represented by,

\[
[R] = \begin{bmatrix}
1 & 0 & 0 & -\text{columns}/2 \\
0 & \cosd(180) & -\sind(180) & \text{rows}/2 \\
0 & \sind(180) & \cosd(180) & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]  \hspace{1cm} (4.1)

The coordinates obtained after shifting process represent the real coordinates in the camera frame and now the triad detection process has to be initiated. Since the possible star has been already detected by thresholding now the task lies in finding out the proper star for the triad creation. For triad creation three stars are to be found out which meet the specific criteria. An intuitive approach is used in such a way that the algorithm calculates the star intensity of all the stars in the image and stores it in an array.

Out of this the brightest star is selected and assigned as the pivot star. The two other stars are chosen as the second and third brightest star which lies with the minimum and maximum area that is specified by a two rings.

- Star1- First brightest star.
- Star2- Second brightest star in the ring.
- Star3- Third brightest star in the ring.

The ring gives the minimum and maximum angular distances that are measured in radians. The minimum angle separation is done so that the bright star which is spread across many nearby pixels is not misinterpreted as a two different stars but as a single star. The maximum angular distance ensures that the brightest star is picked up only from the field of view.
The vectors of each star are constructed by taking x-coordinates and y-coordinates from the pixel location and the z-coordinate is assumed to be unit distance. The three star vectors are then normalized. The normalization of the vectors doesn’t affect the angle between them or the shape of the triad which are the important factors for the detection.
Chapter 5
Attitude determination

The attitude of a three-dimensional body is most conveniently defined with a set of axis fixed to the body. This set of axes is generally a triad of orthogonal coordinates; and is normally called a body coordinate frame. The attitude of a body is thought of a coordinate transformation that transforms a defined set of reference coordinates into the body coordinates of the spacecraft. So the task of the attitude determination algorithms is to find out an appropriate transformation[5].

In the previous section we have seen how the stars are been identified and detected. After a successful match between the stars in the image and the stars in catalog is occurred, we will be having a set of observed position in camera frame and a set of observed position in the inertial frame. A three dimensional rotation has three degrees of freedom. Each observation has two degrees of freedom, therefore if only one star is identified, the problem is underdetermined and with two or more stars it is over determined, and noise ensures that there will be no exact solution. In practice it is only possible to get an initial fix with three or more stars.

The attitude determination problem can be defined as finding out the rotation matrix or quaternion (described in section 2.5) which transforms the coordinates in the inertial frame to the camera frame namely, $A = R_B^I$ where B and I represent body frame and inertial frame respectively. Thus obtaining the rotation matrix between camera frame and inertial frame helps in finding
out the rotation matrix between the body frame of satellite and the inertial frame. The rotation matrix between the camera frame and the satellite body frame is fixed since the camera is in fixed position w.r.t satellite body. There are several methods by which the attitude determination can be done from two vector observation namely QUEST algorithm [12] or TRIAD algorithm or Wahba problem [13]. Both of these methods are briefly discussed in following sections and appropriate algorithm is selected based on the number of vectors observed and the sensor on which the algorithm is applied.

5.1 Vector from Star Image

The star sensor measures the coordinates of the star-direction unit vector in the sensors three dimensional orthogonal frame [5]. The star vector components in the sensor’s axis frame can be derived from the image. Let us assume that the sensor axis frame $X_s$, $Y_s$, $Z_s$ is as shown in the figure (5.1) and the star vector is to be expressed in the same frame. The vector can be measured in terms of the angles $\phi$ and $\lambda$, where $\lambda$ is the elevation of the star image above the $X_s$-$Y_s$ plane $\phi$ is the angle between (a) the projection of the line of sight of the star on the $X_s$-$Y_s$ and (b) the $Y_s$ axis. The components of star sensor vector in the sensor frame is given by [4],

$$
S = \begin{bmatrix}
-sin(\phi)cos(\lambda) \\
cos(\phi)cos(\lambda) \\
-sin(\lambda)
\end{bmatrix}
$$

(5.1)

From the figure(5.1) it can be easily observable that,

$$
tan(\phi) = u/f
$$

(5.2)

$$
tan(\lambda) = (v/f)cos(\theta)cos(\phi)
$$

(5.3)

where $u$ and $v$ are the two coordinates of the star image on the focal plane (i.e. the image on the CCD plane) and $f$ is the focal length. Applying this equations the unit vector for the whole stars in the image can be found out.
The triad algorithm which determines the attitude based on vector observation was defined by Chang and Shuster [14]. Given two nonparallel reference unit vectors $\mathbf{V}_1$ and $\mathbf{V}_2$ and the corresponding observation unit vectors $\mathbf{W}_1$ and $\mathbf{W}_2$ we wish to find an orthogonal matrix $\mathbf{A}$ which satisfies the condition given in Eq 5.4 and 5.5,

\begin{align*}
\mathbf{A}\mathbf{V}_1 &= \mathbf{W}_1 \\
\mathbf{A}\mathbf{V}_2 &= \mathbf{W}_2
\end{align*}

where $\mathbf{V}_1$ and $\mathbf{V}_2$ are vectors in inertial reference frame and $\mathbf{W}_1$ and $\mathbf{W}_2$ are vectors in camera frame.

Because the matrix $\mathbf{A}$ is over determined by the above equations, we begin by constructing two triads of manifestly orthonormal reference and observation vectors,
\( \mathbf{r}_1 = \mathbf{V}_1 \quad \mathbf{r}_2 = \frac{\mathbf{V}_1 \times \mathbf{V}_2}{|\mathbf{V}_1 \times \mathbf{V}_2|} \) \hspace{1cm} (5.6)

\( \mathbf{r}_3 = \mathbf{V}_1 \times \frac{(\mathbf{V}_1 \times \mathbf{V}_2)}{|\mathbf{V}_1 \times \mathbf{V}_2|} \) \hspace{1cm} (5.7)

\( \mathbf{s}_1 = \mathbf{W}_1 \mathbf{s}_2 = \frac{\mathbf{W}_1 \times \mathbf{W}_2}{|\mathbf{W}_1 \times \mathbf{W}_2|} \) \hspace{1cm} (5.8)

\( \mathbf{s}_1 = \mathbf{W}_1 \times \frac{(\mathbf{W}_1 \times \mathbf{W}_2)}{|\mathbf{W}_1 \times \mathbf{W}_2|} \) \hspace{1cm} (5.9)

There exists a unique orthogonal matrix \( \mathbf{A} \) which satisfies,

\[ \mathbf{A} \mathbf{r}_i = \mathbf{s}_i \quad i = (1, 2, 3) \] \hspace{1cm} (5.10)

which is given by,

\[ \mathbf{A} = \sum_{i=1}^{3} \mathbf{s}_i \mathbf{r}_i^T \] \hspace{1cm} (5.11)

where \( \mathbf{T} \) denotes the matrix transpose (is interpreted as a 3 x 1 matrix and as a 1 x 3 matrix). In other notation Eq. (5.12) is identical to,

\[ \mathbf{A} = \mathbf{M}_{\text{obs}} \mathbf{M}_{\text{ref}}^T \] \hspace{1cm} (5.12)

with,

\[ \mathbf{M}_{\text{obs}} = [\mathbf{r}_1; \mathbf{r}_2; \mathbf{r}_3] \quad \mathbf{M}_{\text{ref}} = [\mathbf{s}_1; \mathbf{s}_2; \mathbf{s}_3] \] \hspace{1cm} (5.13)

The right members of Eqs. (5.14) are 3x3 matrices labelled according to their column vectors. Equation (5.12) or equivalently Eq.(5.13) defines the TRIAD solution. A necessary and sufficient condition that the attitude matrix given by Eq. (5.12) also satisfy Eqs. (5.4 and 5.5) is,

\[ \mathbf{V}_1 \cdot \mathbf{V}_2 = \mathbf{W}_1 \cdot \mathbf{W}_2 \] \hspace{1cm} (5.14)

The TRIAD solution is not symmetric in indices 1 and 2. Clearly, because
part of the information contained in the second vector is discarded. The TRIAD solution will be more accurate when \((W_1, V_1)\) is chosen to be the observation reference vector pair of greater accuracy.

5.3 Quest ALGORITHM

In triad algorithm the aim was to find a matrix \(A\) which transfers the co-ordinate from one frame to another frame, but in QUEST algorithm it is to find an orthogonal matrix \(A_{\text{opt}}\) that minimizes the loss function[14]. When the loss function (eq 5.17) is at its minimum the matrix \(A\) satisfies both the equation 5.15 and 5.16,

\[
\begin{align*}
AV_1 &= W_1 \quad (5.15) \\
AV_2 &= W_2 \quad (5.16)
\end{align*}
\]

The loss function is given by,

\[
L(A) = \frac{1}{2} \sum_{i=1}^{n} a_i \vert \hat{W}_i - A \hat{V}_i \vert^2 \quad (5.17)
\]

where,

\[
a_i = 1, 2 \ldots n
\]

are a set of nonnegative weights which can be scaled depending on the observations. The loss function may be scaled without affecting the determination of \(A_{\text{opt}}\), it is possible to set,

\[
\sum_{i=1}^{n} a_i = 1 \quad (5.18)
\]

The gain function \(g(A)\) is defined by,
\[ g(A) = 1 - L(A) = \sum_{i=1}^{n} a_i W_i^T A V_i \quad (5.19) \]

The loss function \( L(A) \) will be at a minimum when the gain function \( g(A) \) is at a maximum. So when the matrix \( A_{opt} \) is found out the gain function will be at maximum. Interpreting the individual terms of Eq. (5.20) as 1 x 1 matrices, it follows from a well-known theorem on the trace that,

\[ g(A) = \sum_{i=1}^{n} a_i \text{tr}[W_i^T A V_i] = \text{tr}[AB^T] \quad (5.20) \]

where \( \text{tr} \) denotes the trace operation and \( B \), the attitude profile matrix, is given by,

\[ B = \sum_{i=1}^{n} a_i V_i^T \quad (5.21) \]

The maximization of \( g(A) \) is complicated by the fact that the nine elements of \( A \) are subject to six constraints. Therefore, it is convenient to express \( A \) in terms of its related quaternion.

The quaternion \( q \) representing a rotation is given by,

\[ q = \begin{cases} Q \\ q \end{cases} = \begin{cases} X \sin(\theta/2) \\ \cos(\theta/2) \end{cases} \quad (5.22) \]

where \( X \) is the axis of rotation and \( \theta \) is the angle of rotation about \( X \). The quaternion satisfies a single constraint, which is,

\[ q^T q = |Q|^2 + q^2 = 1 \quad (5.23) \]

The attitude matrix \( A \) is related to the quaternion by,
\[
A(q) = (q^2 - Q \cdot Q)I + 2QQ^T + 2qQ
\]

(5.24)

where \(I\) is the identity matrix and \(Q\) is the antisymmetric matrix given by,

\[
Q = \begin{bmatrix}
0 & Q_3 & -Q_2 \\
-Q_3 & 0 & Q_1 \\
Q_2 & -Q_1 & 0
\end{bmatrix}
\]

(5.25)

Substituting Eq.(5.25) into Eq.(5.21) the gain function may be rewritten as,

\[
g(q) = (q^2 - Q \cdot Q)trB^T + 2tr[QQ^TB^T] + 2qtr[QB^T]
\]

(5.26)

Introducing the quantities,

\[
\sigma = trB = \sum_{i=1}^{n} a_i W_i V_i
\]

(5.27)

\[
S = B + B^T = \sum_{i=1}^{n} a_i(W_i V_i^T + (V_i W_i^T))
\]

(5.28)

\[
Z = \sum_{i=1}^{n} a_i(W_i \times V_i)
\]

(5.29)

leads to the bilinear form,
\[ g(q) = q^T K q \] \hspace{1cm} (5.30)

where the 4 x 4 matrix \( K \) is given by,

\[
Q = \begin{bmatrix}
S - \sigma I & Z \\
Z^T & \sigma
\end{bmatrix}
\]

\hspace{1cm} (5.31)

Equation (5.30) may be written alternatively as,

\[ Z = B - B^T \] \hspace{1cm} (5.32)

The problem of determining the optimal attitude has been reduced to finding the quaternion that maximizes the bilinear form of Eq. (5.31). The constraint of Eq. (5.24) can be taken into account by the method of Lagrange multipliers. A new gain function \( g'(q) \) is defined as,

\[ g(q) = q^T K q - \lambda g^T q \] \hspace{1cm} (5.33)

which is maximized without constraint. \( X \) is then chosen to satisfy the constraint. It may be verified by straightforward differentiation that \( g'(q) \) attains a stationary value provided,

\[ K q = \lambda q \] \hspace{1cm} (5.34)

Thus \( q_{opt} \) must be an eigenvector of \( K \). Equation (5.35) is independent of the normalization of \( q \) and therefore Eq. (5.24) does not determine \( X \). However \( X \) must be an eigen value of \( K \) and for each eigenvector of \( K \),
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\[ g(q) = q^T K q = \lambda q^T q = \lambda \]  

(5.35)

Thus \( g(q) \) will be maximized if \( q_{\text{opt}} \) is chosen to be the eigenvector of \( K \) belonging to the largest eigenvalue of \( K \). More concisely,

\[ K q_{\text{opt}} = \lambda_{\text{max}} q_{\text{opt}} \]  

(5.36)

which is the desired result.

5.4 Comparison of TRIAD and Quest Algorithm

Before implementing the algorithm a proper comparison is necessary to find out the suitable one for specific mission and the accuracy needed. A simple connection between TRIAD and Quest algorithm can be found out by examining the loss function given in Eq (5.21). The loss function reduces to the following for a case where two vectors are observed,

\[ L(A) = \frac{1}{2} a_1 |W_1 - AV_1|^2 + \frac{1}{2} a_2 |W_2 - AV_2|^2 \]  

(5.37)

It will now be proved that the orthogonal matrix that minimizes \( L(A) \) passes in the limit \( a_2/a_1 \) tends to 0 into the TRIAD attitude matrix. It may be noted first that as \( a_2/a_1 \) becomes increasingly smaller the constraint,

\[ AV_1 = W_1 \]  

(5.38)

is enforced with increasingly greater severity. Therefore it is sufficient to show that the attitude matrix that minimizes the loss function of Eq. (5.38)
subject to the constraint of Eq. (5.39) is the TRIAD attitude matrix. In
terms of the TRIAD vectors of Sec(5.1), the constraint becomes,

$$\mathbf{A} \mathbf{r}_1 = \mathbf{s}_1$$  \hspace{1cm} (5.39)

and the constrained loss function takes the form,

$$L(\mathbf{A}) = \frac{1}{2} a_2 |\mathbf{W}_1 \cdot \mathbf{W}_2 - \mathbf{V}_1 \cdot \mathbf{V}_2| \mathbf{s}_1 - |\mathbf{W}_1 \times \mathbf{W}_2| \mathbf{s}_3 + |\mathbf{V}_1 \times \mathbf{V}_2||\mathbf{A} \mathbf{r}_3|^2$$  \hspace{1cm} (5.40)

Because $\mathbf{A}$ is orthogonal, $\mathbf{A} \mathbf{r}_3$ can have no component along $\mathbf{s}_j$. Therefore, the choice,

$$\mathbf{A} \mathbf{r}_3 = \mathbf{s}_3$$  \hspace{1cm} (5.41)

minimizes the loss function subject to the constraint. Because $\mathbf{A}$ must also be unimodular, it follows that,

$$\mathbf{A} \mathbf{r}_2 = \mathbf{s}_2$$  \hspace{1cm} (5.42)

Hence, $\mathbf{A}$ is the TRIAD attitude matrix.

Two algorithms TRIAD and QUEST has been discussed which determines the three-axis attitude from vector observations. Both of these algorithms are simple and powerful with high computational efficiency and accuracy. Most of the attitude determination software requires extensive trigonometric calculations which uses high computation resources and power. The TRIAD and QUEST algorithms uses only simple matrix operations to determine attitude. In attitude determination systems which require fast computations, TRIAD and QUEST is preferred especially in ground support systems where attitude is frequently calculated.
The QUEST algorithm requires more computational resources, since it requires more statement in the code for realising the same task. The accuracy of the QUEST algorithm is very high when compared to the TRAID algorithm. So a comparison between these two algorithms must be done before selecting it for a specific mission. In this case QUEST is the best choice considering accuracy but computational efficiency is be very high. For low accuracy missions the opposite is usually the case and the TRIAD algorithm is the best choice. When more than three observations must be employed in a single frame the QUEST algorithm becomes computationally more efficient as well. A possible drawback is the method of sequential rotations which potentially could increase the number of computations by a factor of 4.

Even though QUEST algorithm was the best choice for in terms of high accuracy, in this thesis work TRIAD algorithm is selected so as to reduce the computations, but deliver a reasonable accuracy. Once the stars were detected from the oriented catalog two vectors has to be input to the triad algorithm so as to produce an attitude solution. Out of the three stars detected in an image two stars are selected to form pairs and hence three star pairs are formed. This three pairs were input to the same algorithm so that it produces different solution out of which most accurate one is selected.
Chapter 6

Results

The algorithm developed for the thesis was tested for more than twenty different images and were proven to be successful. The images are from various camera and has different field of view, magnitude and focal length. So for each test cases the settings was changed in the algorithm manually. For example, an image from the Gemini constellation where the brightest stars (pollux and castor) are visible is shown and this camera image has a field of view 13 degree. For each test cases the catalog is also newly constructed since the field of view changes for each images.

6.1 Triad detection results

The star triads were detected and the triangular features like angles and coefficient were calculated from the image. The star image shown below is the castor and pollux from the Gemini constellation. The star detected on the right end is the castor and the star in the middle is pollux which is confirmed from the constellation picture available [16]. Further confirmation is done when the catalog number is retrieved during search process which is 37718 in this case. The catalog values and the values calculated are shown in separate tables. An additional margin is given for angles and coefficient so that error in calculation of triangular feature doesn’t effect the search process.
Table 6.1: Oriented Catalog values

<table>
<thead>
<tr>
<th>Star ID</th>
<th>First</th>
<th>Second</th>
<th>Third</th>
<th>1-2</th>
<th>2-3</th>
<th>1-3</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>37718</td>
<td>529</td>
<td>510</td>
<td>527</td>
<td>146.266</td>
<td>15.005</td>
<td>18.729</td>
<td>0.555334882</td>
</tr>
</tbody>
</table>

Table 6.2: Calculated values from Image

<table>
<thead>
<tr>
<th>Star ID</th>
<th>1-2</th>
<th>2-3</th>
<th>1-3</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>37718</td>
<td>146.5395</td>
<td>14.8350</td>
<td>18.6255</td>
<td>0.5514</td>
</tr>
</tbody>
</table>

Figure 6.1: Gemini Constellation, Red round indicates the FoV camera points. Image[16]

In the figure (6.1) the red circle shows the area where the camera is pointed and the figure (6.2) shows the stars detected in the same constellation.

6.2 Attitude determination results

The Attitude determination results were obtained from the TRAID algorithm. From one image three stars are detected and any two stars can form a pair which can be passed to the TRIAD algorithm. So below shown are the
three results for three such pair i.e. first and second star, second and third star and first and third star. For all the three star pairs both the unit vector in the sensor frame and unit vector in the camera frame were calculated and used in TRIAD algorithm. The result of the TRIAD algorithm also depends upon the order in which the stars are passed. For the first two pairs the quaternion are nearly equal and doesn’t vary much, but for the third pair it varies since the order of the star vector passed to algorithm were changed.
Chapter 7

Conclusion

The objective of this thesis work was to build MATLAB software which would be able to detect star pattern from images and produce an attitude solution. As an initial step several simulations were conducted to find out the appropriate field of view of camera and maximum magnitude of the stars that should be detected. The software doesn’t detect all the possible triads in image instead it detects a single triad in the image and searches for it in catalog. This method has got an advantage that it requires only very few memory space since the number of triads stored is less and hence the search time is also less. A considerable amount of reduction in processing time also has been noticed and will be further reduced when performed in embedded code in processors. Since all the possible triads are not detected in one direction additional gyroscopes or some other devices which can calculate attitude change must be employed in the mission with this kind of star sensor. The most challenging part was the star detection algorithm since there was no real camera built. Moreover the images were from different camera which had varying intensities, focal length and pixels. So each time the magnitude settings and focal length had to be changed. But the above results were shown for a standard image with focal length 15-20mm and 640 * 480 pixel dimensions and field of view 13 degree.
Chapter 8

Possible future work

Since the software is a initial prototype there are lots of possibility for future work

• The development of a C/embedded code for the same algorithm to be implemented in the processors/controllers. There are modern tools which can help to generate C code from Matlab. The Embedded MATLAB Function block provides a subset of the MATLAB language that can be used to generate embedded C code using Real-Time Workshop. But usually the code generated in these cases are not optimized and are not properly commented. So a manual development of C code would be the best option but by applying the same logic defined in the Matlab algorithm ,which makes the work easier.

• The triad algorithm is simple and requires less processing power, but the accuracy is less when compared to the QUEST algorithm. So implementation of QUEST algorithm in the attitude determination part can also be another future work.
Appendix A

Software Description

This section contains the description of the whole software files that are used in the development of the thesis work. The code is separately attached in the Compact Disc (CD) due to the very high size. Each section only gives a short description and it is advised to read the commented code to understand the full functioning of the software modules. All the files are in MATLAB programming.

A.1 Software modules

A.1.1 main.m

This is the main software module where the image is acquired and processed. This module is responsible for selecting stars, centroiding, calculating vectors in the camera frame. The main module also calls several other functions during its operation. The sub modules called are centroiding.m, search.m, and triad.m which are briefly explained in the following sections.

A.1.2 centroiding.m

This is sub module where the stars coordinate are centroided to sub pixel accuracy. Theoretical explanation is given in the section 3.3.
A.1.3 search.m

Is used to find out the candidate stars. This section searches the oriented catalog and finds out the stars which have the same triangular feature as the star detected in the image.

A.1.4 triad.m

This module is used to implement the triad algorithm as defined in the section (5.1). The triad algorithm takes input as star vectors from the catalog and from the image and produces an unique attitude solution in terms of quaternion. The output can also be converted into rotation matrix which is commented for time being and can be changed according to future user.

A.1.5 build_oriented_catalog.m

This software module is used to build the oriented catalog. The process is as per described in the section 3.5.3. The input from the base catalog is truncated at magnitude of 6 and the output is stored in oriented catalog in the text (.txt) format.

A.1.6 Monte Carlo_analysis.m

This simulation program is used to do a Monte Carlo analysis and find out the appropriate field of view.

A.1.7 celestial_sphere.m

Is used to simulate the whole celestial sphere and to study about the distribution of stars in the sky.
A.2 Files

A.2.1 Hipparcos full.csv

Is the excel file downloaded from internet [10]. It contains all data mentioned in the section 3.5.1. This file is truncated from a magnitude 6 for the creation of base catalog and only relevant data are stored in basecatalog.txt.

A.2.2 Hipparcoscatalog.txt

Is the text file created from the hipparcos catalog avoiding all the redundant data like velocity, parsec etc so as to increase speed while creation of the base catalog file. Hence it is not mentioned in the main sections.

A.2.3 base catalog.txt

Is the text file in which the star details such as StarID, RA, Dec and Magnitude are stored. The magnitude is truncated at 6.

A.2.4 oriented catalog.txt

Is the text file in which the triads and its triangular features are stored.
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