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Preface

ETSI Future Networks Technologies (FNT) Workshop Series 
In April 2009 ETSI started a series of workshops on standardization related to issues in Future Networks Technologies (FNT). 
The series of FNT workshop is continued with new editions whenever there seems to be a special need to conduct one.

Europe has dedicated €9.1 billion to funding research in the FP7 program, 2007 - 2013 and more than €10 billion in 
the Horizon 2020 program of 2014 – 2020, to develop radically new concepts and technologies in ICT.  Several hundred 
million Euros of this is dedicated to R&D on future networks, and many of the largest or most significant research 
projects are led by ETSI members. 

The 1st ETSI FNT workshop was organized when the first phase of these FP7 projects was at a stage where real results 
were being produced and Europe required sustainability of these investments by actions beyond the actual research 
projects, such as standardization. It was therefore time to consider pre-standardization, or standardization of some 
of the results of this research activity, especially on infrastructure or network technology issues. In parallel to this 
work, the ETSI Technical Committee TISPAN’s work program on the NGN was well advanced and the committee was 
considering requirements for future standardization activities. 

This 1st ETSI FNT workshop aimed to discuss the results of related research projects, especially considering 
standardization or pre-standardization needs. The workshop intended to explore the potential of progressing the 
results of these projects in ETSI, in TISPAN or in another suitable committee. The key goals of this workshop were 
to bring together R&D from industry and academia in order to show the status of the art of R&D work in the field of 
‘Future Network Technologies’ and to identify potential needs for standardization or pre-standardization of ‘Future 
Network Technologies’ at ETSI. 

The objective of the 2nd ETSI FNT workshop, held in September 2011, was to identify potential subjects for standardization 
or pre-standardization of Future Network Technologies at ETSI. This time the target topics were: architecture, content 
centric network, taking care of the end user, autonomic network management and network virtualization (http://www.
etsi.org/index.php/news-events/events/541-2nd-future-network-technologies-workshop)

ETSI has almost 800 member companies, large and small, from from more than 70 countries on 5 continents and 
made up of manufacturers, network operators, service and content providers, national administrations, ministries, 
universities, research bodies, consultancies and user organizations. Since that very first workshop on FNT, these member 
companies have developed a large amount of standardization work related to Future Network Technologies. This work 
has been carried out either in 3GPP or in some of the, more than 120, workgroups and sub-workgroups within ETSI 
technical structure. These workgroups are organized by clusters, of which there are currently 10 within ETSI, such as:

• AFI (Autonomic network engineering for the self-managing Future Internet) where a reference model of a generic 
autonomic network architecture and the required interfaces is defined (http://portal.etsi.org/portal/server.pt/
community/AFI/344), 

• E2NA (End-to-End Network Architectures) who coordinates next generation and future networks technologies, 
architectures and frameworks for fixed mobile network interconnection (http://portal.etsi.org/portal/server.pt/
community/E2NA/362), 

• MOI (Measurement Ontology for IP traffic), who are creating an information model for all parameters that can be 
measured, vocabulary of classes and relations, rules for the measurement (http://portal.etsi.org/portal/server.pt/
community/MOI/346), 

• NFV (Network Functions Virtualisation), who converge NFV requirements, agree common approaches, and validate 
recommendations (http://portal.etsi.org/portal/server.pt/community/NFV/367), 

• NTECH (Network technologies), who deal with service and network interconnection, protocols, security, network 
management, etc. (http://portal.etsi.org/portal/server.pt/community/NTECH/361), 

• and many others, (find more http://www.etsi.org/technologies-clusters/technologies).
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ETSI FNT 2013
The above mentioned developments were the prerequisite for organizing a 3rd ETSI FNT workshop on how to integrate 
existing and upcoming technologies into a heterogeneous and highly dynamic resource pool. Virtualization and 
federation allow operation of multiple distinguished networked services, tailored to different needs, on the same 
physical infrastructure.

The 3rd  ETSI FNT Workshop held from 9-11 April 2013 at Sophia Antipolis, was dedicated to “Network Functions 
Virtualisation (NFV) and Software Driven Networks (SDN)” presenting emerging approaches and technical solutions 
with a focus on standardization opportunities for Future Networks. Aggregating resources such as processing, storage 
and communication interfaces across multiple domains to provide any end-to-end service at different abstraction levels 
in a pervasive manner, entails not only technological challenges, but also new business models in order to capture the 
value of new network technologies.

This workshop brought together technology and business innovators from both academia and industry. It served as a 
platform for experts from various disciplines to establish common ground on major challenges with respect to Future 
Networks. 125 people attended the event. 

ETSI FNT 2013 Scope and Results 
The Software Defined/Driven Networks (SDNs) and Network Functions Virtualisation (NFVs), as recent separate research 
and development trends have the roots  in programmable / active network technologies and standards developed a 
decade ago. In particular, they are associated with the decoupling of forwarding from control and hardware from 
networking software, using open interfaces to connectivity resources. 

The key goals of this workshop were to identify and discuss novel technologies taking into account major industry 
initiatives, market drivers and requirements for different technologies. The relationship between virtualization 
technologies and other areas of technology development, including areas of critical commercial and/or technical 
interdependencies (e.g. Smartphones and ‘Apps’), related standardization and/or pre-standardization needs to be 
considered and developed by ETSI. The benefits and value of standardized technologies needs to be highlighted and 
the role of open source initiatives and their relationship to standardization needs to be identified and discussed.

7 tracks of presentations (31 papers) formed the program of the FNT 2013 as follows:

• Introduction, keynote on Horizon 2012 and Future Networks general aspects

• Self- management and control for Software Defined Networks 

• Software Driven Networks 

• Network Functions Virtualisation 

• Network Functions Virtualisation and Clouds

• Enabling Techniques

• SDN Content Networking

• Concluding Remarks and Future Challenges

In addition 4 Panels were organised on the following topics:

• Standardization aspects of Management of SDN - Functions & Design Goals & characteristics

• Standardization aspects of SDN - Functions & Design Goals & characteristics

• Standardization aspects of NFV - Functions & Design Goals & characteristics

• Standardization aspects of General Aspects SDN & NFV - Architectures & characteristics

The next phase of R&D will involve novel and standardised integration of virtualisation and programmability methods 
for use and operation on all connectivity, storage and processing resources under new autonomic management 
interacting with control systems for provisioning of on-demand networking services and applications. This brings into 
focus relatively new and key topics for the next decade: what are and how do we create the conditions for effective 
and continuous updating and changing the networking functions without reinventing architectural aspects and related 
components (e.g. Softwarization of Future Networks and Services).
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ETSI FNT 2013 Program Committee
We had the great honor and pleasure of being joined by the following people on our Program Committee:

• Ranganai Chaparadza, Fraunhofer-Fokus

• Bruno Chatras, Orange 

• Jorge E. López de Vergara Méndez, Universidad Autónoma de Madrid

• Julien Maisonneuve, Alcatel-Lucent

• Luca Pesando, Telecom Italia

• Andy Reid, British Telecom

whom we would like to thank for accepting the difficult challenge of selecting the topics to be presented from a vast 
number of submissions. All these submissions were of very high quality and so the only selection-criterion we were 
able to apply was their relevance for the given sub-topics from the call for presentations.

Ms. Gaby Lenhart         Prof. Alex Galis

Senior Research Officer, Innovation - ETSI      University College London

gaby.lenhart@etsi.org         a.galis@ucl.ac.uk
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SESSION 1: INTRODUCTION AND KEYNOTE
Session chair: Gaby Lenhart, ETSI
Welcome address
Luis Jorge Romero, ETSI Director-General

Horizon 2020
Bernard Barani, EC DG CONNECT

Workshop overview: scope and objectives
Gaby Lenhart, ETSI

SESSION 2: FUTURE NETWORKS GENERAL ASPECTS
Session Chair: Luca Pesando, Telecom Italia
Towards Future Networks – the importance of early standardization
Alojz Hudobivnik, Iskratel

To be or not to be programmable
Dimitri Papadimitriou, Alcatel-Lucent

Future Networks: a Service Provider View
Andrea Pinola, Telecom Italia

SESSION 3: (SELF-) MANAGEMENT & CONTROL FOR SDN (I)
Session Chair: Ranganai Chaparadza, Fraunhofer Fokus
ETSI-AFI work on SDN-oriented Enablers for Customizable Autonomic Management & 
Control, defined in the AFI GANA Reference Model
Ranganai Chaparadza, Fraunhofer Fokus

On the relationships between SDN and Autonomic Management & Control
Benoît Radier, Orange

Towards the launch on an ETSI AFI activity on Autonomic Management & Control
in IPv6-Enabled SDN-based networks
Latif Ladid, IPv6 Forum

A new Model for highly Available Routing and Load Balancing In SDNs.
Pascal Thubert, Cisco 

Agenda Clicking on presentations titles links to corresponding paper and/or slides
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SESSION 4: (SELF-) MANAGEMENT & CONTROL FOR SDN (II)
Session chair: Bruno Chatras, Orange
Towards Management of Software-Driven Networks
Alex Galis, UCL

Filling the gap of a SDN management layer with the Unified Management Framework (UMF)
Laurent Ciavaglia, Alcatel-lucent

Semantic alarms
Stefan Wallin, Tail-f

PANEL 1: Standardization aspects of Management of SDN - 
Functions & Design, Goals & Characteristics
Panel chair: Bruno Chatras, Orange
Ranganai Chaparadza, Fraunhofer Fokus
Alex Galis, UCL
Latif Ladid, IPv6 Forum
Laurent Ciavaglia, Alcatel-lucent
Benoît Radier, ORANGE
Pascal Thubert, Cisco
Stefan Wallin, Tail-f

SESSION 5: SDN (I)
Session chair: Alex Galis, UCL
SDN and NFV (Network Function Virtualization) for Carriers (Telecom service provider)
Marie-Paule Odini, Hewlett-Packard

Software Defined Telecommunication Networks
Valentin Vlad, Technische Universität Berlin

OpenQFlow: Scalable OpenFlow with Flow-based QoS
Nam-Seok Ko, ETRI

Service Orientation in Software Defined Networking
Anurag Jain, HCL Technologies

Agenda Clicking on presentations titles links to corresponding paper and/or slides
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SESSION 6: SDN (II)
Session chair: Julien Maisonneuve, Alcatel-Lucent
NFV ForCES-based abstraction layer
Evangelos Haleplidis, University of Patras

NFV and SDN in Future Carrier Networks
Ricardo Guerzoni, Huawei

Peregrine: An Ethernet Switch-based Software-Defined Network Architecture for IaaS
Tzi-cker Chiueh, ITRI

From Opportunistic Networks and Cognitive Management Systems to SDN-based Edge Networks
Panagiotis Demestichas, University of Piraeus

PANEL 2: Standardization aspects of SDN - 
Functions & Design Goals & characteristics
Panel chair: Alex Galis, UCL
Tzi-cker Chiueh, ITRI Marie-Paule Odini, Hewlett-Packard
Panagiotis Demestichas, University of Piraeus Julien Maisonneuve, Alcatel-Lucent
Ricardo Guerzoni, Huawei Andy Reid, BT
Evangelos Haleplidis, University of Patras Nam-Seok Ko, ETRI
Anurag Jain , HCL Technologies Valentin Vlad, Technische Universität Berlin

SESSION 7: NFV
Session chair: Andy Reid, BT
The Scope and Objectives of the ETSI ISG – Network Functions Virtualisation (NFV)
Andy Reid, BT

Towards the Standardization of Transparency and Isolation Metrics for Virtual Network Elements in SDN
Kurt Tutschku, Telekom Austria Group

NFV Orchestration and Automation principles and atributes
Peleg Erlich, Alcatel-Lucent

Unleashing the potential of virtualization by the right toolkits and open estbeds:
Lessons learned from implementing a virtualized 3GPP EPC toolkit
Thomas Magedanz, Fraunhofer Fokus

Implementing scalable and cost-effective Session Border Control on generic server
Dave Reekie, Metaswitch Networks

Agenda Clicking on presentations titles links to corresponding paper and/or slides



8ISBN 979-10-92620-00-9

SESSION 8: NFV and CLOUDS
Session chair:  Kurt Tutschku, Telekom Austria Group
Federated identity management and network virtualization environment
Kostas  Pentikousis, Huawei

Proposal on Network Functions Virtualization relationship with ITU-T <Y.CCNaaS> (Cloud 
Computing Network-as-a-Service) from the holistic perspective of a converged network-
computing virtualized service provisioning
ByungJun Ahn, ETRI

PANEL 3: Standardization aspects of NFV - 
Functions & Design Goals & characteristics
Panel chair: Andy Reid, BT 
ByungJun Ahn, ETRI
Peleg Erlich, Alcatel-Lucent
Kostas  Pentikousis, Huawei
Dave Reekie, Metaswitch Networks
Kurt Tutschku, Telekom Austria Group

SESSION 9: ENABLING TECHNIQUES
Session chair: Jorge Enrique López de Vergara Méndez, Universidad Autónoma de Madrid
Which Information Model for Autonomic Mechanisms?
Imen Gridabenyahia, Orange

Specification Methodology
Andy Reid, BT

Defining ontologies for IP traffic measurements at MOI ISG
Jorge Enrique López de Vergara Méndez, Universidad Autónoma de Madrid

An Efficient Multicast Scheme based on Openflow Technology in Enterprise Networks
Hyeonsik Yoon, ETRI

Agenda Clicking on presentations titles links to corresponding paper and/or slides
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SESSION 10: SDN CONTENT NETWORKING
Session chair: Julien Maisonneuve, Alcatel-Lucent
Information-centric networking through network function virtualization
Kostas Pentikousis, Huawei 

How to build cost-efficient and fair CDN federations? : All about federating small and 
heterogeneous content actors.
Ghida Ibrahim, Orange Labs 

PANEL 4: Standardization aspects of General Aspects SDN & NFV  - 
Architectures & characteristics
Panel chair: Julien Maisonneuve, Alcatel-Lucent
Bruno Chatras, Orange
Imen Gridabenyahia, Orange
Ghida Ibrahim, Orange Labs
Jorge Enrique López de Vergara Méndez, Universidad Autónoma de Madrid
Kostas Pentikousis, Huawei
Andy Reid, BT
Stefan Wallin, Tail-f
Hueonsik Yoon, ETRI

WORKSHOP CONCLUSIONS
Session chair:Alex Gallis, UCL and all session chairs
Gaby Lenhart, ETSI
Ranganai Chaparadza, Fraunhofer Fokus
Bruno Chatras, Orange
Jorge Enrique López de Vergara Méndez, Universidad Autónoma de Madrid
Julien Maisonneuve, Alcatel-Lucent
Andy Reid,  BT
Kurt Tutschku, Telekom Austria Group
Luca Pesando, Telecom Italia

WORKSHOP CLOSURE

Agenda Clicking on presentations titles links to corresponding paper and/or slides
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Speakers SESSION 1
 INTRODUCTION AND KEYNOTES

Luis Jorge Romero Saro, Director General of ETSI has over 20 years international experience in 
the telecommunications sector.
Previously he has held diverse Director positions in Spain, Morocco and Mexico, predominantly with 
Telefonica. As Global Director for International Roaming and Standards, and Director of Innovation and 
Standards, he oversaw Telefonica’s participation in global standardization activities, and participated 
directly in the work of the Next Generation Mobile Networks (NGMN) Alliance and in the GSM 
Association (GSMA).
Before joining ETSI in July 2011, he held the position of Director General of Innosoft and was also a 

partner and board member of Madrid-based Innology Ventures.

Bernard Barani graduated from the École Nationale Supérieure des Télécommunications de 
Bretagne in 1982. He then served as communications engineer in industry on military infrared 
systems and then with the European Space Agency on advanced satcom programmes. In 1994, he 
joined the European Commission Directorate General “Information Society”, and was responsible 
for implementation of research and policy issues of wireless communication, Internet, audio visual 
systems, Software and Services. He has been Deputy head of the unit dealing with research and policy 
in the field of RFID, Internet of Things and networked enterprise systems and is currently Deputy head 
of the unit in charge of research and innovation on Network Technologies in the CONNECT Directorate 

General of the European Commission

Gaby Lenhart, ETSI. Editor
Born 1964
1983 - 87 study of electrical engineering with emphasis on communications electronics at the 
Technical University Vienna; in parallel study of English and Russian as translator at the University 
Vienna
2001 - 04 study of ICSS (Intelligent Communication Systems and Services) at the Technikum Vienna
Project Leader in the division ‘Network Building & Infrastructure at Max-Mobil Austria (now T-Mobile Austria)

2002 - 2005 Standardization Expert in the division „International Standardization at T-Mobile International; Head of 
Delegation, Chairman of OMA POC
2005 - 2007 Project Leader for Smart Cards and Project Leader for eHealth at ETSI
Gaby is member of various Boards, such as the Steering Committee of the Future Internet Assembly and the Advisory 
Board of Net!works
Currently she is Senior Research Officer at the Strategy & New Initiatives department at ETSI and, besides foresight, 
responsible for all aspects of quantum technologies.
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Speakers SESSION 2
 FUTURE NETWORKS GENERAL ASPECTS

Towards Future Networks - the importance of early standardization
Alojz Hudobivnik works as CTO Adviser in Iskratel, Kranj, Slovenia in area of telecommunication. 
He received a B.Sc. and M.Sc. in computer science from University in Ljubljana, in 1983 and 1989, 
respectively. He was involved in product development of No.7 signalling, implementation of 
broadband access in Slovenia, product management and corporate knowledge management. Last 
four years he was involved in work of ITU-T Focus Group FN and was Ass.Raporteur of ITU-T Q.21/13 
»Future networks«. Presently he is Vice-Chairman of SG13 WP3 “SDN and Networks of Future” and 
Rapporteur of Q15/13 ”Data-aware networking in FN”. He represents Iskratel in FTTH Council Europe, 
he is Chairman of ETSI standardization group by Slovenian NSO and Vice Chairman of SIKOM

To be or not to be programmable
Dimitri Papadimitriou started at Alcatel in 2000. He worked for the Network Architecture team of the Central 
Research Center (CRC) where he was in charge of multi-layer traffic-engineering research. In 2003, he joined the 
Alcatel Research & Innovation (R&I) Department dedicated to distributed control/routing algorithmic. Since 2005, he 
works in the area of Future Internet research now as part of Alcatel-Lucent Bell Labs as Senior Research Engineer. His 
current research interests include control-theoretic and stochastic modeling of programmable multi-agent systems, 
swarm intelligence and self-organizing complex systems. He authored numerous peer reviewed papers on network 
architecture, distributed and dynamic routing, recovery, and performance of multi-layer networks; he holds more than 
twenty patents. He currently leads the EULER FP7 project that investigates new dynamic routing paradigms for large-
scale complex systems and PI for the EC FP7 Network of Excellence on Internet Science. He is also actively involved in 
the research activities of the Internet Research Task Force/IRTF (Routing and Congestion Control Research Groups), and 
Internet Engineering Task Force/IETF (where is a member of the Routing Internet Directorate).

Future Networks: a Service Provider View
Andrea Pinnola is Senior Project Manager in the Technology Plan and Standard Coordination 
Group of Telecom Italia.Formerly he was head of the Operation Support Systems Qualification 
Research Unit and responsible of projects for  the Operation Support Systems Evolution.
Currently he focuses on Technology Planning and Standard Coordination regarding to Machine to 
Machine (M2M) solutions and Future Networks aspects.
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Speakers SESSION 3 
 (SELF-) MANAGEMENT & CONTROL FOR SDN (I)

ETSI-AFI work on SDN-oriented Enablers for Customizable Autonomic Management & 
Control, defined in the AFI GANA Reference Model

Ranganai Chaparadza , PhD: ETSI AFI Chairman, & IPv6 Forum member
Ranganai Chaparadza is a researcher in the field of Internet, Future Internet and Telecommunications 
Networks. He obtained his PhD in Telecommunications Engineering from Technical University of Berlin, 
Germany, and is based in Berlin. He is chairman of the AFI Group in ETSI (http://portal.etsi.org/afi 
): “Autonomic network engineering for the self-managing Future Internet” . He is also a member of 
the IPv6 Forum and is involved in IPv6-Enabled Autonomic Networking. He initiated and led the very 

successful European Commission-funded FP7-EFIPSANS IP Project as Technical Manager and contributor. His interests: 
(1) Autonomic Network Engineering for Self-Managing Networks; (2) The evolution of the AFI GANA Architectural 
Reference Model for Autonomic Networking, Cognitive Networking and Self-Management; (3) Standardization 
initiatives for Autonomic Networking. and Self-Management; (4) IPv6 and its evolution; (5) Building AFI Liaisons with 
BBF,3GPP,NGMN,TMF,ITU-T-SG13&SG2, IPv6 Forum, and IEEE and other Groups. He has plenty of peer reviewed 
scientific publications in Conferences, Journals and Workshops, and has served as Chair, Keynote-speaker and TPC 
member for a number of International Workshops. He serves as co-Chair of IEEE MENS Workshop@Globecom. Other 
areas of expertise/experience include: Formal-Methods (ITU-T & ETSI SDL/ASN.1/TTCN-3 standardized-languages) and 
their application to Protocol Engineering; OMG’s Model Driven Engineering Techniques for Development and Testing 
of Complex Systems; GPRS/UMTS protocol verifications; Network Management; Routing and Traffic Engineering in IP 
protocols. Previously he also worked in ETSI Specialist-Task-Force-276 on Standardized Test Specifications for core IPv6 
Protocols (ETSI Conformance & InterOperability Test Specifications for IPv6). Some of recent and past Projects: EC-
funded FP7-EFIPSANS Project, FP6-ANA (Autonomic Network Architecture), and Siemens-ICN & BMBF.

On the relationships between SDN and Autonomic Management & Control
Benoit Radier is a Research Engineer in Informatics and Telecommunication. He joined France Télécom 
R&D Lannion, France, in 2000. He received an electrical engineering diploma from the “Institut Supérieur de 
l’Electronique et du Numérique” (ISEN), Brest, and a doctoral degree in computer science from “Université 
Pierre et Marie Curie” (UPMC) in 2009. Since 2007, his current research activities are in the fields of 
Autonomic Networking such as autonomic mobility, Generic Autonomic Network Architecture (ETSI), 
context awareness, knowledge plane.Towards Future Networks - the importance of early standardization

Towards the launch on an ETSI AFI activity on Autonomic Management & Control in IPv6-
Enabled SDN-based Networks

Ranganai Chaparadza, PhD: ETSI AFI Chairman, & IPv6 Forum member

See biography above

A new model for highly Available Routing and Load Balancing in SDNs
Pascal Thubert is a senior telecom R&D engineer specialized in IPv6, routing & meshing, as combined 
with wireless & mobility. He participated to a number of standards, mostly with the IETF (9 RFCs on 
NEMO, RPL, 6loWPAN, and multiple drafts) but also ISA100, IEC, ETSI.
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Speakers SESSION 4
 (SELF-) MANAGEMENT & CONTROL FOR SDN (II)

Towards Management of Software-Driven Networks 
Alex Galis - Editor (a.galis@ee.ucl.ac.uk; www.ee.ucl.ac.uk/~agalis)
Alex Galis is a Professor In Networked and Service Systems at University College London. He 
has co-authored 9 research books including a review of the precursor of the SDN technology 
“Programmable Networks for IP Service Deployment” ISBN 1-58053-745-6, Artech House 
Books, and more that 190 publications in journals and conferences in the Future Internet areas: 
networks, services, management and clouds. He acted as PTC chair of 14 IEEE conferences and 

reviewer in more than 100 IEEE conferences (www.ee.ucl.ac.uk/~agalis). 
He participated in a number of EU projects including overall technical leadership of the MISA, FAIN, CONTEXT and 
AUTONOMIC INTERET projects. He was Vice Chair of the ITU-T Focus Group Future Networks (www.itu.int/ITU-T/
focusgroups/fn/index.html).

Filling the gap of a SDN management layer with the Unified Management Framework (UMF)
 Laurent Ciavaglia is currently research manager at Alcatel-Lucent Bell Labs France in the Net-
working Technologies research domain, where he coordinates a team specialized in autonomic and 
distributed systems. 
Since 2010, Laurent is also leading the FP7-UNIVERSELF project (www.univerself-project.eu). In recent 
years, he has been working on the design, specification and evaluation of carrier-grade networks 
including several European research projects dealing with network control and management. Laurent 
is also member of the Industry Advisory Board of the FP7-Network of Excellence NESSOS.

Laurent is vice-chair of the ETSI Industry Specification Group on Autonomics for Future Internet (AFI), working on the 
definition of standards for self-managing networks. Laurent is also participating to the IETF/IRTF as part of his activi-
ties in standardization. 
Laurent has co-authored more than 40 publications and holds 35 patents in the field of telecommunication networks. 
Laurent also acts as member of the technical committee of several IEEE, ACM and IFIP conferences and workshops, 
and as reviewers of referenced international journals and magazines.

Semantic Alarms
Stefan Wallin contributes more than 20 years of network and service management experience to 
Tail-f, specializing in OSS and NMS systems, and network management standards. He has presented at 
a wide variety of international network engineering and management conferences. Before Tail-f, he 
worked as a OSS solutions architect at DataDuctus. Mr. Wallin also served as a network management 
specialist at Ericsson and a research engineer at the University of Linköping. He holds a M Sc degree in 
Computer Science from Linköping University and received his doctorate in network management from 

Luleå University of Technology.
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Speakers SESSION 5
SDN (I)

SDN and NFV (network Function Virtualization) for Carriers (Telecom service provider)
 Marie-Paule Odini is a seasoned HP executive, bring over 25 years of telecom experience. She has 
deep expertise in both the networking and IT environments, bridging voice and data.
Marie-Paule is the HP CTO for Europe, responsible for the Communication and Media Solution 
organization, focused on customer innovation and emerging trends. She leads the technology 
discussions for M2M, Analytics, Cloud and NFV-SDN. She seats on ETSI, ATIS and other standard bodies. 

She is co-chairman of ETSI NFV SWA WG. She is also a frequent industry speaker and editor in professional magazines, 
blogs on HP Telecom IQ and tweets on CMS twitter account.
Marie-Paule prior responsibilities include managing HP’s worldwide VoIP program, HP’s wireless LAN program, and HP’s 
Service Delivery program. Since joining HP in 1987, she has held positions in technical consulting, sales development 
and marketing in Europe and in the Americas. Those roles have focused on strategic and operational responsibility for 
Networking, IT and operations in the telecom domain.

Software Defined Telecommunication Networks
Valentin Vlad is a master student at the “Technische Universität Berlin, Germany, Faculty for 
Informatics, specializing in Communication Systems. He received his bachelor diploma in Computer 
Science at the Technical University of Cluj Napoca, Romania in 2009.He joined the Next Generation 
Network Infrastructures (NGNI) competence center of the Fraunhofer FOKUS institute in 2009, focusing 
his work on the core network mobility aspects of the OpenEPC platform.

OpenQFlow: Scalable OpenFlow with Flow-based QoS
Nam-Seok Ko received the B.S. degree in computer engineering from Chonbuk National University, 
Jeonju, South Korea, in 1998 and the M.S. degree in information and communications engineering 
from Korea Advanced Institute of Science and Technology (KAIST), Daejeon, South Korea, in 2000. In 
2000, he joined Electronics and Telecommunication Research Institute (ETRI), Daejeon, South Korea 
and has participated in several projects including developments of ATM switching systems and flow-
based routers. Currently he is also working towards the Ph.D. degree with the Department of 
Information and Communications Engineering, KAIST, Daejeon, South Korea. His research interests 
include network architecture, network protocols, traffic engineering and software defined networking.

Service Orientation in Software Defined Networking
Anurag Jain is Deputy General Manager, Engineering and R&D Services (ERS) Practice Group within 
HCL and his current role is to define and develop solutions for Strategic Business Service Line Units 
within ERS for Acceleration of Device and Product Launch.  He is particularly focussed towards developing 
technology solutions and IPs in Wireless and Unified Communications domain which includes LTE, SDN 
and Video. With more than 17 years of overall experience and last 13 years with HCL, he has leaded the 

development of various solutions and delivery of large engagements in Telecom and Networking. Holds Engineering 
Degree in Electronics and Communications from National Institute of Technology Jaipur and has presented several 
papers in international conferences.
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Speakers SESSION 6
 SDN (II)

NFV ForCES-based abstraction layer 
Evangelos Haleplidis received his diploma in Electrical Engineering from the University of Patras 
in 2002. He is currently a Ph.D. student in the Department of Electrical and Computer Engineering in 
the University of Patras. He is the main author of two RFCs, and author/co-author of several drafts 
in regards to the ForCES architecture. His main field of interest is network protocols and network 
services. He has around 12 publication in conferences related with his research interests. He is a 
global member of ISOC and the Technical Chamber of Greece and is actively working with IETF’s 

ForCES working group.

NfV and SDN in Future Carrier Networks 
Riccardo Guerzoni, HUAWEI European Research Center
Riccardo worked as senior radio planner at Nokia Networks from 1999 to 2007, in the last 2 years 
managing the development of an automatic radio access optimization prototype. 
From 2007, he joined Accanto Systems as Professional Services Manager,  boosting expertise on 
Customer Service Assurance, QoS and diagnosis models in mobile, fixed and converged networks.

He is Senior Solution Architect at Huawei European Research Center since 2011, exploring Future Carrier Networks 
technologies and business models. 

Peregrine: An Ethernet Switch-based Software-Defined Network Architecture for IaaS
Dr. Tzi-cker Chiueh is currently the General Director of the Cloud Computing Center for Mobile 
Applications (CCMA) at ITRI and Professor in the Computer Science Department of Stony Brook 
University.  He received his BSEE from National Taiwan University, MSCS from Stanford University, 
and Ph.D. in CS from University of California at Berkeley in 1984,1988, and 1992, respectively. He 
received an NSF CAREER award, and several best paper awards, including that from the 1999 IEEE 
Hot Interconnect Symposium, the 25th Annual Computer Security Applications Conference and the 
2008 IEEE International Conference on Data Engineering (ICDE).  Before joining ITRI, Dr. Chiueh 
served as the director of Core Research in Symantec Research Labs.  Dr. Chiueh has published over 

180 technical papers in referred conferences and journals. His current research interest lies in data center networking, 
cloud storage systems, and software security.

From Opportunistic Networks and Cognitive Management Systems to SDN-based Edge Networks
Panagiotis Demestichas is a Professor at the University of Piraeus, Department of Digital Systems. 
Since September 2011 Prof. Demestichas is also the Head of the Department. He has been actively 
involved in a number of national and international research and development programs. His research 
interests include the design and performance evaluation of high-speed, wireless and wired, broadband 
networks, network management, software engineering, algorithms and complexity theory, and 
queuing theory. Currently he serves as the deputy leader of the Unified Management Framework 
workpackage in the ICT UniverSelf Project. From July 2010 to December 2012 he served as the Project 

Coordinator of the ICT OneFIT (Opportunistic Networks and Cognitive Management Systems for Efficient Application 
Provision in the Future Internet) Project. Moreover, he was the technical manager of the FP7 ICT E3 (End-to-End 
Efficiency” (E3) project. He is the chairman of Working Group C (WGC), titled “Communication architectures and 
technologies”, of the Wireless World Research Forum (WWRF). He has more than 150 publications in international 
journals and refereed conferences. He is associate editor of the IEEE Communication letters and on the Board of 
Editors of the Journal of Network and Systems Management.
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The Scope and Objectives of the ETSI ISG – Network Functions Virtualisation (NfV)
Andy Reid is currently architect for BT’s project on network functions virtualisation. He is has been 
particularly concerned with removing packet performance bottlenecks in hypervisors and is now 
concerned with the operations and management on virtualised network functions and their supporting 
infrastructure platform. Andy has a long history in telecoms strategy and architecture and has a 
particular concern with modelling, including functional modelling, data modelling, operational 
modelling, and performance modelling. In more recent years he has also done a substantial amount 
economic modelling for pricing, regulation and competition law.

Towards the Standardization of Transparency and Isolation Metrics for Virtual Network 
Elements in SDN

Kurt Tutschku holds the Chair of Future Communication (endowed by Telekom Austria) at the University 
of Vienna. His main research interest include future generation communication networks, network 
virtualization, network federation, Quality-of-Experience, and the modeling and performance evaluation 
of future network control mechanisms and services in the emerging Future Internet, particular 
mechanisms based on P2P algorithms. He obtained his diploma and Ph.D. in Computer Science from the 
University of Wuerzburg, Germany. In 2008, he received the Habilitation degree (“`State Doctoral 
Degree”’) in Computer Science and communication networks from the University of Wuerzburg. From 

February 2008 to August 2008, he worked for the National Institute for Information and Communication Technology 
(NICT) in Tokyo, Japan.
Kurt Tutschku is closely cooperating with industry. He has accomplished and is leading industrial research projects 
with companies such as Telekom Austria, Nokia Siemens Networks, BTexact, DATEV e.G., Bosch and Bertelsmann AG. 
In addition, Kurt Tutschku leads multiple funded academic collaborations such as the Austrian WWTF project on the 
“Optimization of the Future, Federated Internet”. Furthermore, he and his team contribute in directly to various Future 
Internet testbed projects such as GENI/GpENI (US), Akari (Japan), or G-Lab (Germany). Kurt Tutschku was also member 
of the steering board of the European FP7 Network-of-Excellence “EuroNF – Anticipating the Network of the Future: 
From Theory to Design”, co-coordinated the joint research agenda and work in EuroNF, was member of the steering 
committee of the European Future Internet Assembly, and is reviewer for the European Commission in FP7 and the 
European CHIST-ERA program.
Kurt Tutschku was and is involved in the organization of multiple conferences. Amongst other, he was co-chair of 
the ICC 2011 NGN symposium, the Future Internet Symposium 2011, and workshop and tutorial co-chair at 2011 
International Teletraffic Congress. He is TPC co-chair of the 2013 International Teletraffic Congress. Kurt Tutschku is 
member of the IEEE, ACM, GI, and OCG.

NFV Orchestration and Automation principles and attributes 
Peleg Erlich is a Senior Solution Architect of Cloud Solutions, in Alcatel-Lucent, focusing on future 
networks and NFV with over 16 years of experience in telecommunication industry.  Formerly  he was 
Senior Manger of  Broadband Access Solution team  at Huawei European Research Center working 
closely with Tier1 operators on Access network and next generation PON . Previously he was a Board 
Member of the FTTH Council Europe and at the same time was a Senior Director  of Product Management 
and Marketing  where he led and managed  the Product Marketing and managements activities for 
xPON technologies  and FTTH networks. Peleg holds a B.Sc. degree in Electronic Engineering from RMIT 

university, Melbourne,Aus.  and MBA from Heriot-Watt University, Edinburgh,UK
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Unleashing the potential of virtualization by the right toolkits and open testbeds: Lessons 
learned from implementing a virtualized 3GPP EPC toolkit

Thomas Magedanz (PhD) is full professor in the electrical engineering and computer sciences 
faculty at the Technische Universität Berlin, Germany, leading the chair for next generation 
networks (www.av.tu-berlin.de) since 2004. In addition, he is director of the next generation 
network infrastructure competence center of the Fraunhofer Institute FOKUS (www.fokus.

fraunhofer.de/go/ngni) since 2000. Since more than 20 years Prof. Magedanz is working in the convergence 
field of fixed and mobile telecommunications, the internet and information technologies, which resulted in 
many international R&D and consultancy projects centered around the prototyping of advanced Service 
Delivery and Control Platforms for fixed and mobile Next Generation Networks for major international 
network operators and equipment manufacturers. In the course of his research activities he published more 
than 250 technical papers/articles and his OpenXXX testbed toolkits are used in many R&D labs around the 
globe. In addition, Prof. Magedanz is senior member of the IEEE and holds guest professorships at the 
University of Cape Town in South Africa and Universidad de Chile in Santiago de Chile.

Implementing scalable and cost-effective Session Border Control on generic server
Dave Reekie, Senior Vice President, Engineering. As one of the small group of talented engineers 
that designed the Metaswitch system architecture, Dave combines detailed product knowledge with 
rigorous project management skills. His engineering and management abilities have been proven over 
his 15+ years with the company, as he has consistently delivered complex, challenging projects across a 
broad range of telecommunications technologies including SS7, SMTP, LDAP/X.500, and SNA.  Dave 
graduated with a first class degree in Engineering from Cambridge University.

Speakers SESSION 7
 NFV
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Federated identity management and network virtualization environment
Kostas Pentikousis is a senior research engineer at Huawei Technologies in Berlin, Germany and 
a standards delegate to IETF. Before that, he was a senior research scientist at VTT Technical Research 
Center of Finland working on information-centric networking (ICN). As an expert in this emerging 
area, he served as the lead guest editor for the IEEE Communications Magazine feature topic on ICN. 
Kostas received his Ph.D. in computer science from Stony Brook University for his thesis on “ECN, 

power consumption, and error modeling in TCP simulation studies” (2004). During his studies, he interned at Computer 
Associates in Islandia, NY, developing network management software. He co-authored more than 90 journal articles, 
conference papers and book chapters, and presented well-attended tutorials on energy-efficient networking at IEEE 
ICC and IEEE VTC-Spring (2010). Dr. Pentikousis conducts research on Internet protocols and network architecture and 
is known for his work on mobile networks and management. His contributions have ranged from system design and 
implementation to performance evaluation. At Huawei he worked on 3GPP EPC research topics beyond Rel. 12 and has 
been awarded four patents in this area. Since 2012, his research focus shifted to carrier-grade software-defined 
networking (SDN) and network virtualization.

Proposal on Network Functions Virtualization relationship with ITU-T <Y.CCNaaS> (Cloud 
Computing Network-as-a-Service) from the holistic perspective of a converged network-
computing virtualized service provisioning

Byung Jun AHN is a principal researcher at ETRI, Korea, since 1986. His current research areas include 
the convergence of computing and networking, Internet traffic managements, network virtualization, 
service-oriented architecture, and Cloud computing. He has led many research projects in 
telecommunications traffic management and Internet router systems technologies. Dr. AHN is 
participating Cloud computing related standardization activities at ITU-T SG13, particularly on network 
aspects of them. Dr. AHN received his Ph.D. degree in Computer Engineering from Iowa State University.
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Univerself: Which Information Model for Autonomic Mechanisms?
Imen Grida Ben Yahia is a senior research engineer at Orange Labs’. She is involved in R&D projects 
and activities, where she is contributing and guiding various tasks related to autonomic management 
with particular focus and interest on Self-healing mechanisms, Policy Based Management, information/
knowledge engineering, as well as tasks in the field of workflows management for the OSS/OAM 
improvement. In 2008, Imen received a Ph.D in Communication Networks from Paris.VI University and 
Telecom SudParis. She has participated to several EU projects and is currently involved in UniverSelf 
project, for the specification of a Unified Management Framework to enable the deployment of 
autonomic mechanisms. She is the author/co-author of more than 40 papers in international 

conferences and journals.

Specification Methodology
Andy Reid is currently architect for BT’s project on network functions virtualisation. He is has been 
particularly concerned with removing packet performance bottlenecks in hypervisors and is now 
concerned with the operations and management on virtualised network functions and their supporting 
infrastructure platform. Andy has a long history in telecoms strategy and architecture and has a 
particular concern with modelling, including functional modelling, data modelling, operational 
modelling, and performance modelling. In more recent years he has also done a substantial amount 
economic modelling for pricing, regulation and competition law.

Defining ontologies for IP traffic measurements at MOI ISG
Jorge Enrique Lopez de Vergara Méndez is an associate professor in the Electronics and 
Communication Technologies Department of the Universidad Autónoma de Madrid (Spain). He is also 
co-founder of the spin-off Naudit High Performance Computing and Networking. He received his MSc 
degree in telecommunications from Universidad Politécnica de Madrid (Spain) in 1998 and finished his 
PhD in telematics engineering at the same university in 2003, where he held a research grant. He has 
participated in several Spanish and EU research projects, and has co-authored more than 70 papers in 

international conferences and journals. He is also chairing the ETSI Measurement Ontology for IP traffic ISG. His current 
research topics include network, service, and distributed application management and monitoring, focusing on the 
defintion and integration of information models.

An Efficient Multicast Scheme based on Openflow Technology in Enterprise Networks 
Hyeonsik Yoon received his BS and MS in electronics engineering from Kyungpook National 
University, Daegu, Rep. of Korea, in 1993 and 1995, respectively. He was a senior researcher at LG 
Information & Communications Corporation, Rep. of Korea, from 1995 to 2000. In 2000, he joined 
ETRI, Daejeon, Rep. of Korea, and he has worked on several projects, including routers, EPON, GPON, 
MPLS, and ATM systems. His research interests are routing protocols, mobility technology and 
SDN(OpenFlow).
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Information-centric networking through network function virtualization
Kostas Pentikousis is a senior research engineer at Huawei Technologies in Berlin, Germany and a 
standards delegate to IETF. Before that, he was a senior research scientist at VTT Technical Research 
Center of Finland working on information-centric networking (ICN). As an expert in this emerging area, 
he served as the lead guest editor for the IEEE Communications Magazine feature topic on ICN. Kostas 
received his Ph.D. in computer science from Stony Brook University for his thesis on “ECN, power 

consumption, and error modeling in TCP simulation studies” (2004). During his studies, he interned at Computer Associates 
in Islandia, NY, developing network management software. He co-authored more than 90 journal articles, conference papers 
and book chapters, and presented well-attended tutorials on energy-efficient networking at IEEE ICC and IEEE VTC-Spring 
(2010). Dr. Pentikousis conducts research on Internet protocols and network architecture and is known for his work on 
mobile networks and management. His contributions have ranged from system design and implementation to performance 
evaluation. At Huawei he worked on 3GPP EPC research topics beyond Rel. 12 and has been awarded four patents in this 
area. Since 2012, his research focus shifted to carrier-grade software-defined networking (SDN) and network virtualization.

How to build cost-efficient and fair CDN federations? : All about federating small and 
heterogeneous content actors.

Ghida Ibrahim
As a PhD candidate, Ghida Ibrahim works on the evolution of future content distribution services. Since her 
PhD is done jointly with a leader in the telecommunications industry in France, she especially focuses on 
the Telco position with respect to future content distribution services. She seeks to identify and develop 
solutions aiming to enhance the Telco role in this context.
In March 2011, Ghida joined the “Networks and IT” department of Telecom ParisTech as a PhD candidate 

doing her PhD jointly with the “Network Architecture for Services Deployment” department of Orange Labs. The first phase 
of her PhD allowed her to own a good knowledge of content distribution services ecosystem and to track the main evolution 
trends at this level.
Prior to starting her PhD, Ghida has graduated as a telecommunications and networks engineer jointly from Telecom ParisTech 
(Paris) and “Ecole Supérieure d’Ingénieurs de Beyrouth” (Beirut). She has done many internships and technical projects in 
France and Lebanon in both research and IT fields. These include a six months internship about “IP flow mobility in EPC” in 
Orange Labs (Paris), a two months internship about graphical interfaces development in the IT department of Blom bank, 
Beirut and an “Intelligent Home” project in Libatel, Beirut. She has also participated to many workshops in Europe. She has 
recently graduated as a DPM (doctoral program in management) fellow from ENPC MBA Paris.
Ghida has won two Excellency awards from the “Ecole Supérieure d’Ingénieurs de Beyrouth” for being the top of promotion 
for two consecutive years. She has also obtained the “Bourse Master Ile de France” scholarship in order to pursue her joint 
degree with Telecom ParisTech and a full scholarship from both Orange and ANRT in order to pursue her doctoral studies. She 
was also chosen as the doctoral ambassador of the ParisTech institute.
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Towards Future Networks – the importance of early standardization

Abstract :

There have been continuous efforts and progresses regarding the research and development of Future Networks (FNs) 
technologies in recent years, such as network virtualization and software defined network (SDN), information centric 
networking (ICN), cloud networking, autonomic management, and open connectivity. ITU-T has started working on 
the standardization of FNs in late 2009, and it has developed its initial results and Recommendations that lay out the 
essential directions for subsequent detailed work. In my presentation, i will present the background and the context 
of current FNs’ standardization, the deliverables and future plans originated from the standardization work performed 
by ITU-T. I see all novel technologies discussed at this WS as candidate technologies to fulfill FN requirements.  I will 
focus on standardization opportunities for Future Networks and invite all to contribute and collaborate in this process 
for human well. 
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To be or not to be programmable

Abstract :

SDN research directions as outlined in IRTF RG [1] outlines i) The need for more flexibility and programmability at the 
data plane level and ii) The need for higher-level languages for programming together with testing and debugging. There 
are three fundamental challenges behind these directions (assuming that local function or states can be transformed 
into network function or states effectively). The first fundamental question is whether the resulting programs should 
be designed to transform/manipulate network states or manipulate/transform network functions. Hence, we would 
have basically two choices: use either a programming language that is specialized for state programming or function 
programming (e.g. Haskell, LISP). The second fundamental challenge is related to concurrency as the programming 
of states or functions are unlikely to be performed serially (due to the number of interacting states and functions 
in a “feature-rich” network); in turn, several executions will be required to perform simultaneously, and potentially 
interacting with each other. The last fundamental challenge is related to the on-line verification of the execution of 
the programs manipulating network states or functions. This last challenge may have been overlooked but one should 
consider that it will be almost impossible to build and/or anticipate at design-time a complete set of primitives to 
transform/manipulate all the states or functions that network programmers would like to operate on. 

After detailing these fundamental challenges, the paper will outline the main alternatives to possible address them 
along with the underlying but inevitable design and performance trade-offs. For each of them, this paper will evaluate 
the related standardisation aspects, in particular, 1) the identification of the programming components and interfaces 
to ensure interoperability, 2) the possible roles of standardization bodies and their impact 3) the definition of a 
standardization approach to enable the deployment of the proposed technologies.

[1] D.Meyer, Research Directions in SDN, SDNRG Meeting, Atlanta (GA), USA, Nov.2012
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Future Networks: a Service Provider View

Abstract :

Projections in number of users of future networks are counting for billions of humans, devices and applications. This 
will require enhancing the flexibility and manageability of our networks while reducing the overall costs of ownership.

ETSI NFV, ONF SDN/OF e ITU-T Future Networks are aiming to address the growing complexity of the network of the 
future with complementary and sometime overlapping approaches. Together they aim at greater cost savings and 
much faster service innovation and deployment. Cloud Computing and IT technologies are pervasive elements in the 
new approaches to future networks, both as enablers and as part of the problems to be addressed.

Telecom Italia Presentation will focus on:

• the Telecom Italia understanding of the foreseen network evolution within the standard organizations;
• Identification from a Service Provider standpoint of the needed changes, issues and how new service segments 

(M2M / IoT) can be addressed;
• Recognizing that Cloud Computing is a strong push towards such evolution and that current Service Providers 

are growing in this area;
• What are the challenges in terms of operation and management  of the future networks;
• How can the future networks technologies be deployed in different segments of a Service Provider network;
• How standard bodies can answer to the growing needs of SPs and their Customers related to Future networks.
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ETSI-AFI work on SDN-oriented Enablers for Customizable Autonomic Management & 
Control, defined in the AFI GANA Reference Model

Abstract 

Software-Driven Networking (SDN) is a superset of what is known today as Software-Defined Networking. OpenFlow-
based Software-Defined Networking is only a subset of the broader picture of SDN.  On the other hand, Autonomic 
Management & Control and SDN share the same objective of enabling programmable, manageable, dynamically 
self-adaptable and cost-effective networks and services.  Programmability must be supported at various layers and 
abstractions of the network. The soon-to-be-published ETSI AFI GANA Reference Model for Autonomic Networking, 
Cognitive Networking and Self-Management, defines SDN-oriented Enablers for Customizable Autonomic Management 
& Control, via the customizability of Autonomics’ Decision-Making-Logics/Engines and customized algorithms. The 
defined SDN-oriented enablers include: primitives for programmability of managed entities; operator-loadable 
control-logic/strategy; Decision-Making-Elements(DEs) as second party logic that can be loaded into network elements 
or manufactured and embedded by manufacturers as interpreters and executers of loadable run-time executable 
behavioral models (specifiable as FSMs or Start-Charts, etc) that can be uploaded into network elements at run-
time to control element and resource behaviours; profile-based and policy-based control. The enablers also include 
viable approaches to integrating AFI GANA Knowledge Plane Functional Blocks with OpenFlow-based SDN and other 
emerging SDN-oriented frameworks.  OpenFlow-based SDN is based on the 4D architecture. Principles from 4D and 
other models such as MAPE, Knowledge Plane for the Internet, FOCALE, CONMan, GENI and ANA, are unified within 
the AFI GANA Reference Model as a more holistic Autonomics Reference Model. The GANA Model extends 4D in order 
to still allow for intelligence in network elements, rather than removing intelligence from network elements, meaning 
that GANA is a Hybrid Model that enables to combine centralized management & control and distributed control. 
In contrast to 4D and OpenFlow Controllers, a Modular Approach is taken to defining the elements of the AFI GANA 
Knowledge Plane (KP). The presentation also includes the additional value the AFI GANA Model brings to SDN, such 
as modularization of the control-software (DEs of the KP) and Reference Points Definitions; Functional Blocks (FBs) 
that add value to SDN—which include FBs for publish/subscribe services for information and resource auto-discovery, 
and Model-Based Translation Services for easing programmability and design of control software. Though the SDN-
oriented enablers are being standardized by AFI, their application/instantiation in specific reference architectures onto 
which the AFI GANA Reference Model is being instantiated still call for further standardization work involving detailed 
behavior specifications of the associated FBs and communication-flow on Reference Points. It is because all these get 
more elaborated with implementation-oriented details during the analysis of specific use-cases and requirements for 
autonomic management & control in the target architecture (scope of AFI WI#3). The primitives for programmability 
support also need to be further defined and elaborated in the ongoing standardization work in ETSI. Also, ETSI AFI plans 
to create a Work Item specifically addressing Autonomicity-awareness in SDN (as sub-Work Item of AFI WI#3)
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On the relationships between SDN and Autonomic Management & Control

Abstract :

Software-Defined Networking (SDN) is a quite recent approach under consideration for providing flexible and 
programmable networks. Autonomic networking is another approach, developed to simplify network operations by 
automating management functions through self-* capabilities. We first present the SDN and the ETSI/AFI autonomic 
management related frameworks. Then, we identify complementarities between these frameworks; their differences 
and how they could interact with each other.
SDN-based networks can be managed without automation through existing management systems. However, Autonomic 
networking mechanisms could steer SDN-structured networks as well as conventional networks. Autonomics paradigm 
can apply to legacy infrastructures as well as to new ones (Physical resources & Virtual resources). Indeed, it can 
change the behavior of any type of managed entities enabling real time management, thereby blurring the difference 
between the control plane (CP) and the management plane. 
In this context, Autonomics could enhance SDN framework by self-managing different applications used in the CP and 
orchestrating them. Various decision elements (DEs) already defined in autonomic architecture should be matched 
and interfaced with the applications and services defined in SDN, this leads to using, Knowledge Plane (KP) as defined 
in Autonomics world, as a hook to providing environment awareness to SDN. This enables cross-operators and multi-
vendor view through this SDN becoming Autonomics –Aware.
The combination of both paradigms will shape foundation of new topics to be addressed by standardization community 
from Interface, Data Model, Protocols, …view point . This helps the industry taking profit from both technologies by 
supplying new product lines and ease their adoption by the operators as powerful infrastructure to providing market 
with added value advanced services. 
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Towards the launch of an ETSI AFI activity on Autonomic Management & Control in IPv6-Enabled 
SDN-based networks

Abstract :

IPv6 is a mature and proven technology and is now being deployed globally, with increasing momentum. New IPv6 
protocols continue to be added to core IPv6 protocols, making IPv6 the basis for the far reaching Internet of the 
Future.  In various areas, IPv6 is seen as bringing many unique benefits when combined with emerging technologies 
such as Autonomic Management & Control, Clouds, SDN, IoT/M2M, etc. Benefits include network automation, and 
scalability to clouds, thanks to IPv6 features. With the momentum on deployment of IPv6 rising, comes the question 
on what standardization requirements should be considered in environments in which IPv6 is brought into technology-
mixing with technologies such as SDN and Autonomic Management & Control. Autonomic Management & Control 
and SDN share the same objective of enabling programmable, manageable, dynamically self-adaptable and cost-
effective networks and services. Control software can automate and optimize management & control aspects that the 
network itself should not or cannot. Regarding IPv6, there are two aspects that need to be considered from SDN and 
Autonomic Management & Control point of view: (1): IPv6 features that enable the following: network automation, 
self-configuration and autonomic network setup and operation (thanks to the IPv6 features that enable auto-discovery 
of information, nodes and resources); dealing with scalability problems in ‘node/device addressing’ in clouds and 
other environments; energy-efficient networking (thanks to true-end-to-end principle in IPv6, and much more). Other 
important features include: neighbor-discovery and use of link-local addresses for auto-configuring the network 
and forming secured peerings; 2) use of RPL for basic communication, independent of the routing protocols used 
in the topology once things are autonomically setup, either through the help of a central computer or not. (2): The 
second aspect is the autonomic management & control aspects themselves in an IPv6-enabled SDN-based network. 
It means autonomic behaviours that rely on IPv6’s enabling features for autonomic setup and operation of networks 
plus the behaviours of Decision-making-Elements(Engines) i.e. DEs in AFI GANA Reference Model terminology, that 
autonomically configure and manage IPv6 protocols and any other protocols in such an environment throughout 
the network operation phase.  There is room for extensions to IPv6 that can be considered within the community 
tasked with studying Autonomic Management & Control in IPv6-enabled SDN-based Networks, which include the 
following:  Extensions for control-information exchange in networks for use in collaborating control-loops (i.e. in DE-
to-DE communication); IPv6 protocols for supporting publish/subscribe paradigm to enable advanced auto-discovery 
of information and resources. This presentation will discuss the kind of Specifications that can be produced in ETSI AFI 
on Autonomicity Behaviors of the Functional Blocks from the ETSI AFI GANA Reference Model instantiated in various 
Reference Architectures such as BBF, 3GPP, Mesh, M2M, NGN/IMS architectures, with consideration of SDN operations 
in such networks and the AFI approach to integrating GANA Knowledge Plane DEs with OpenFlow Controllers while 
enabling Autonomicity and Self-Management in the broader picture than SDN. How to exploit the results from the EC-
funded FP7 EFIPSANS project and future research projects will also be discussed. ETSI AFI, IPv6 Forum and ONF would 
benefit from understanding the benefits of technology mixing of SDN, IPv6 and Autonomic Management & Control.
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A new Model for highly Available Routing and Load Balancing In SDNs

Abstract :

IPv6 Software Driven Networking enables operations and new types of flows under the control of supervisory 
components evolved from Path Computing Engines. 

New techniques must be applied to leverage the new capabilities of the model. One such technique, called ARCs, was 
recently introduced at the IETF and in the context of the IoT6 European project. ARCs propose a different approach 
to routing, fast rerouting and load balancing for unicast, bicast and multicast traffic. ARCs can apply to corporate and 
Service Provider networks, and operate as a routing overlay to an existing SPF-based fabric. 

The talk with present the ARC concept, propose an algorithm to build an ARC topology along SPF premises, and compare 
ARCs with the Maximally Redundant Tree approach that is also discussed at the IETF in the context of fast rerouting. 

The ideas presented will serve as input to the work of AFI and NFV Groups in ETSI, to see how ARCs and related 
algorithms can be employed by the the autonomic management & control logic. For example, the Decision Elements 
in the AFI GANA Knowledge Plane, responsible for the autonomic management of forwarding & data plane, could 
perform the orchestration and autonomic management for dynamic setup of ARCs. These aspects need to be discussed 
in AFI as well, while following and liaising with groups working on related subjects in IETF, typically the Routing Area 
WG at this point.
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Towards Management of Software-Driven Networks

Abstract :

I. INTRODUCTION AND CONTEXT 
The Software-Driven Networks (SDNs) are flexible, scalable, robust and intelligent networks, meeting the requirements 
coming from users and operators and coping with constraints imposed by heterogeneous underlying network 
environments (e.g., fixed or wireless). They are realized through programmable network infrastructures that support 
on-demand instantiated software-driven features. Software-Driven Networking design goals include: network 
programmability and elasticity [2], [7]; integrated virtualisation of network, storage and processing resources, including 
the limited resources in smart-objects [6]; and in-network management, i.e., ‘SDN as a Service’ [1]. A non-exhaustive 
list of the SDN features is detailed below:
Interworking – SDNs are represented by the inter-connection and inter-operation of several heterogeneous and 
dynamic networks sharing their virtualized resources to support provisioning of any service in a pervasive manner [8].
Service Access – SDNs should offer service providers qualified access mechanisms to a set of network embedded 
resource-facing services, providing scalable, self-managed and inexpensive network infrastructures on demand [5].
Service Provisioning – SDNs should support the complete lifecycle of sophisticated services by combining existing 
elements in new and creative ways [3], [4].
Network Empowerment characteristics are: Service-, Content-, Knowledge-, Environmental-, Energy-, Economic - and 
Social- awareness [6].
We demonstrate an SDN infrastructure providing basic communication services over dynamic topologies and embedded 
network management operations self-optimizing the communication flow. Novel management abstractions as well as 
sophisticated mechanisms and algorithms are tackling the communication flow optimization problem from both top-
down and bottom-up viewpoints. The management abstractions follow the Universal Management Framework (UMF) 
specifications [1], an emerging management infrastructure for future networks (see Figure 1). 

  

Figure 1 - UMF deployed in an SDN environment

The UMF is an innovative management framework that aims to solve challenging network problems and address the 
growing management complexity of the highly decentralized and dynamic environment of resources and systems in 
the Future Internet. The Network Empowerment Mechanisms (NEMs) [1], encapsulate autonomic functions (closed 
control loops/algorithms) that can be embedded into legacy and future networking systems and services in a “plug-
and-play” / ”unplug-and-play” way. 
The NEMs require basic services to be provided by the UMF, namely the UMF core services: Governance (GOV) handling 
high-level management of the infrastructure; Knowledge (KNOW) providing information/knowledge manipulation 
abstractions; and Coordination (COORD) offering coordination services (e.g., conflict detection and avoidance). 
We elaborate the demo scenario and test-bed description in the following section. In section III, we provide our 
conclusions.
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II. DEMO SCENARIO AND TESTBED DESCRIPTION 
In this demonstration, we involve two NEMs managing SDNs, the KNOW and GOV UMF core services and a number of 
visualization tools, elaborated below. 
The two intelligent management components (i.e., NEMs) we use are the Virtual Infrastructure Management (VIM) 
and the Placement Optimization (PO) NEMs. The VIM NEM manages the virtual infrastructure through providing 
management/control functions, such as virtual topologies/paths establishment, traffic monitoring and deployment of 
nodes providing network services (e.g., aggregation points). Basic VIM functions and algorithms are elaborated in [10], 
[11]. The PO NEM optimizes the data flow through adapting the position of the communicating nodes in response to 
the dynamic network conditions (i.e., real-time topology and traffic status). It uses novel placement algorithms (i.e., 
the Pressure and PressureTime algorithms) that were extensively validated (theoretically and experimentally) in papers 
[9], [10].
The demo run involves the KNOW core service that provides intelligent information / knowledge handling abstractions 
in the UMF (see figure 2). The GOV core service deploys the VIM and PO NEMs at the beginning of the experiment and 
follows their run-time lifecycle. 

  

Figure 2 - Basic demo components and their interactions with KNOW

At the beginning of the demo, the GOV deploys the two NEMs. Part of the deployment is their registration to the KNOW. 
This involves the exchange of information related requirements and constraints. The basic interactions between the 
VIM, PO NEMs and the KNOW core service are shown in Figure 2. The VIM NEM starts publishing real-time network 
monitoring information (i.e., the link loads and topology information) - the topology changes very frequently (i.e., 
grows every few seconds). The PO NEM subscribes to be notified whenever link load is above a specific threshold. 
This triggers redeployment of communication nodes (i.e., information aggregation points, in our example) in order to 
reduce the communication overhead. 

Figure 3 - Basic demo components, the virtual infrastructure and the visualization tools



128ISBN 979-10-92620-00-9

Presentations SESSION 4
(SELF-) MANAGEMENT & CONTROL FOR SDN (II)

As we show in figure 3, we visualize the updates in the dynamic topology / communication node placement, the 
message-exchange diagrams for all interactions and the behaviour of the VIM and PO NEMs, including real-time 
monitoring information and topology status as well as the behaviour of the internal KNOW core service functions. A 
visualization tool we call UMF dashboard shows the GOV activities, including the run-time NEMs life-cycle status.
Our SDN implementation is a software-based service and network test-bed - the Very Lightweight Software Driven 
Network and Services Platform (VLSP) developed at UCL. VLSP uses very lightweight virtual router elements that 
can be combined in order to build any network topology. It provides facilities to start and stop virtual routers on-
the-fly, together with the ability to create and destroy network connections between virtual routers dynamically. 
Furthermore, these lightweight routers have an application layer interface that provides the capability to start and 
stop Java software applications. We tested the VLSP with a topology of 700 virtual nodes. We implemented from the 
scratch all the required components, including the virtual routers (i.e., more than 100000 lines of code).

III. CONCLUSIONS
We demonstrate how SDNs could be managed using the UMF architecture. We show how novel optimization 
algorithms and mechanisms can be associated with carefully designed management abstractions, in order to provide 
flexible management services on top of dynamic SDNs.
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Filling the gap of a SDN management layer with the Unified Management Framework (UMF)
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Semantic Alarms

Abstract :

Functions Virtualisation (NFV) and Software Driven Networks (SDN) aggregate resources across multiple domains. 
This puts requirements on understanding the overall alarm status across these domains and dependencies between 
them. Current practice of low-quality alarm documentation and confusion around fundamental concepts like alarm 
states, alarm-types and the underlying protocols like syslog and SNMP traps makes it hard to create one unified alarm 
interface as part of the SDN API.

If alarm interfaces for the various components were expressed in a more formal manner including dependencies and 
propagation between the alarms the NFV/SDN interface could automatically present an integrated alarm API as well as 
a synthesized alarm state across the virtualized functions.

We present a novel approach to alarm interfaces by providing a formal alarm model together with a domain-specific 
language that allows us to specify both the alarm models and the constraints placed on the alarm models in a consistent 
manner. This means that we can verify the consistency of an alarm interfaces and automatically generate interfaces, 
multi-domain correlation and aggregated states.
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SDN and NFV (Network Function Virtualization) for Carriers (Telecom Service providers)

Abstract :

SDN (Software defined network) and Virtualization are becoming the next big thing for Communication Service 
Providers (CSP)! Decoupling data forwarding plane from the control plane introduces new functionality and granularity 
at the flow level. SDN Controllers can now deal with any switch or network equipment vendor and expose networking 
functions to applications via simple Restful APIs. This virtualization at the network level complements virtualization 
happening at the application level with virtualized computing and storage capacity, giving CSP the tools they need 
to cope with growing traffic, unpredictable events and requests, elasticity while keeping control over quality and 
cost. Management over a more standardized and programmable infrastructure is also simplified and more dynamic. 
Centralized it can reduce operation costs.
HP is a founding member of Openflow alliance and the 1st vendor to launch SDN Switches. HP is also releasing an SDN 
Controller mid 2013. This presentation will cover drivers for SDN and then move into specifics for Telecom Carriers, 
from Data Center to Core and Access Network, and illustrate with a number of concrete examples, specific to carrier 
networks, use cases describing how telecom functions can leverage SDN and detail benefits for the Carriers but also 
the enterprise and end users.
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Software Defined Telecommunication Networks

Abstract :

This talk describes our on-going work on extending 3GPP Policy and Charging Control (PCC) through user Quality-
of-Service (QoS) demands and application layer QoS requirements into the policy decision process. The major 
contribution of this work is the model of a flexible Quality-of-Service (QoS) aligned on 3GPP PCC for Next-Generation-
Mobile-Broadband-Networks and the Future Internet - namely Generic-Adaptive-Resource-Control (GARC) - together 
with its prototypical implementation and extensive use-case validation. GARC enables the control of multiple network 
technologies in parallel. We’ve prototyped several adapter for 3GPP cellular mobile broadband networks (LTE/EPC), 
WiFi 802.11e and Software-Defined-Networks (OpenFlow).
GARC is specified to co-exist as an optional network element in the network operator domain and provides a more 
flexible and adaptive Cross-Layer QoS control functionality. GARC aims in supporting the existing network operator 
PCC architecture through (1) fine granular per flow prioritization, (2) dynamical real-time network (re-)design enabling 
elasticity in the network and (3) active service-data-flow-placement or re-routing through graph-theoretical methods.
First we describe a conceptual model namely Generic-Adaptive-Resource-Control (GARC) function, which extends 
the 3GPP Policy and Charging Control (PCC) architecture. We’ve practically prototyped the described model within 
a Software-Defined Next-Generation-Mobile-Broadband-Network OpenEPC testbed using OpenFlow exemplary and 
validated the concept in extensive test scenarios finally..
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OpenQFlow: Scalable OpenFlow with Flow-based QoS

Abstract :

OpenFlow, originally proposed for campus and enterprise network experimentation, has become a promising SDN 
architecture that is considered as a widely-deployable production network node recently. It is, however, pointed out 
that OpenFlow cannot scale and replace today’s versatile network devices due to its limited scalability and flexibility. In 
this research, we propose OpenQFlow, a novel scalable and flexible variant of OpenFlow. 
OpenQFlow provides a fine-grained flow tracking while flow classification is decoupled from the tracking by separating 
the ineffciently coupled flow table to three different tables: flow state table, forwarding rule table, and QoS rule table. 
We also develop a two-tier flow-based QoS framework, derived from our new packet scheduling algorithm, which 
provides performance guarantee and fairness on both granularity levels of micro- and aggregate-flow at the same time. 
OpenQFlow, a novel SDN architecture that is a scalable and flexible variant of OpenFlow. OpenQFlow has a flow state 
table for flow tracking together with forwarding and QoS tables for flow classification instead of a single unified flow 
table that hinders both scalable deployment and flexible operation in various network environments. Flow-based 
QoS that provides performance guarantee and fairness among flows on both micro- and aggregate-flow level runs 
efficiently by utilizing the newly proposed CETA scheduling algorithm on a dedicated QoS co-processor and software 
calendar queues.
Performance evaluation of OpenQFlow prototype on an off-the-shelf multicore platform shows that high-performance 
OpenQFlow data plane implementation is viable on a user friendly programming environment. We also expect that 
extensions of OpenQFlow that exploits the flexible multi-core processor implementation to provide value-added 
services or even drive a new networking(NfV’s core packet forwarding engine) in high-performance would line up in 
the near future.

 
 Fig.1. Prototype system architecture    Fig.2. Prototype data plane architecture



170ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



171ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



172ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



173ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



174ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



175ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



176ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



177ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)

Service Orientation in Software Defined Networking

Abstract

The entire spectrum of Networking and Communication Services has been evolving towards a programmable model 
that promises of creating greater values by fabricating a unified serviceable environment. A programmable-serviceable 
contract needs to be established between stakeholders of such unified environment, essentially leading to phenomena 
that will enable communication services like Collaboration, Social Media, Rich Media Video, and Internet of Things to 
attribute to the composition of larger scale business centric services. The key aspect to consider for industrialization 
is, to integrate the contractual obligations into the Network Centric services layer, having retained the programmable-
serviceability characterization.

There are certain environmental inconsistencies that essentially pose challenge to establish the contractual obligations 
of required scale; some are due to the variants, and some due to the invariants present in the environment. The 
variants often cause inconsistencies due to diversities associated with the multi-vendor environment, vendor specific 
programmability support, variations of transport mode, faults & impairments, and cross impacting and propagating 
nature of the faults. In contrast, the invariants in the environment are largely governed by the fixed Network Architecture, 
fixed Positioning of Elements and defined Roles & Responsibilities, preset Integration Reference Points and fixed level 
of adoption for programmability.

This paper analyzes the ways forward and realizes the dimensions that need to be added in existing SDN programmability 
model, to help construct the unified serviceable environment with required amount of control, agility and stability. 
These are :

• Establishment of meta-information-model for complete service creation, as will be required to introduce service 
agility in a predetermined network architecture

• Structural Abstractions to gain control over defined roles and responsibilities of key network positioning, as will be 
essential for Service Creation & Orchestration

• Behavioural Abstraction over dynamic capabilities will help monitoring real-time change in environment and help  
augment the Service Orchestration

• Accelerated and Systematic adoption of programmability will streamline and create definitive Service Delivery

Adoption of the proposed means can potentially help aligning the environment fabric to identify the models to attain 
gradual consistency, for both varying and non-varying factors discussed. And while this can assure the controllability and 
scale, this in turn shall help the environment to organize for a converged service orchestration capability. The present 
silos of orchestration for each service shall be overridden as each element present in the chain of responsibilities 
become collectively responsible for constructing the unified serviceable environment. Further, during the process of 
concluding, the paper recommends few areas that can be considered as subject of Technical Research and Specification 
development.

 



178ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



179ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



180ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



181ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



182ISBN 979-10-92620-00-9

Presentations SESSION 5
SDN (I)



183ISBN 979-10-92620-00-9

Presentations SESSION 6
SDN (II)

NFV ForCES-based abstraction layer

Abstract

Network Functions Virtualization is expected to play a key role in the future of networking. One key element for the 
success of NFV is the definition of an abstraction layer based upon which NFV can be realized. Such a layer must be 
accompanied with an abstraction model that defines function building blocks that aggregated in a specific graph will 
deliver one specific Network Function. Such an abstraction layer/model provides the ability to virtualize and isolate 
functions between users, ensure interoperability between different physical infrastructure as well as apply a common 
API for management. Additionally it will need to provide forward-compatibility as new network functions are realized 
and deployed. The ForCES model (RFC5812) provides an adequate level of granularity and abstraction to achieve this 
goal. The model can be used in all layers, from description of the forwarding plane to the definition of service parameters 
in the service plane. Accompanied with the ForCES protocol (RFC5810) for managing model entities, ForCES provides 
a powerful and extensible architecture for the empowerement of NFV with the additional benefit of being part of the 
SDN concept of programmability. The presentation will focus on how ForCES is suitable/applicable for NFV along the 
concepts described above.
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NfV and SDN in Future Carrier Networks

1. Abstract

Facing declining revenues, the telecom industry focuses on, firstly, reducing costs by consolidating network infrastructure 
and, secondly, generating new sources of revenue by opening network capabilities via virtualized cloud infrastructures.
Virtualization, in turn, is promoting a mind shift that has focus on core competences as its defining characteristic. This 
mind shift is about to change the current business ecosystem to the one, in which physical infrastructure resources 
(computing, network, storage, sensors...) are pooled together by brokers and delivered to specialized service providers, 
who then implement their own network functions on these resources.

Among enabling technologies supporting this change, Cloud Computing technologies and Software Defined Networking 
(SDN) are the most important ones. In an environment, in which any required functions can be dynamically allocated to 
physical nodes, resource orchestration and “virtual to physical” embedding mechanisms will become key topics. They 
will be followed by the need to define and standardize interfaces for resource publication, discovery and monitoring 
and methods for service level agreement (SLA) automation. Such an environment would be an efficient instantiation of 
ETSI’s current vision for Network Function Virtualization (NFV).

This paper describes details on our research on these topics, along with our vision of future network architecture, in 
which many functions are delivered as a service by possibly different players. Besides, we identify requirements for the 
functional blocks involved in the interaction between Physical Infrastructure Providers (PIPs) and brokers. These blocks 
are logically responsible for resource management, orchestration, negotiation and monitoring. Finally, we show the 
roles of Cloud Computing technologies and SDN in realizing this architecture

2. Introduction

Declining revenues and increasing operational costs are forcing network operators to rethink the ways they operate 
their networks and provide their services. Technologies such as Cloud Computing, Software Defined Networking [1]-
[2] and Network Virtualization [3] are clearly pointing to the main directions to be taken by the network operators. 
Wherever possible (e.g. allowed by strict performance requirements) both end user services and network functions 
are provided on top of common hardware and software platforms in order to reduce their operational costs. The latter 
is for example the primary scope of the ETSI ISG on Network function virtualization (NFV). At the same time, physical 
resources are pooled together and sliced when and as needed, in order to deliver a service, leading to their higher 
utilization and further OPEX reduction.

Yet, we wonder what is beyond this change, i.e. what next change we can expect to see once the mentioned technologies 
and solutions are adopted fully by the networking industry? This document provides our answer to this question. In 
short, we believe that this next big change, i.e. the future network, will be characterized by the further adoption of the 
principle of focusing on core competences, already introduced to some degree by the ongoing change. We believe that the 
mentioned technologies will evolve in such a way to enable a horizontal market division in which distinct market players 
will be responsible for operating physical infrastructure, brokering the infrastructure and providing end user services.
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As shown in Figure 1, the future business ecosystem will comprise the following four key actors: the User, the Service 
Provider (SP), the FCN Broker, and the Physical Infrastructure Provider (PIP). The main roles they play in the ecosystem 
are as follows. Physical Infrastructure Providers consolidate physical resources, pool them together and expose them 
as service to service providers or any other entity that can add value and resell them further. For what concerns Service 
Providers, it is unrealistic to expect that they will focus on both interfacing the user (i.e. understand the semantics 
and any details of the service they deliver) and supervising the PIPs that provide the physical infrastructure to host 
the services. This role will, in our opinion, be taken on by another player that we call FCN broker. The presence of 
FCN broker represents a strong discontinuity with respect to current telco ecosystem. Its role is to provide the service 
provider with a tailored virtual telco infrastructure, efficiently exploiting all available infrastructures, regardless of their 
location and/or ownership.

Assuming the ecosystem described above is in place, the key challenges addressed in the paper are:

• Defining an architecture (comprising logical functions and logical interfaces) allowing the proper interactions 
among key players, enabling the dynamic instantiation of virtual infrastructures required by SPs to provide services 
to users;

• Specifying a methodology, within the devised architecture, allowing:

 The PIPs to publish the inventory of the available physical infrastructure;

The FCN Broker to interpret service requests issued by SPs, and to instantiate efficiently the required virtual 
infrastructure, according to combined economic and technical constraints and to the negotiated Service Level 
Agreements (SLAs);

 The SP to operate the virtual infrastructure, while providing the service to the users;

 The Broker and the PIPs to manage and monitor the virtual infrastructure, ensuring fulfillment of SLAs.

The focus of this paper is on a particular aspect of the lower part of the picture, i.e., the interaction between PIPs and 
an FCN broker, although we touch upon certain aspects of operation of service providers as well.

The rest of the paper is organized as follows:

• Section 3 examines prior art.

• Section 4 describes the proposed architecture and its functional blocks.

• Section 5 provides details about the functional phases involved in the resource orchestration process.

• Section 6 describes the relation between NFV and the proposed orchestration framework.

• Section 7 draws the conclusions.

3. Related work

A network virtualization architecture is proposed in [4], including both technical and business details. The 
paper identifies the four following roles: Physical Infrastructure Provider (PIP), Virtual Network Provider 
(VNP), Virtual Network Operator (VNO), and Service provider (SP). Even if the role names are to some degree 
biased by a specific service to be delivered, namely network connectivity, the proposed ecosystem is very 
similar to what we described in Figure 1. However, beyond the ecosystem roles, our paper develops in more 
technical details how PIP and broker should interact.

A new business model for virtual networking environment is proposed in [5]. The business model, used as basis 
for the definition of service-oriented network virtualization architecture, is inspired by two existing models: the 
TINA-C model [6] (from the classical telecommunications sector) and the web service composition model [7]-[8]-
[9] (stemming from the Internet). The paper proposes a Service Oriented Hierarchical model, which includes 5 
business roles: the Physical Infrastructure Provider, the Service Provider, the Virtual Infrastructure Provider, the 
Consumer and the Service and Resource Registry (SRR). Although apparently the high level description of both 
business model and architecture are quite compliant with the subject of the current paper, the paper lacks details 
necessary to understand a eventual match between the two architectures going beyond names and definitions.
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In [10] the authors present their Network Configuration Platform (NCP) for creating virtualized mobile operator 
networks. While their work focuses on technical and geographic classification, our focus is on the business 
classification that is required to realise a complete virtualization solution. Contrary to our architecture, theirs 
is a flat NCP with interfaces to the different technical domains that need to be combined to create a mobile 
operator network. Although similar ideas can be found in our paper, we tried to generalize these ideas to the 
environment of Future Networks and integrate concepts such as Negotiation and Monitoring.

Several papers like [11]-[15] disclose a number of algorithms to embed requests for virtual networks into the 
underlying physical substrate. As such they specify details on internal operation of one of the modules we 
find important for internal operation of the PIP. Yet, our focus here is on defining the architecture of the PIP 
and broker and interactions between their functional blocks.

4. Future Carrier Network: Reference Scenario and Architecture

In future, a plurality of physical infrastructure providers will coexist to enable provisioning of various services 
to end users. Services are not directly provisioned by the PIPs. Instead, service providers rent infrastructure 
from appropriate PIPs. Therefore, the appropriate model in this case is NaaS (Network as a Service), where 
NaaS is understood as a generalization of the concept of IaaS from the Cloud Computing area, explicitly 
involving network device modeling and dynamically provisioning the latter owing to SDN. Another 
fundamental difference to existing IaaS offerings is that service providers may rent resources from multiple 
PIPs, rather than from one. This is depicted in Figure 2: brokers specialise on maintaining information on 
available infrastructure at various PIPs and on interacting with PIPs in order to distribute service providers’ 
request onto the selected infrastructure in a most cost efficient way.

To realize such a scenario, the key is to understand the required interactions between the brokers and the 
PIPs, as well as between service providers and brokers.
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4.1 Architecture Overview

Figure 3 shows how the controllable and programmable resources (the block denoted as SDN-C at the left) are 
made available to the Service Providers (respective block at the right) through PIP and Broker orchestration. 
It identifies the typical interactions between the four major blocks SDN-C, multiple PIPs, Brokers and Service 
Providers. Additionally, for the newly introduced entities it identifies the internal functional blocks and the 
interactions between the later. Note that the service provider is out of the scope of this paper. As depicted in 
Figure 3, both Broker and PIP entities have the following internal functional blocks:

• Orchestrator

• Negotiator

• Resource manager

• Monitoring manager

• Database

However, the logic built into these modules, the information maintained in the databases and the algorithms 
executed in them are slightly different for PIPs and brokers. We will make this clear in the remainder of this 
section. The main scenario depicted in Figure 3 is as follows:

• A broker receives a service request from a Service provider. The requested service is presented as a 
Virtual Network (VN) graph, essentially providing information about what resources the provider needs 
and what their properties should be (SLA). More details are provided in Section 4.2.

• The broker’s goal is to divide this VN graph into a number of VN subgraphs and to distribute these to the 
most appropriate PIPs. The broker has to find the most cost-effective yet SLA fulfilling distribution of the 
original graph.

• On the side of PIPs, whatever request is accepted to be hosted at the PIP’s infrastructure, a PIP-internal 
orchestrator makes sure that the request is mapped onto the physical infrastructure in a way that fulfils 
the internal goals of the PIP, e.g. optimizes the resource utilization ratio.
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The development of techniques to embed network appliances into virtualized substrates is a fundamental 
enabler for this architecture to become reality. Figure 4 compares the concepts of Operating System for a 
computer and Orchestrator for a network; all physical resources are programmable and expose suitable APIs 
(openness) by means of interfaces enabling automation and seamless integration of the cloud infrastructure.

From now on we will refer to SDN controller as a broader entity than it is often understood today: SDN 
controller is any platform that leverages on virtualization techniques to integrate physical resources (compute, 
memory, network) in a cloud infrastructure.

We identify the following functional blocks within the broker and the PIPs and describe them briefly as 
follows:

PIP:

• Orchestrator is responsible for finding an optimal mapping (assignment) of brokers’ requests to the 
underlying physical infrastructure. A typical example of optimization performed by the orchestrator is 
maximizing the number of successfully embedded service requests from various brokers in the physical 
infrastructure of the PIP.

• Negotiator should maintain logic to assess if a request from a broker will be accepted or not. It can contact 
the orchestrator to calculate if it is possible to embed the request into the current infrastructure and, if 
possible, to calculate the state of physical infrastructure when the request is realised. We believe that 
negotiator should implement a complex mapping from a number of input variables to a (set of) price(s) to 
be exposed to brokers, i.e. made public. The input variables should be: state of own individual resources, 
histories of request (translating into beliefs about future requests) and, optionally, prices of other PIPs.

• Resource Manager: the Resource Manager (RM) at PIP is the functional block responsible for the direct 
management of the underlying infrastructure. The PIP RM interacts with SDN Controllers, exploiting their 
virtualization capabilities. In a sense, the RM serves as a driver, mapping high level requests from other 
functional blocks into low level commands specific to virtualization environments.

• Monitoring Manager: Each virtual resource hosting a service graph’s component is monitored to verify 
the fulfilment of the offered SLA. This is the main task of the monitoring manager. The PIP orchestrators 
may consider the reports as an input to re-calculate the embedding of the service graphs.

Broker:

• Orchestrator is responsible for splitting the service request (coming in form of a graph) into pieces and 
distributing them to the PIPs. For instance, the orchestrator could try to find the service splitting with 
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the minimum price. The service requirements (SLA) are taken as constraints that have to be satisfied. The 
prices published by the PIPs are used to estimate the service price.

• Negotiator is responsible for making a price offer to the service provider. Similarly to the negotiator of 
a PIP, a broker’s negotiator collects a number of inputs and maps them into a price to be offered to the 
service provider. The inputs can be (but are not limited to): the price estimate from the PIPs, possibly 
estimates of what other brokers might offer for the same request, history of deals made with the service 
provider in question and so on.

• Resource manager: A broker’s resource manager maintains the broker’s management access to the 
relevant virtual resources. Unlike the PIP’s RM, it is only responsible for maintaining and managing the 
access info for the management of the virtual infrastructure at brokers and SPs.

• Monitoring Manager: the Monitoring Manager at the Broker is responsible for the management of the 
global monitoring of the whole instantiated virtual infrastructure. For each Service Request instantiated, 
the Monitoring Manager collects monitoring data from all concerned PIPs, assesses performance for the 
instantiated infrastructure, verifies compliance to established SLAs, and triggers countermeasures in case 
SLAs are not fulfilled.

4.2 Service graphs

As anticipated in Section 4.1, the service provider submits the service requests in the form of a VN graph. The 
broker splits the request in VN sub-graphs to embed them into virtualized substrates possibly belonging to 
different PIPs. The abstract description of the VN requests is a fundamental enabler for employing embedding 
algorithms in the orchestrators. The resource and appliance description formats can be derived from IaaS and 
virtual appliances description languages like OCCI [18], VXDL [19] and OVF [20]. A detailed description of VN 
graph structure is not in the scope of this paper, we will just introduce some basic requirements. Each node and 
link of the graph (component, in short) is characterized by the requested capacity and Service Level attributes.

The components of the VN graph correspond to:

• Processing elements: characterized by capacity requirements 
such as number of CPUs and amount of memory (RAM) and, 
optionally, the geographical location;

• Storage elements: amount of storage and, optionally, the 
geographical location;

• Forwarding elements: characterized by switching capacity 
requirements, latency and, optionally, the geographical 
location;

• Connectivity requirements requirements: links between the 
components that have data dependencies; the graph specifies 
the bandwidth and latency requirements of the connections.

Each service graph component may be also characterized by Service 
Level (SL) attributes, organized in two groups according to [16]:

• Data policies: defining constraints related to resources 
availability, redundancy, data location, preservation and 
privacy;

• Business policies: guarantees, payment and penalty models.
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The embedding is performed at different levels by Brokers and PIPs (see Figure 5). Examples of embedding 
algorithms can be found in [11]-[15] and graph scheduling in [17]. The embedding consists in translating 
service requirements into resources allocation, dynamically re-evaluating the allocation as a consequence of: 

• new incoming requests

• changes in the costs of the infrastructure

• evolution of the offered infrastructure

• monitoring reports about SLA fulfillment

For this purpose, the information model must support:

• Different levels of abstraction (physical -> virtual -> service graph);

• Resource elasticity, to offer short term expansion capabilities;

• Resource granularity, to ensure efficient allocation.

5. Method for Dispatching Service Requests to Multiple PIPs

We now provide operational details of the above architecture. We specify what each of the involved 
components is supposed to do and how they contribute to realizing the final goal of the architecture, pooling 
physical resources together and delivering customer services from a set of physical resources that may belong 
to different physical infrastructure providers.

5.1 Method Overview

Figure 6 shows an overview of the method, where key phases are highlighted
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1. Physical Infrastructure Publication phase: this phase is triggered, whenever a change in the status of any 
Physical Infrastructure (PIs) relating to any PIP occurs. This phase allows both PIP DBs and Broker DBs to be 
updated at any time, according to the latest status of available PIs.

2. Negotiation Phase: this phase is triggered when a SP issues a Service Request to the Broker. During this 
phase, the Broker determines the optimal embedding solution (according to economic and technical criteria) 
for the Service Request, identifying the optimal partitioning among available PIPs, reserving the required 
resources at the involved PIPs, and negotiating SLA and price with the SP.

3. Resource Instantiation Phase: this phase is triggered whenever a Negotiation Phase is successfully 
concluded. During this phase, the Broker commands the instantiation of the defined embedded solution to 
the involved PIPs. The PIPs leverage on SDN controllers (identified in Figure 6 as SDN-C) to instantiate the 
physical resources; after the virtual infrastructure is instantiated, Access Information is distributed to Broker 
and SP, and the monitoring of virtual infrastructure is initialized.

4. Management Phase: after the instantiation has been successfully completed, the instantiated infrastructure 
is managed by the involved parties;

a. Monitoring Phase: during the Management Phase, the Monitoring Phase also continuously takes place. 
The purpose of this phase is to monitor the status of all involved resources in order to assess system 
performance, verify SLAs fulfilment, and eventually trigger infrastructure reconfiguration.

b. PIP reconfiguration Phase: this phase is triggered whenever at a given PIP some conditions occur, 
making an embedded solution not anymore optimal. During this phase, the concerned PIP devises and 
instantiates a new embedding solution. This phase is transparent to both Broker and SP.

c. Broker Reconfiguration Phase: this phase is triggered whenever some conditions, making an embedded 
solution not anymore optimal from Broker perspective, occur. During this phase, the Broker evaluates 
the opportunity to redefine the partition for the Service Request, renegotiates and reserves resources 
with the concerned PIPs, and triggers the instantiation procedure.

5. Resource De-instantiation Phase: this phase is triggered by de-instantiation requests originated by the 
Broker or the PIP.

In this paper, we will not provide detailed explanation of all phases. As an example, we will just describe the 
Resource Instantiation Phase in the following paragraph.

5.2 Resource instantiation phase

The instantiation phase starts as a result of the negotiation phase when a PIP receives a request for 
instantiating a service graph.

1. The PIP negotiator receives an instantiation request for embedding the service graph onto the SDN 
infrastructure he owns. The service graph specifies the service that needs to be installed and any other 
supporting info that may be required, such as, the access and monitoring details.

2. The negotiator verifies that the request and the price offered are in compliance with what was agreed 
during the negotiation phase and forwards the service graph request to the PIP orchestrator.

3. The orchestrator then executes the embedding algorithm optimizing the placement of the virtualized 
components over the SDN infrastructure. This optimization may be based on service provider requested 
parameters (SLA policies in the requested Service Graph, introduced in Section 4.2) or the PIPs own 
parameters in accordance with the contract set in the negotiation phase.

4. This virtual resource to physical resource mapping is saved in the DB.

5. The Orchestrator triggers the RM to instantiate these virtual machines in the SDN resources.
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6. The RM instantiates the virtual infrastructure over the SDN infrastructure using the virtualization control 
infrastructure exposed by them.

7. Once the instantiation succeeds the RM provides the access credentials and other supporting information 
to the broker RM. These credentials are important for managing the service by the SP. The broker RM 
saves this access info to the broker DB and also forwards it to the SP.

8. Parallel to step 7 the monitoring infrastructure for monitoring the performance of the service and reporting 
it to the broker as well as the SP is also set up.

9. -10. The SP or the broker may then directly access the virtual infrastructure for network/service configuration 
and other management issues.

6. A Use Case: Network Functions Virtualization

Embedding Carrier grade network functions over Cloud Computing technologies is a significant field 
of application for the architecture proposed in this paper. NFV Industry Specification Group (ISG) at ETSI 
has invited ”IT and Telecom industries to combine their complementary expertise and resources in a joint 
collaborative effort, to reach broad agreement on standardised approaches and common architectures, and 
which are interoperable and have economies of scale” [3]. Network Elements such as switching elements 
(routers, BNG) and mobile network nodes (HLR/HSS, MME, SGSN, GGSN/PDN-GW...) could be hosted in 
Commercial-off-the-Shelf IT-platforms. Each Network Element can be formally described by a Service Graph 
as a structure of elementary functional blocks and connectivity requirements among them. A service graph 
may also describe a portion of a network.

As an example, Figure 8 shows an hypothetical service graph of a portion of EPS network derived from 3GPP 
specifications [21]-[22]-[23]. In accordance to the method introduced in Section 4.2, the service request 
is issued in the form of a Virtual Network graph. The VN graph splits the service in processing elements, 
forwarding elements, storage elements and connections. At the periphery of the VN graph, the connections 
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may end up to empty components, characterized only by their location.

The PIP and Broker Orchestrators may be implemented as OSS/BSS functional blocks in charge of embedding 
network functions in the infrastructure offered by one or more PIPs. In this case the service graphs might convey 
the dimensioning requirements issued by a network planning department of a Telco operator. The PIPs operate 
physical infrastructures and translate them into virtual resources by means of virtualization controllers, such as:

• Network controllers, for instance OpenFlow [1] controllers such as Nox, Beacon or FloodLight or recent 
integrated network management controllers such as OpenDaylight [24], managing virtual infrastructures 
built from general purpose switching gear;

• IT middleware controllers, e.g. OpenStack [25] components, exposing data center resources like compute, 
storage and communication nodes;

• Radio access controllers managing wireless access points, for instance OpenRAN [26].

Each PIP publishes the virtual resources to one or more Brokers. Each Broker splits network graphs into sub-
graph by means of embedding algorithms. The PIPs embed virtual network sub-graph into virtual resources; the 
PIP Resource Manager translates the virtual resource requirements for the underlying virtualization controller.

Running network functions on top of general purpose hardware and sharing wireless access points could 
allow significant cost reduction for Telco operators. The Orchestration of network functions would enable 
re-allocating slices of infrastructure to different Network Elements according to evolving dimensioning 
requirements, replacing networking technologies by re-using existing infrastructures or re-arranging the 
geographical distribution of the network functions according to the location of the connected devices.

7. Conclusion

In this paper, we describe a future network architecture that we expect to emerge as a result of the recently 
initiated integration of SDN and Cloud Computing concepts in the telecommunications networks. The new 
probable ecosystem defines 4 roles (PIPs, brokers, service providers, users) and poses key requirements:

a) assessing wide ranges/types of service requests issued by SPs;

b) consolidating physical resources and using them efficiently;

c) embedding service requests in the most convenient way, both on tech and economical perspective;

d) monitoring of resource utilisation and performance.

We propose an architecture that slightly redefines the current business ecosystem by introducing business 
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boundaries between various work items, where they more naturally fit with the currently popular concept of 
“cloudization”. Based on that, we proceed to define logical functions and interfaces between main business 
players satisfying all requirements above. The proposed architecture also highlights Resource Orchestration 
to be the key technology to be developed.

We discussed some operational details and propose solution to a concrete use case (NFV).

We find that efficient orchestration is one of the key challenges to be addressed in order to enable flexible 
architectures like the one we propose here. Unlike most of the previous work, we believe that the properties 
and underlying concepts of such architectures such as versatility, flexibility and resource usage efficiency will 
be of paramount importance not only for physical infrastructure providers but also for service providers and 
users. Besides, the proposed architecture has the potential to create new sustainable business models and 
roles, as we explain at the example of brokers. The key insight here is that, unlike in previous attempts on 
brokerage in telecoms, in our architecture brokers have a role going beyond a purely economic perspective: 
managing low-level resources spanning multiple tenants, brokers have an important technological contribution 
to the overall ecosystem, on the one hand providing a solid raison d’être for themselves and, on the other 
hand, breaking the locality and limited reach problems intrinsic to physical infrastructure providers. Similarly 
to current OTTs, brokers will be able to act on a global scale, reducing service provider’s involvement with 
technical subjects. Owing to brokers, SPs can concentrate on the higher level service properties, ultimately 
yielding a better overall quality of experience for users.
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Peregrine: An Ethernet Switch-based Software-Defined Network Architecture for IaaS

Abstract 

Peregrine is a software-defined network architecture designed to run on commercially available Ethernet switches and 
support the kind of network virtualization as required by AWS-like IaaS.
Rather than using a traditional data center network architecture, which is typically based on a combination of Layer 2 
switches and Layer 3 routers, Peregrine is built on layer-2 switches and specifically architected to meet the scalability, 
fast fail-over and multi-tenancy requirements of cloud data centers. Leveraging a centralized control plane architecture, 
Peregrine provides fast fail-over from any single network link/device failure, and dynamic policy-driven routing to 
enable network-wide load balancing and make the best of all available physical network links. In addition, Peregrine 
multiplexes a large number of virtual networks on a single physical network, offering each virtual network its own 
private IP address space, logical network topology, firewalling rules, traffic shaping policies, etc. 
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Opportunistic Networks and Cognitive Management Systems: Towards an SDN approach

Abstract

This presentation introduces an SDN approach for the control and management of operator-governed Opportunistic 
Networks (ONs). ONs are temporary coordinated extensions of the infrastructure and are dynamically managed and 
controlled through Cognitive Management Systems (CMS) with the use of proper operator policies. They capitalize 
on traffic offloading (e.g., from cellular to Wi-Fi and other wireless short range), and on Device-to-Device (D2D) 
communications concept in the sense that communication among user equipments (UEs) is possible, through Control 
Channels for the Cooperation of CMSs (C4MS) which convey information and knowledge, in order to provide coverage 
or capacity extension to the infrastructure. In the former case an ON is created in order to resolve outage situations; 
in the latter case ONs are created in order to route traffic from a congested to a non-congested area. The exploitation 
of ONs leads to benefits in the energy consumption of the infrastructure and the UEs that switch to ON, as well as 
communication benefits in terms of load and delay. In an SDN approach the CMSs can be seen as SDN applications that 
communicate with an SDN controller. CMSs collaborate in order to determine the suitability of the ON approach, create 
ONs, reconfigure existing ONs, as well as terminate ONs that are no longer needed. On the other hand, the C4MS can 
be seen as an SDN communication technology which can be implemented for instance in OpenFlow. The utilization of 
SDN can reduce the control overhead. To sum up, the presentation will discuss about the SDN approach for the control 
and management of ONs and the derived benefits, both for the network operator and the end users. 
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The Scope and Objectives of the ETSI ISG – Network Functions Virtualisation (NFV)

Abstract :

ETSI hosted the first meeting of a new ISG on Network Functions Virtualisation (NFV) following a ‘call for action’ white 
paper from thirteen of the world major telecoms carriers. This initiative is distinctive in its origins and continuing 
strong drive from the telecoms carriers who bring a holistic view of the full complexity of overall operational system of 
telecoms. The scope and objectives of this ISG are also distinctive.

The scope is the recasting of network functionality currently supplied as bespoke equipment into the form of virtual 
machines which can be deployed and run on the cloud technologies of generic servers and hypervisors. Candidate 
network functions include LTE mobile networks functions including base station gateways, border gateways, as well as 
LTE control functions; fixed and core gateway functions such firewalls, BRAS, edge routers, carrier grade NAT; as well as 
CDN caching servers, DPI, message routing, test access and monitoring, etc.

The objective is to produce ‘white papers’ rather than to write new detailed interface specifications. These will 
concentrate on the requirements needed to make the end to end carrier system work including issues associated with 
management and orchestration, performance, reliability, and scalability. The ISG will work with existing bodies on any 
detailed interfaces specifications. With this objective, the intention is that the ISG only has a life of around two years.

The presentation will also go through the organisation and planned deliverables of the ISG.
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Towards the Standardization of Transparency and Isolation Metrics for Virtual Network Elements

Abstract

Network Virtualization (NV) has become a major design paradigm of future networks. It provides significant advantages 
over the concept of dedicated networks in terms of flexibility and (re-)use of network infrastructure.
The major assumptions of Network Virtualization are a) the isolation of multiple virtual networks in a physical 
infrastructure element against influences from each other and b) the transparency of the virtual infrastructure for the 
data flows transmitted by it.
In this contribution, we investigate how to characterize the features of isolation and transparency in quantitative terms. 
The characterization is done with respect to transmission performance for data flows, i.e. by the strength a virtualized 
element changes the characteristic of a data stream flowing through it. A virtual element might be in this context a 
virtual links or a virtual routers. The proposed metrics will consider the impact on the flows as seem from individual 
streams and from the outside across all flows. The impacts will be demonstrated by measurements in a well-define
testbed.
We expect that the methodology, which we aim to develop, can be used a) to describe the suitability and performance 
of specific NV techniques and b) to compare different hardware and software in virtualized systems. In this way, our 
concepts might impact the definition and standardization of performance metrics for Network Virtualization as well as 
for Network Functions Virtualization.
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Principles and Attributes of NFV Orchestration and Automation Platforms

Abstract

Network functions virtualization is a new approach to designing network and application infrastructures. This new 
approach promises significantly lower CAPEX and OPEX as well as a new level of agility in deploying and managing 
services and applications based on virtual network functions. But these promises can only be realized with NFV 
platforms that orchestrate and automate the lifecycle of virtual applications.
In this contribution we present key requirements and design principles for NFV platforms such as these: 
• Enable an open market place of applications supporting servers, hypervisors, data centers, and networks from 

multiple vendors. 
• Manage a distributed set of data centers interconnected with wide-area networks as one single pool of resources. 
• Provide mechanisms to simplify and automate the application lifecycle including onboarding, testing, deployment, 

monitoring, scaling, repair, and maintenance.
To simplify the NFV platform architecture, we argue that the platform should separate different concerns within the 
orchestration layer:
• Network orchestration (network driver)
• Server orchestration (cloud driver)
• Application lifecycle orchestration (onboarding, deployment, …)
• Application function orchestration (composition of applications from functional blocks)
With this approach a DevOps methodology can be realized that fosters a closer integration of development and 
operation to achieve the faster deployment cycles demanded for NFV.
We support this approach with proof points from an implementation and a use case.
(A demonstration of the implementation is possible, if desired.)
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Unleashing the potential of virtualization by the right toolkits and open testbeds: 
Lessons learned from implementing a virtualized 3GPP EPC toolkit

Abstract

Virtualization comes with the promise of cost reduction of both the equipment and of the operations in a core network, 
through running the core network functions as software on common hardware platforms. Initiated in 2008, Fraunhofer 
FOKUS OpenEPC (www.openepc.net) is a practical software implementation addressing testbeds and research projects 
of the 3GPP Evolved Packet Core (EPC), the state of the art mobile core network. 
This presentation reports on the lessons learned, issues, limitations, and the solutions found while realizing the 
OpenEPC toolkit, as well as on the flexibility decisions taken in order to realize easily customizable virtual network 
research infrastructures for more than 25 R&D institutions.
Following, based on this experience, the presentation will try to give initial estimates whether virtualization is the brave 
new world of network operators by considering the massive mobile broadband requirements on the core network 
against the costs of deploying and running it. 
Following, the presentation will include a pragmatic evaluation of virtualization technology as well as the description 
of the directions in which the mobile core network architecture can evolve when using a single underlying hardware 
architecture as to further reduce the signaling within the core network and the data path stretch between mobile 
devices and applications.
The presentation concludes with a roadmap of virtualization technology seen from the perspective of an industry 
oriented independent research institution.



251ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



252ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



253ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



254ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



255ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



256ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



257ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



258ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



259ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



260ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



261ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



262ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



263ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



264ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



265ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



266ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



267ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



268ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



269ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



270ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



271ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



272ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV



273ISBN 979-10-92620-00-9

Presentations SESSION 7
NFV

Implementing scalable and cost-effective Session Border Control on generic server hardware

Abstract :

Session Border Control is one of the network functions that has been explicitly identified in materials published by the 
NFV initiative as a candidate for deployment as a Virtualised Network Function. Session Border Control is a particularly 
interesting case study for NFV because SBCs have traditionally used specialised hardware for a number of essential 
functions including discarding packets from blacklisted IP addresses, relaying large numbers of media flows, performing 
interworking between secured and unsecured media flows, and transcoding media.
 
In this session, Metaswitch will describe the lessons learned in successfully implementing scalable and cost-effective 
Session Border Control on generic server hardware – firstly on bare metal, and subsequently in a fully virtualised 
environment. Metaswitch will also compare and contrast virtualised SBCs with those built on proprietary hardware in 
terms of cost, density and power consumption, and will identify some of the key challenges that need to be overcome 
to achieve the full potential of Session Border Control in an NFV environment.
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Federated identity management in network virtualization environment

Abstract

This paper discusses the impact of network virtualization on identity management in federated environments.  We 
examine the requirements that should be met from a security point of view as well as the infrastructure changes 
due to virtualization. We further identify the problems arising in this new deployment environment and derive the 
corresponding requirements for identity management and federation in network virtualization environment.

1. Introduction

Identity management and federation can greatly enhance the operation and scalability of an operator network. 
Federated identity management technologies such as, for example, OpenID [1] and SAML [2], have been developed 
and deployed in practice as is the case of Single Sign On (SSO) discussed in [3][4]. Further, their integration with current 
authentication frameworks for mobile networks has been studied; see for example earlier work in [5][6]. However, the 
impact of a virtualization environment on identity management, in general, and federated identity management, in 
particular, is only an emerging topic currently.

This paper addresses the impact of network virtualization on identity management and federation. We will examine 
the requirements that should be met from a security point of view as well as the infrastructure changes due to 
new virtualization approaches, such as the Network Functions Virtualization (NFV) approach advocated by the 
corresponding ETSI ISG. We contribute to emerging discussion by identifying the problems arising in a virtualized 
network deployment environment and deriving the associated requirements for identity management and federation 
in a network virtualization environment.

The remainder of this paper is organized as follows. Section 2 provides the necessary background on federated identity 
management. Section 3 describes the problems arising for identity management in a future NFV network deployment 
environment. We conclude this paper in Section 4.

2. Background

2.1 Federated Identity Management

Federated Identity (ID) management in this paper refers to the management of user and other entity identities across 
organizations. Using Federated ID management technologies, an operator subscriber can use one identity to access 
different services possibly offered by a range of organizations that have an established relationship with the operator.

Examples of federated ID management technologies include, but are not limited to the following: 

• Single Sign-On (SSO): SSO permits the user to log in once and gain access to multiple systems without performing 
login procedure again. Kerberos [7] is an example of SSO. SSO usually needs a centralized authentication server.

• OpenID: OpenID is an open standard [1] which can permit a user with an account issued by the so-called “identity 
provider” to access any website accepting OpenID authentication (the so-called “relying party”). OpenID does not 
need a centralized authentication server. 

• Security Assertion Markup language (SAML): SAML is a XML-based open standard data format which is used to 
exchange authentication data between an identity provider and a service provider [2]. 

• Liberty Alliance: Liberty Alliance aimed to establish open standards, guidelines and best practices for identity 
management. Since 2009, the work of Liberty Alliance has been moved to the Kantara Initiative [8].
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2.2 Federated ID Management Requirements

Security and privacy is critical to a federated system ID management system. After a careful evaluation of currently 
deployed federated ID management systems we can summarize the respective requirements as follows:

• Federated ID management systems shall be able to interoperate across organizational boundaries, which is the 
basic requirement for a federated ID management system.

• Federated ID management systems shall utilize identity storage for security and privacy.

• Federated ID management systems shall be able to manage security approaches, authentication and authorization.

• Support of different programming models is desirable so that federated ID management systems can be used 
between different parties using different programming models.

2.3 Network Functions Virtualization

As recently motivated by the establishment of the ETSI ISG on Networks Function Virtualization (see [9] and the 
references therein), telecommunication operators face several problems managing a variety of hardware-based 
network functions. For example, currently in the telecommunication world, launching new network services require 
operators to buy a new hardware appliance and accommodating such boxes, which is becoming more and more difficult. 
Network Functions Virtualization (NFV) was promoted to address and solve such issues. In short, NFV, although not 
a standards body per se, aims at motivating further work in carrier-grade network functions virtualization so that 
telecommunications software can run on standard server computers directly, dedicated computer appliances, virtual 
machines, and any arbitrary combination of these.

3. ID Management in NFV Environment

3.1 Problems

Currently, the threat model for a virtualized network environment is missing. We argue that the current threat models 
used for securing telecommunication networks are not sufficient. On the other hand, while we can take clues from cloud 
computing as a good reference for defining such a threat model, experience from similar technology transfers from one 
sector to another indicates that several further steps are necessary. In this paper, we contribute to the discussion and 
evolution towards a threat model for ID management in an NFV environment by considering the problems described 
in the following subsections.

3.1.1 Boundary between Different ID Domains

In a virtualized network environment, the security boundary for distinct ID domains is not clear. One device may belong 
to several distinct ID domains. 

3.1.2 Storage of IDs/credentials

In a virtualized network environment, the ID/credential must be securely stored.

3.1.3 Authentication System

A universally standardized authentication system across multi-domains is desirable.

3.1.4 Trusted Partnership

Trust relationship between different partners is critical to the threat model.

3.1.5 Operational Isolation in Virtualized Environment

The operation performed in virtualized environment shall be able to be separated.
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3.2 Requirements

Based on the problems identified in the previous subsection, we derive the following security requirements for ID 
management in NFV environment.

3.2.1 Authentication and Authorization

The authentication and authorization mechanisms employed in a network virtualization environment must support 
multi-domain scenarios. Federated Authentication and authentication proxy and delegation must be considered. The 
credentials need to be securely protected and managed in a centralized or distributed manner.

3.2.2 User Privacy

A subscriber may have different IDs and credentials to be used between different ID domains. Therefore, the attacker 
must not be able link two IDs belonging to different ID domains. The IDs issued by different ID domains need provide 
unlinkability in the multi-domain environment we are addressing. Subscriber anonymity must be provided. 

3.2.3 Secure Storage

Leakage of sensitive information, such as permanent secrets, shall be prevented. 

3.2.4 Extensibility

The mechanism shall be able to work in case of a larger range of service providers.

3.2.5 Isolation and Robustness

Security isolation is important to provide robustness when one part of the system is compromised. It is desirable that 
compromise of one service shall not compromise the security of another service, and compromise of application 
server or an external server shall not compromise the security of the whole system

3.2.6 Flexible Control for the Operator

Control system-level security either by operating the system themselves or by contractual agreements with trusted 
partners

3.2.7 HSS impact

In the telecommunication network, operators use the Home Subscriber Server (HSS) to store ID/credentials. The 
interfaces should keep the complexity of HSS low, while interfacing with HSS should not lead to HSS information leakage.

3.3 Standardization Challenges

Open standards are always desired for a system or service which involves different parties since open standard can 
avoid interoperation problems as much as possible and open new possibilities for innovation. The first issue needed 
to be considered is which parts are required to be standardized when one is trying to standardize federated ID 
management system. Then the next issue is which standardization groups need to be enrolled with. A clear definition 
of the threat model for federated ID management in Network Function virtualization environment shall be the first step 
when specifying the standard, then detailed security analysis can be performed based on said threat model. 

4. Conclusion

Network virtualization is triggering a revolution in telecommunication systems. This paper contributes to the discussion 
on new open topics for research and standardization in this direction by examining the problems and requirements arising 
for identity management in a network virtualization environment. In particular, we point to the security mechanisms 
for identity management in the network virtualization environment which need to be carefully re-considered, including 
the definition of a threat model and authentication mechanisms.
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Proposal on Network Functions Virtualization relationship with ITU-T Rec. <Y.CCNaaS> (Cloud 
Computing Network-as-a-Service) from the holistic perspective of a converged network-
computing virtualized service provisioning

Abstract

Network Functions Virtualization (NFV) aims to reduce network operators’s CAPEX/OPEX, etc., as well as to speed up the 
roll out of new revenue earning network services, by leveraging the economies of scale of the IT industry. Meanwhile, 
as Cloud Computing is gaining more and more strength in the IT marketplace and ITU-T SG13 starts standardization on 
Cloud Computing Network-as-a-Service (CCNaaS), in this presentation, we introduce a high level concept of CCNaaS and 
explore its relationship with NFV from the holistic perspective of a converged network-computing service provisioning.

Service-oriented virtualization makes both networking and computing resources as a single collection of virtualized, 
dynamically provisioned resources. This facilitates coordinated management, control, and optimization of resources 
across the networking and computing domains. We propose a convergence framework where NFV facilitates for 
CCNaaS with a certain degree of flexibility to compose virtual networks requested by cloud service users but also Cloud 
Computing services (e.g., IaaS, PaaS, CCNaaS, etc.) are utilized to implement NFV. Consolidated virtual appliances 
can be implemented, for example, by means of mashup of distributed, scalable, shared and decomposed virtualized 
network functions in data centres using Cloud Computing services. 

We also discuss required joint collaborative efforts between NFV and CCNaaS standards, in vertualized service 
description, discovery and composition points of view. We are sure that incorporating Cloud Computing in key trends 
interacting with NFV will deliver many benefits.
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Which Information Model for Autonomic Mechanisms?

Abstract

Telco’s ecosystem faces today a growing complexity, mainly caused by the advent of new types of resources and 
technologies related to virtualization, SDN and cloud storage. Such complexity is pushing towards the adoption of 
autonomic management that considers the use of the well-known self-x functions in order to fulfill dynamic provisioning 
and configuration enhanced with rapid and effective fault management. In this context, a novel Unified Management 
Framework (UMF) is being specified in UniverSelf project. UMF targets the embodiment of intelligence into network 
entities (physical or virtualized), in the form of autonomic elements named Network Empowered Mechanisms 
(NEMs). At the same time it defines a set of Core functions, operations and mechanisms for their proper governance, 
coordination and knowledge exchange between these autonomic elements. 
In such context, the design of an information model able to support the management operations of thousands of 
vendor-specific NEMs, becomes of utmost importance. Moreover, it is mandatory that this information model supports 
the seamless integration with existing operator’s management systems.
The aim of this presentation is to propose subsets of information model for NEMs that is based on the TM Forum’s 
Information Framework (a.k.a. SID-Shared Information and Data). The extensions of the SID model were designed to 
achieve the specification of UMF interfaces and cover the structure and lifecycle of NEMs, actions and information 
manipulated by the NEM, as well as the policies driving the NEM behaviour. Along with the information model 
extensions, their usage in governing and managing the NEMs will be also described. The application and associated 
implications of the proposed model to SDN related solutions and technologies will be also presented.

Acknowledgment. The research leading to these results has been performed within the UniverSelf project (www.
univerself-project.eu) and received funding from the European Community’s Seventh Framework Programme 
(FP7/2007-2013) under grant agreement n° 257513.
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Solving Specification Methodology for NfV Systems and Interfaces

Abstract

The work of the new ISG on network functions virtualisation brings into focus three significant problems for specification 
sufficient to successfully achieve interoperability.

• Interface specifications generally do not include any specification of behaviour.
• There is no well-established method for representing the process of deploying, activating, and the operating a 

virtual function.
• Methods of representing abstract views tend to apply to the design phase of a system and cannot be defined after 

a system is operational.

The first of these has been apparent for many years, however, proposed solutions such as REST interfaces don’t solve 
the problem, they only push the problem elsewhere. As modelling techniques such as UML have developed with 
embedded programming language friendly constructs, the other two issues seem to have become harder to deal with 
rather than simpler. Modelling techniques, even BPMN and SysML, have become ever more focussed on the design (ie 
coding) phase at the expense of the operational phase.

This paper presents fresh but compatible modelling methodology which mathematically unifies systems engineering 
and object modelling. At its heart is the concept of a configurable host system. This concept is an extension of both 
systems engineering and object orientation and unifies both. It is possible to assimilate most existing modelling 
constructs – and therefore graphical representations – while adding critical extra constructs which resolve the above 
issues. Mathematically, it also provides a unification of Shannon information and Kolmogorov information as is believed 
to be fully compatible with pi calculus.



309ISBN 979-10-92620-00-9

Presentations SESSION 9
ENABLING TECHNIQUES



310ISBN 979-10-92620-00-9

Presentations SESSION 9
ENABLING TECHNIQUES



311ISBN 979-10-92620-00-9

Presentations SESSION 9
ENABLING TECHNIQUES



312ISBN 979-10-92620-00-9

Presentations SESSION 9
ENABLING TECHNIQUES



313ISBN 979-10-92620-00-9

Presentations SESSION 9
ENABLING TECHNIQUES



314ISBN 979-10-92620-00-9

Presentations SESSION 9
ENABLING TECHNIQUES

Defining ontologies for IP traffic measurements at MOI ISG

Abstract :

Network management and future Internet services implementation require IP traffic monitoring. Operators and 
different research groups have been developing systems and measurement tools that offer partial views on how 
applications use network resources. Their results are stored in different structures, expressed in different units and 
sometimes they are calculated by different algorithms, meaning different concepts. Not only for business reasons, to 
clarify service level agreement parameters, but also to achieve a unified context for information exchange, a common 
information model of measurement parameters and units has to be agreed. 

ETSI MOI ISG has been working on the definition of an ontology to describe such information about IP traffic 
measurements is essential to develop complex systems for IP network monitoring based on different infrastructures. 
Ontologies have already made a valuable contribution to different science areas, however yet no ontology had been 
defined for Internet measurement and traffic monitoring systems. The specification of this ontology enables to process 
information semantically aside from enabling a unique framework to understand traffic measurements. An information 
model for all parameters that can be measured is established by setting up a vocabulary of classes and relations, 
providing a semantic definition of the information that network monitoring systems deal with. This presentation will 
provide a summary on the work MOI ISG has been doing.

1. Introduction

Currently, there exist many systems to monitor network traffic, providing measurements about delay, jitter, capacity, 
packet loss, etc. They use different data structures, they give it in different units and sometimes they use different 
algorithms to run the measurements. This heterogeneity can be a problem in many situations. For instance, in SLA 
monitoring providers and customers need to know if the agreed service level is met, and they have to provide their 
measurement in a uniform way. Also, when developing complex monitoring systems that are fed from different 
monitoring sources, it is important that the network measurement information is mixed avoiding the heterogeneity 
stated above. Then, a common model of network measurement parameters and units has to be agreed.

This common information has to provide a way to homogenize the different data structures and units used for network 
measurements. Such model has to be agreed as a standard to solve the problems described before. For this, we propose 
to specify an ontology, or set of ontologies, given that they are a very flexible method to describe domains. Ontologies 
have already made a valuable contribution to different science areas, however yet no ontology has been standardized 
for Internet measurement and traffic monitoring systems. The specification of this ontology will enable to process 
information semantically aside from enabling a unique framework to understand traffic measurements. To promote 
the standardization of such ontology, ETSI has created an Industrial Specification Group (ISG) named Measurement 
Ontology for IP Traffic (MOI).

The perspective of ontology usage will bring interoperable and ubiquitous solutions in currently existing vendor-specific 
and heterogeneous infrastructures and tools. An information model for all parameters that can be measured will be 
established by setting up a vocabulary of classes and relations. It will provide a semantic definition of the information 
that network monitoring systems deal with. Furthermore, the adoption of ontological models will also allow defining 
a set of anonymization rules for the measurement data in order to obscure sensible fields in the data prior to publish 
them. 

The rest of the paper is structured as follows: First of all, MOI ISG is further presented, showing the activities performed 
so far. Next, the use and importance of ontologies will be stressed. Then, the different work items developed at MOI 
will be described. The paper finally gives some conclusions and future work of the MOI ISG.
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2. MOI ISG presentation

As stated before, MOI was created as an ETSI ISG to enable the specification of an ontology for IP network traffic 
measurements. This ISG includes in its members network operators, SMEs, research centers and universities. The work 
done at MOI is very related to past and present European projects of the Seventh Framework Program: MOMENT, 
PRISM, NOVI and OpenLab. The ISG is open for any new members willing to contribute to the MOI work program.

MOI ISG has released three documents (so called Work Items) so far:

• WI#1: Report on information models for IP traffic measurement [2].

• WI#2: Requirements for IP traffic measurement ontologies development [3].

• WI#3: IP traffic measurement ontologies architecture [4].

These work items are shown in section 4. Other work items are currently being developed.

3. Use of ontologies

An ontology is defined as an explicit and formal specification of a shared conceptualization [5]. The definition can be 
analyzed as follows:

• Explicit: it includes concepts, properties, relationships, functions, axioms and restrictions.

• Formal: it can be interpreted by machines.

• Shared: agreed among groups of experts (such as in standardization committees).

• Conceptualization: abstract model of the represented domain.

Ontologies are currently used in every information models, due to its capabilities and the tools developed by the 
semantic web community.

Ontologies provide a modeling paradigm where the information can be processed at a semantic level, instead of just 
trying to translate syntactic data structures. This makes easier to do mappings with other existing specifications [6]. 
Finally, the definition of the MOI ontology will let a single framework to understand traffic measurements.

4. MOI work items

Next subsections present each MOI work items released so far, where the third work item can be taken as the most 
relevant contribution of the ISG.

4.1 Report on information models for IP traffic measurement 

This first work item was defined to present other existing information models for network measurements, from 
different standardization bodies:

• IETF: SNMP MIBs, IPFIX, IPPM.

• Open Grid Forum: Exchange measurements in XML, as proposed by PerfSonar.

• CAIDA: DatCat measurement catalogue.

• Other network information models would include ITU’s M.3100, DMTF’s CIM, TMF’s SID…

Existing active and passive network measurement repositories, mostly from past European projects, were also 
described, such as MOME, LOBSTER, RIPE, ETOMIC, DIMES, MINER…

The main conclusion that was extracted from this work item was that there were too many incompatible information 
models, and none of them had addressed the integration problem at a semantic level. Then, the specification of MOI 
ontology will be a good approach.

4.2 Requirements for ontologies development

The second work item was devoted to specify the requirements that the ontology should have. 

For this, key performance indicators in network operation were identified. For instance:

• Delay and delay variation (jitter). 

• Packet errors, losses, reordering, duplicates.



316ISBN 979-10-92620-00-9

Presentations SESSION 9
ENABLING TECHNIQUES

• Connectivity and availability.

• Throughput.

Later, several use cases were defined to obtain the requirements. Those use case were:

• IP network characterization.

• QoS measurements.

• Traffic monitoring for security applications.

• Autonomic network management.

• Law enforcement.

Then, the requirements derived from the use cases were provided, as well as other general requirements such as 
expandability, interoperability, or performance.

4.3 IP traffic measurement ontologies architecture

The last work item takes the requirements specified before as input to describe an architecture for the MOI ontology, 
and assess that the requirements are met with the described ontology architecture. 

The work item proposes to divide the ontology into several subontologies, as shown in Figure 1:

Figure 1. MOI ontology architecture.

The architecture is based on an ontology for general concepts in the network measurement domain. This ontology is 
complemented with a units ontology, adapted from the NASA ontology, including measurement units typical in the 
network domain.

From these ontologies, three ontologies are also proposed: an ontology for network measurement metadata, based on 
CAIDA’s DatCat; an ontology for network measurements, taking measurement definitions from the Open Grid Forum and 
PerfSonar, as well as from as IPPM or IPFIX; finally, an ontology about the anonymization policies for the measurements.

This architecture allows working with the complexity of the problem, by breaking it in smaller ontologies. Future extensions 
are also possible in this architecture, where more specific ontologies can also be defined on top of the ones proposed here

4.3.1 General concepts

In the general concepts ontology, a network connects different devices, as shown in Figure 2:

Figure 2. Network definition in the general concepts ontology.
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Connection and Devices can also have subclasses. For instance, a Device has a RoutingDevice and an ApplicationDevice. 
Other concepts described in this ontology are the location of the devices, the communication stack, its protocols and 
structure of the elements of information, or the behavior of the network elements. All these concepts are later used 
in the more specific ontologies.

4.3.2 Units ontology

The units ontology provides the set of interpretable units used in network measurements. Although it is based on the NASA 
units ontology [7], it includes units that were not defined before, and useful for network measurements. For instance, 
information units (bit, byte), throughput units (bps…) or network addresses (IPv4, IPv6…). It also differentiates between 
the metric system, where the Kilo prefix means 103 and the binary scale, where the Kibi prefix means 210. Transformation 
rules for the measurements are also provided, for instance to change the notation of an IP address (32-bit integer, dotted 
decimals…). Based on these rules, the conversion between available measurement units can be inferred automatically.

4.3.3 Metadata ontology

The metadata ontology provides information about what was measured, when it was measured, who measured it, and 
where such measurement can be located and downloaded. It is based on the vocabulary of CAIDA’s DatCat, but adding 
semantics and relationships to the other ontologies.

It is also possible to relate instances of the metadata ontology with instances of the data ontology, described below.

4.3.4 Data ontology

The data ontology is about the measurements themselves. As shown in Figure 3, on the right, the measurement 
class is a sort of container that groups all information related to a measurement. Each measurement contains a set of 
measurement data, which will also have facets. For instance, a measurement done with the Iperf tool (Figure 3, on the 
left) will have information about capacity, errors or delays, and each of these data will include facets such as the data 
type, or the unit in which it is measured. The measurement values are described with this structure, being one instance 
for each class, finally containing the measured values.

Figure 3. Structure of measurements in the data ontology.

4.3.5 Anonymization ontology

Finally, the anonymization ontology identifies the common vocabulary for the various anonymization components, and 
it models possible Anonymization Strategies. Different policies can be defined to obfuscate privacy-related fields of 
Internet measurements. This ontology also considers User Roles and Usage Purposes. With this ontology it is possible 
to infer the correct strategy based on role and purpose assigned to user by the software system or the community.
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5. Conclusions and future directions

Currently there are several incompatible information models for network measurements. Then, there is a need 
for a measurement ontology to homogenize network measurement data, working at a semantic level to solve the 
heterogeneity problem. The ontology architecture for network measurements proposed at MOI has been structured in 
several sub-ontologies to deal with the complexity of the problem.

Currently, MOI is addressing a new work item, devoted to the specification of a pure MOI ontology. At MOI we are also 
looking for people interested in using the ontology, both at research and industrial projects.
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An Efficient Multicast Scheme based on Openflow Technology in Enterprise Networks

Abstract

Recently the study for openflow technology is ongoing actively as an effort to change the existing networking 
topology to an open networking topology. Openflow technology separates the control plane from the data plane of 
the network nodes, i.e. switch, or router and defines the protocol for communication between the control and data 
plane components. The standardization for openflow is performed in the ONF. Due to the open networking topology, 
network operators can improve the network utilization by removing the waste of network resources and it is possible 
to configure and manage the network easily by removing the complexity of network operation.
Though the traditional multicast technology is essential for profitable services such as IPTV broadcasting service, 
telepresence service, etc, it has many waste points of network resources yet and also offers the complexity of network 
operation. So we propose an efficient multicast scheme based on openflow technology.
The traditional multicast technology constructs a multicast tree using the multicast protocol like PIM-SM and IGMP, 
and then the multicast packets are forwarded from a server to clients through the resulting tree. Because the multicast 
tree is unidirectional, the network utilization is low. And if each node copies multicast packet several times, it increases 
the load of packet processing. At last the operation of PIM-SM threatens the stability of network.
Meanwhile in the proposed multicast scheme, openflow controller establishes the transmission path of ring type 
through the openflow switches related to certain multicast service. And the multicast packets are forwarded through 
the resulting transmission path of ring type. The proposed method improves the network utilization by using the 
network resources equally. And since each network node is required to copy multicast packets once per port, the load 
of packet processing is not much. Finally it is easily configured using the openflow protocol.
The telepresence service using the proposed multicast scheme and its operation procedure are presented in the figures 
shown below. The simulation for the performance of the proposed method will be performed later.

           Fig. 1.         Fig. 2
  Telepresence service based on         Telepresence service
  the proposed multicast scheme        operation procedure
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Information-centric networking through network function virtualization

Abstract :

Information-Centric Network (ICN) is a new communication paradigm that has attracted a significant following in the 
Future Internet research area. A key ingredient in this new paradigm is the ability to capitalize on all information bits 
regardless of whether they are bits on the wire, on the ether, or on storage devices.

This allows the future Internet to take advantage of in-network storage natively and in combination with other modern 
IT concepts that are now applied in networking such as virtualization. So far, several ICN designs have been proposed 
addressing naming and name resolution, routing, and security, just to name a few.

This presentation will relate ICN with network virtualization and review ongoing efforts with respect to architecture and 
key design features. In particular, we will examine how network function virtualization benefits certain ICN operational 
aspects such as resource isolation, routing, forwarding and transport. 

We will then briefly compare different ICN designs with respect to the aforementioned modules. The presentation will 
close with an overview of the remaining challenges in ICN designs, and a short discussion on possible deployment of 
ICN in future infrastructure networks where network function virtualization is the norm.
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Toward a Cost-Efficient, Fair and Global Content Delivery Platform: 
A Mechanism for Small CDN actors Federation

Abstract

The federation of heterogeneous CDN and Cloud actors will present a main aspect of evolution of content distribution 
services. Indeed, as the constraints in terms of coverage and capacity (storage/ streaming/ bandwidth) of major OTTs 
increase, small CDN actors are tending to federate in order to overcome their individual lack of capacity/coverage 
and to define new business models which are attractive to all of them. We position our contribution in this particular 
context.

Given a large set of CDN actors with a limited footprint and/or capacity and a set of Content Providers (CPs) with 
different requirements over a global footprint, our goal is to statically build, on top of the heterogeneous platforms, a 
federated CDN system that is able to fulfill all SLAs and to define, for the so-formed system, the content distribution and 
requests redirection policies that allow the most cost-efficient use of global resources. The decision-making process is 
achieved, in a centralized manner, by a third-party broker and is subject to capacity and fairness constraints with regard 
to individual actors. In other terms, each participant to the federation should find an economic interest in doing so with 
respect to a scenario where he operates individually.

Putting in place our proposal requires a standardization effort in terms of introducing a new “broker-based” architecture 
for CDN interconnection and defining, in the context of this new architecture, the information to be exchanged between 
the CDN actors and the broker both prior to decision making and in real time for better tuning resources allocation and 
redirection policies.
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